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Advancements in technology, such as autonomous agents, have sparked a substantial increase in human-
autonomy teaming (HAT) research. Despite this increase in research, there is one perspective that is often
overlooked in the literature: the human worker. As such, our research extends the literature by presenting the
worker’s perspective and providing key contextual considerations for successful integration of HATs within field
environments. To accomplish this, interviews, focus groups and site visits were conducted in both the con-
struction and manufacturing industries. We aim to answer two questions: (1) what are the subjective worker
experiences regarding HATs in the field? And (2) what is the influence of context on worker experiences in field

HATs? We discuss three themes that emerged, followed by implications for research and practice.

1. Background

The ongoing, large-scale implementation of information technology
in all areas is presently driving an “explosion” of research and devel-
opment on autonomous agents (Wang et al., 2021). Industries across the
world have begun implementing autonomous agents into their work-
force at a rapid pace including the fields of medicine (Kasina et al., 2017;
Williams et al., 2019), manufacturing (Evjemo et al., 2020; Inkulu et al.,
2021), spaceflight (Gao & Chien, 2017; Hambuchen et al., 2021) and
construction (Ardiny et al., 2015; Xu & de Soto, 2020). Importantly, as
technology is becoming more advanced, the notion of agents is said to be
transitioning from “tool to teammate” (e.g., Bradshaw et al., 2007;
Rebensky et al., 2022; Rix, 2022). That is, rather than functioning as a
resource to support teams, autonomous agents are expected to exhibit
teamwork behaviors and varying levels of independence, thereby
functioning as members of the team.

This proposed transition demonstrates a critical need to understand
how autonomous agents can and will interface with human team
members, and how fundamental concepts of human-human teaming will
apply to Human-Autonomy Teams (HATs). With research on HATs
growing at an exponential rate (Seeber et al., 2020), several

Abbreviations: HAT, Human-Autonomy Team.

human-human teaming constructs are being investigated within the
contexts of HATs. This research examines constructs including coordi-
nation (e.g., Demir et al., 2018; Schneider et al., 2021), trust (e.g.,
Hancock et al., 2021; Schaefer et al., 2018), shared cognition (e.g.,
Andrews et al., 2022; Schelble et al., 2022), and communication (e.g.,
Baker et al., 2021; Johnson et al., 2021), among others. However, nearly
all empirical HAT studies occur within lab settings. Recent reviews
highlight the need for further field research on HATs to understand the
effectiveness of HATs in applied settings, particularly in regard to
workplace context (Larson & DeChurch, 2020; O’Neill et al., 2022).
Nonetheless, industries continue to adopt advanced technologies at
unprecedented rates, particularly in labor-intensive industries (Autor
et al., 2022). For instance, construction and manufacturing continue to
advocate for HAT integration for a variety of reasons, such as combat-
ting skill shortages (Taylor et al., 2016; Wellener et al., 2021), lowering
fatality rates (Aghimien et al., 2020; Bhatt et al., 2020), increasing safety
(Gunadi & Ryu, 2021; Njord et al., 2006), and improving cost savings
(Ashima et al., 2021; Daneshgari & Moore, 2018). While HATs have the
potential to ease these issues, fast levels of integration have led to more
problems than solutions. In fact, research suggests that rapidly
increasing automation has eroded human involvement in manufacturing
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(Elprama et al., 2017; Sauppé & Mutlu, 2015), leading to outcomes
including declined worker satisfaction (Welfare et al., 2019), engage-
ment (Morris et al., 2017; Sverke & Hellgren, 2002) and output
(Blumberg & Alber, 1982; Clampitt & Downs, 1993).

Given these concerns, it is evident that the state of the literature on
HATs does not adequately account for field contexts, thus lacking a clear
translation to the industry. While some research addresses strategies for
integration (e.g., Schelble et al., 2020), many fail to consider the
perspective of the individuals who will interact with an autonomous
teammate the most - the worker. Consideration of the worker perspec-
tive offers a richer understanding of potential applications of HATs and
strategies for effective integration.

Therefore, the present study responds to the call by O’Neill et al.
(2022) to leverage qualitative field research methods when considering
the human experience in HATs. Interviews, focus groups with subject
matter experts, and site visits were conducted within two separate in-
dustries currently using autonomous agents in their workforce: con-
struction and manufacturing. The manufacturing industry has typically
demonstrated higher rates of HATs than the construction industry
(Brosque & Fischer, 2022), so investigating both allows for a broader
perspective on the role of human workers while also examining unique
considerations of industries that are in different implementation stages.
Specifically, we aim to extend the HAT literature by presenting the
worker’s perspective to expand upon current notions of HATs, demon-
strating the value of qualitative approaches for elucidating key nuances
underlying HAT effectiveness, and providing contextual considerations
for successful HATs functioning within field environments. In doing so,
we highlight the importance of the worker perspective within HATS,
thereby encouraging methods for research and integration of HATs in a
manner that preserves the relevance of human workers in the face of
rapid technological development.

2. Literature review
2.1. Human-autonomy teaming

Teams represent a group of individuals working interdependently
towards a common goal (Mathieu et al., 2001) that engage in various
behaviors, leading to affective and cognitive emergent states (Bell et al.,
2018). The simple inclusion of an autonomous agent in a team is not,
however, enough to constitute a human-autonomy team. Synthesizing
over three decades of research on human-autonomy teaming, O’Neill
et al. (2022) put forward specific criteria that must be met to be
considered a human-autonomy team. Failure to meet these criteria
produces a reliance on the technology as a resource to enhance team-
work, rather than the agent functioning as a teammate. As such, it is
imperative to understand these criteria to properly assess current HATSs
in the field.

Perceptions of autonomous agents as teammates are dependent on
two factors: interdependence and agency (O’ Neill et al., 2022). First, the
agent must exhibit a degree of interdependence when working with
other teammates and across tasks (Walliser et al., 2017). Second, the
agent must have a degree of agency that demonstrates independence of
actions (Wynne & Lyons, 2018). These criteria can be better understood
when assessing the level of automation (LoA) of the agent. LoA con-
ceptualizes both physical and cognitive abilities of an agent across a
continuum, ranging from fully manual to fully automated (Fasth et al.,
2011). LoA translates to descriptions of agent autonomy (O’Neill et al.,
2022); for example, an agent low in autonomy would rely on a human
operator to make all decisions and actions, with the agent unable to
complete actions without receiving direction and approval. On the other
end, an agent high in autonomy can make decisions and act on these
decisions without the need for human input. Consequently, agents low
in autonomy tend to function more as a tool whereas agents high in
autonomy resemble a teammate due to the capability to manage in-
terdependencies within the team and do so in an agentic manner. When
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these conditions are met, humans exude politeness towards agents, use
notions of self and other, and even adjust to programmed personalities
of the agent (Nass et al., 1995; O'Neill et al., 2022). In turn, this
perception of a teammate begins to lead to more affective states that
resemble key emergent states in human teams (e.g., trust, perceived
efficacy and competence, cohesion).

2.2. Worker representation in HAT research

Despite growing use of HATs in the workplace, the role of worker
preferences in field HATSs research is significantly limited. Job prefer-
ences (i.e., factors of a job that impact worker well-being and satisfac-
tion) have long been studied without respect to technology integration
in the workplace (Jurgensen, 1978; Wanberg et al., 2020). In
manufacturing, this often looks like understanding worker attitudes
regarding plant design (Park, 2019) or job rotation (Botti et al., 2021). In
construction, the emphasis is placed on preferences such as sources of
information and working hours, among others (Burns & Conchie, 2013;
Goodrum, 2003).

The introduction of technology also prompted significant research
attention in terms of automation (Frank et al., 2019; Nam, 2019), merely
assessing general outcomes of technology integration such as produc-
tivity (e.g., Autor et al., 2022) and safety (e.g., Gleirscher et al., 2020).
Studies that do investigate worker preferences often investigate atti-
tudes towards robotics for job replacement (e.g., Bhargava et al., 2021;
Mokyr et al., 2015). Other topics can include preferences on advanced
technologies for training (Kaasinen et al., 2020), decision-making (Cao
et al., 2021), or even safety procedures (Nnaji et al., 2021). Under-
standing worker preferences regarding technology can inform proactive
redesign of tasks to optimize worker success (Parker & Grote, 2022).
However, articles regarding worker preferences often fail to capture the
nuances regarding technology as a teammate. In fact, very few studies
have addressed the notion of augmentation over automation, i.e.,
incorporating agents to enhance existing worker capabilities and tasks
rather than complete replacement of workers with agents (Mataric,
2017). One exception we found was Welfare et al.’s (2019) study in
which 50 construction workers were interviewed regarding their atti-
tudes towards robots on the jobsite. While their findings emphasized the
critical importance of augmenting work through human-agent interac-
tion, none of the workers had experience in HATs; all questions were
hypothetical in nature. While this is likely due to the relatively new
paradigm shift of autonomous agents serving as teammates and recent
adoption of HATs in the field, it is critical to understand worker per-
spectives from those who have worked in HATs. In order to fill this gap,
we set out to answer the following research question:

RQ1. What are the subjective worker experiences and perceptions of
human-autonomy teams, regardless of workplace context?

2.3. Approaches to empirical studies

The majority of empirical studies regarding HATs are conducted
within lab settings (O’Neill et al., 2022), which are relatively short in
nature and merely propose practical implications (Kozlowski, 2015).
These studies tend to be simplistic in nature (e.g., building legos,
fetching parts, object placement) which is helpful in examining theo-
retical relationships, particularly when assessing applicability of
human-human teaming phenomena to HATs. Nonetheless, such ap-
proaches fail to account for dynamic environments and task complex-
ities within field settings. These studies comprise a significant portion of
the existing literature, though a few recent exceptions exist (e.g.,
McNeese et al., 2021; Musick et al., 2021), paving way for more rigorous
experimental designs (e.g., dynamic team tasks and simulations).

Additionally, context (i.e., the extent to which situational charac-
teristics influence behavioral phenomenon in the workplace; Johns,
2006) is likely to play a significant role in the success of HAT
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integration. The assessment of contextual factors allows for a broader
understanding of team dynamics by factoring in both broad (e.g.,
occupation, location, time) and discrete (e.g., task autonomy, teammate
accountability, resource availability) phenomena that influence teams
(Salas et al., 2015). For instance, organizational climate (i.e., collective
agreement regarding workplace procedures, practices, and kinds of be-
haviors that are encouraged; Reichers & Schneider, 1990) is known to
impact team functioning. Organizational climate is just one of many
contextual factors that will likely significantly influence the extent to
which employees feel they should value and engage in human-autonomy
teaming practices. Yet, the role of organizational context is often over-
looked in lab-based studies as the goal of these studies is to control for
such external factors. As such, we propose the second research question:

RQ2. What is the influence of work context on worker experiences and
perceptions of HATs?

2.4. The present study

The above summarizes the need to understand worker perceptions of
HATs, including expanding the literature on worker preferences to
address HATs directly, conducting research beyond laboratory studies to
identify real-world implications, and understanding contextual factors
that provide nuances to HAT functioning that may otherwise go unno-
ticed in controlled environments. Given that laborers will be the in-
dividuals working with autonomous agents most frequently, including
them in the research and integration process will indeed provide valu-
able insights.

Our research seeks to highlight the importance of including the
worker perspective when addressing each of these limitations. We use
qualitative approaches to uncover worker sentiments from those with
direct experience in HATs. In doing so, we provide guidance for future
research as well as practical implications that emphasize worker
involvement in the knowledge production and dissemination process.

3. Methods

Qualitative data were collected as part of two ongoing research
projects that broadly focus on understanding how team members suc-
cessfully integrate autonomous agents into predominantly human-
centric work teams. Examining data from two research projects
allowed for comparisons within and across industries at different stages
of human-autonomy teaming.

The collection of qualitative data responds to O’Neill and colleagues’
(2022) call for future research using methodologies that allow for a
holistic and integrative understanding of workers’ perspectives in HATs.
More specifically, an iterative process of semi-structured interviews,
focus groups with subject matter experts (SMEs), and observational site
visits were utilized to allow for triangulation of key research themes.
Table 1 below summarizes the data collected across the construction and
manufacturing industries.

3.1. Recruitment of participants

Companies represented in this study served as Advisory Board
Members of larger research grants looking at human-autonomy teaming

Table 1
Data collection instances across industry.
Industry
Construction Manufacturing
Companies involved 10 5
Semi-structured interviews 10 18
Focus groups 7 3
Site visits 5 4
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issues. Advisory board members were practitioners from either the
construction or manufacturing industry who expressed interest in HATSs
or had experience in implementing HATs. Each company had a primary
point of contact that the researchers worked with to identify specific
employees for participation. Additional companies were recruited
through snowball sampling (Atkinson & Flint, 2001) in order to reach
companies beyond the advisory boards.

To participate in this research, companies needed to demonstrate
implementation and ongoing use of HATs in their operations. We
assessed the role of autonomous agents onsite according to O’Neill and
colleagues’ (2022) framework that accounts for interdependence and
agency in order to determine if a company met these criteria. This in-
cludes (1) the agent in the HAT exhibiting a degree of interdependence
when working with other teammates and across tasks (Walliser et al.,
2017) and (2) the agent having a degree of agency that demonstrates
independence of actions (Wynne & Lyons, 2018).

Finally, we ensured that the HATs in questions were of at least three
entities (i.e., beyond the dyad). Despite autonomous agents presumably
taking on a teammate role, few studies assess relationships beyond the
dyad (i.e., one human and one agent; Demir et al., 2017). The assump-
tion that phenomena in dyadic relationships will generalize to teams (i.
e., three or more entities) is problematic. Affective and cognitive states
manifest differently when in teams given that dyads fail to account for
social processes such as emotional contagion and situational awareness
(Moreland, 2010). Thus, only companies implementing HATs with at
least two humans and one autonomous agent were selected.

In total, ten companies participated from the construction industry
and five companies from the manufacturing industry. Within each
company, frontline workers, middle management, and executive lead-
ership were invited to participate in our research study. While the ma-
jority of the data collected were from frontline workers, we also included
the perspective of middle managers and executive leadership. Under-
standing different levels of stakeholders embedded within the organi-
zation can elucidate key contextual factors affecting team dynamics
(Savage et al., 1991), which are often excluded from lab research.
Ensuring we spoke with individuals positioned throughout the company
allowed us to gain a more nuanced understanding of multiple factors
affecting attitudes towards HATs in the field.

3.1.1. Description of HATs in the construction context

There were several examples of HATs used on job sites in construc-
tion teams. The following details two examples of such HATs used by our
participants. While specific names of agents have been removed for
anonymity, the goal is to provide more detailed information in order to
create a frame of reference for the themes later discussed.

One instance of a HAT in construction was centered around the task
of concrete drilling. This is a labor-intensive process in which workers
drill precise holes into concrete for various purposes (e.g., hanging
tooling apparatuses). The holes can be drilled into walls and ceiling
foundations, which are often upwards of fifteen feet tall. Because of this,
concrete drilling, especially when into the ceiling, is considered an er-
gonomic risk and has increasingly become a target of agent augmenta-
tion (Brosque et al, 2021). To combat this risk and improve
productivity, some job sites used an autonomous agent capable of dril-
ling holes into the ceiling while the human workers simultaneously
tackled drilling holes in the walls. The agent was capable of (1) moving
through the jobsite independently and (2) completing its portion of the
shared task, demonstrating interdependence among the team. Thus, we
classified this as a HAT in the construction field context.

A second construction HAT we observed used an autonomous agent
to assist with surveying and layout procedures: a long-standing process
in which a team works together to indicate where foundations, columns,
walls, and other structures will be erected. This is a highly interdepen-
dent task that requires communication and coordination between office
and field personnel in order to ensure markings are made correctly and
several factors are accounted for (e.g., horizontal and vertical curves,
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traverse computations, chain corrections; Crawford, 1995). Because this
task is highly demanding and subject to the skills of the worker, it is
often a source of significant rework on construction sites and only
reasonable on small scale projects (Park et al., 2022). Some construction
sites augmented this task with the use of an agent. Human workers
would share information regarding blueprints and specifications, then
the agent began surveying the site and creating chalk lines. If any errors,
inconsistencies, or concerns were detected by the agent, these were sent
to both office and site personnel who then work together to resolve the
issue. This repeated until the full jobsite has been surveyed and marked.
Given the continued communication and coordination between agent
and human throughout this iterative process, we classified the surveying
team as a HAT.

3.1.2. Description of HATs in the manufacturing context

Similarly, several examples of HATs in manufacturing contexts were
identified. The following details two such examples.

One example of HATs in manufacturing comes as a result of the
proliferation of collaborative robotic systems. Recent advances in con-
trol methodologies have significantly reduced the risk of working with
robots, permitting a variety of assembly tasks to be completed by teams
of humans and industrial robots (Weckenborg et al., 2020). This allows
the relative strengths of human workers and industrial robots to be
leveraged, with benefits to final product quality and with respect to
ergonomic concerns. A robot in a collaborative setting may, for example,
lift a component into an overhead position where human teammates
install fasteners and make electrical connections. The common goal of
successful installation relies on each teammate’s tasks, whose execution
is informed by the actions of the others (e.g., a collaborative robot
altering course or interrupting motion in response to movement of
human workers), demonstrating interdependence and motivating clas-
sification as a HAT.

Another example of a HAT in manufacturing dealt with vehicle un-
dercarriage tasks. We observed an assembly line that used conventional
suspension for the car chassis (i.e., the frame of the car hangs from the
ceiling while moving down the assembly line), which allows for access
to nearly all parts of the vehicle. However, there is a high risk for la-
borers assigned to undercarriage tasks. To complete these tasks, workers
stand underneath the vehicle and reach above their heads, resulting in
strain from repetitive motions outside of safe ergonomic zones. The
manufacturer chose to position agents directly underneath the chassis to
independently complete the physically strenuous tasks while workers
perform complementary assembly tasks in more accessible positions
during the chassis marriage process. As such, we classified this as
another example of a HAT in manufacturing contexts.

3.2. Process

Qualitative research was conducted in two phases: an exploratory
phase and a more targeted, investigative phase based on initial data
collection. The first phase consisted of six semi-structured interviews
and one focus group discussion with SMEs to allow the researchers to
gain a general understanding of (1) worker sentiments towards HATSs
and (2) the construction and manufacturing context. After the first phase
of data was collected, two co-authors utilized an inductive approach for
thematic analysis wherein themes were developed based on the initial
set of interviews and focus groups. The themes were presented to three
SMEs to allow for feedback and guidance. The initial set of themes
focused on the differing perspectives among stakeholders, the impor-
tance of team ABCs (i.e., affective, behavioral, and cognitive states; Bell
et al., 2018) in HATs, and the influence of the context. These themes
were used to guide our data collection in phase two which consisted of
twenty-two interviews, nine focus groups, and nine site visits. In this
phase of data collection, we revised our interview and focus group
protocols to include more targeted questions in order to refine our initial
set of themes and ensure data saturation (i.e., no new data, themes, or
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coding; Guest et al., 2006). Fig. 1 below summarizes the data collected
within each phase.

3.3. Semi-Structured Interviews

In total, 28 semi-structured interviews were conducted with industry
leaders and workers. As there is a lack of research surrounding practi-
tioners’ perspectives on the augmentation of work, semi-structured in-
terviews were utilized to provide researchers with additional flexibility
during the interview process (Wilson, 2014). More specifically, re-
searchers were allowed to discuss emerging themes within the interview
and ask the interviewees probing questions to establish a rich under-
standing of key issues. This led to the authors uncovering additional
information that would not have been discovered in a structured inter-
view. Sample questions from phase one include “What are your expec-
tations for agents in [industry]'?*, “In what areas or processes do you
see human-agent teaming being most helpful?“, and “What are the
fundamental skills that a human worker needs to be able to work with
autonomous agents in [industry]?” Sample questions from phase two of
data collection include “What are the barriers and facilitators to intro-
ducing agents in [industry]?” and “How do team members go about
learning an agent’s strengths and weaknesses?”

3.4. Focus groups

Furthermore, ten focus groups with SMEs were also conducted to
allow for discussion among academic researchers and laborers. SMEs
were defined as individuals who have familiarity with the construction
and/or manufacturing industry. The typical size of the focus group
ranged from four to seven, with the exception of a sixteen person focus
group with industry leading professionals. Sample questions from phase
one include “In your opinion, do you believe that utilizing agents will
positively impact how you complete your work?” and “In your opinion,
do you believe you are prepared to work with agents?. Three sample
questions from phase two are “What should designers consider when
developing human-computer systems that involve rich interactions
among people and technology?*, “How do you go about onboarding an
agent into teams? What role does leadership play?*, and “How can we
best train teams to integrate autonomous agents?*.

3.5. Site visits

Nine site visits were conducted to allow researchers to understand
the context of both the construction and manufacturing industries. The
lead researcher attended each site visit with an additional observer to
help capture the nuances of the construction and manufacturing con-
texts. Each site visit began with a tour led by an industry professional.
Given that these industries are in different phases of implementation,
the observations focused on different contextual factors. Observations
within the construction industry focused on understanding team dy-
namics, the infrastructure available to support implementation of
autonomous agents, and identifying labor-intensive tasks. On the other
hand, observations within the manufacturing context focused on un-
derstanding the general layout of the plant (e.g., plant structure), the
level of automation (i.e., extent to which the agent exhibits agency and
degree of interdependence; O’Neill et al., 2022), and understanding
existing interactions among humans and autonomous agents. The tours
were followed by informal interviews in which researchers could ask
questions such as “where do you see potential applications for integra-
tion of autonomous agents into processes for [industry]?” These site
visits were essential to developing a holistic and integrative

! Industry referents were adapted based on the specific interview, focus
group, and/or site visit to reflect participants’ industry (i.e., manufacturing,
construction).
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Phase 1 Analysis

Phase 2

Semi-Structured Interviews
FG

Semi-Structured Interviews
FG
Site Visits

Aug. Sept. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May Jun. Jul

Aug. Sept. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May Jun. Jul

Aug. Sept

2020 2021

2022

Fig. 1. Data Collection Phases. Note: FG signifies focus group.

understanding of the themes that emerged during the interview and
focus group discussions.

4. Results

The qualitative analysis revealed three broad themes that will each
be discussed in turn. Table 2 provides a summary of each theme and the
key findings within them.

4.1. Theme 1: Workers often feel their perspectives fall secondary to
other factors, despite this threatening optimal use of HATs in
industry

The first theme we uncovered was centered around the extent to
which workers felt valued and heard, particularly when it concerns use
of HATs in relation to job demands. That is, workers expressed concern
that their own experiences and opinions fall below other considerations
when organizations begin to implement HATs in the field. This often led
to increased reluctance to engage in HATing onsite, especially when the
workers felt their knowledge could have impacted implementation of
the agent. The following elaborates on (1) how worker reluctance to
team with agents increases when use of agents results in more job de-
mands and (2) the ways in which these feelings become amplified when
technology and design firms (i.e., firms responsible for the development
and dissemination of advanced technologies) do not account for worker
experience.

Table 2
Overview of themes and key findings.

Theme Key Findings

RQ1: What are the subjective worker experiences regardless of contexts?

1. Workers often feel their perspectives  1.1. Workers were more reluctant to
fall secondary to other factors, engage in HATing when they perceived an
despite this threatening optimal use increase in demands due to inadequate
of HATs in industry. opportunities to provide feedback on

agent use.

1.2. Workers communicated an increased

burden specifically when technology and

design firms prioritized market entry over
market needs during agent development.

2.1. Workers acknowledged the potential
HATs to improve dynamic processes benefits of HATing to meet increasingly
in the workplace, but often feel complex coordination processes in the
skeptical about current capabilities of ~ field.
agents in use. 2.2. Workers consistently named trust as a

critical factor for successful human-
autonomy teaming, and increasing
knowledge of agents as a mechanism for
improving trust.

RQ2: What is the influence of context on the worker experience?

3. Workers feel that HATSs are being 3.1. The infrastructure of the workplace
increasingly used as a fail-safe can significantly impact successful HAT
against external contextual factors integration and long-term worker
when this is not always the best perceptions towards HATing.
approach. 3.2. Industry pressures such as the labor

shortage function as an important
contextual factor that can amplify worker
sentiments towards HATSs.

2. Workers recognize the potential of

4.1.1. Sub-theme 1: Workers were more reluctant to engage in HATing
when they perceived an increase in demands due to inadequate opportunities
to provide feedback on agent use

Several discussions with participants were centered on job demands.
While autonomous agents can reduce job demands in the long-term
(Lloyd & Payne, 2022), demands seem to be higher following immedi-
ate implementation, particularly when workers were not consulted
during the process of onboarding the agent. Workers tend to have the
best understanding of tasks at hand as they are the individuals
completing them day in and day out. As such, they can often provide
critical feedback as to where HATing may be most effective. One worker
noted that if they know “1. What [the agent] is doing 2. How [the agent]
is doing it 3. Tolerance and limits of [agent]” ahead of time, they can
help maximize use of the agent onsite based on prior experience.

However, this input from workers is rarely sought after, only leading
to further reluctance from direct labor to adopt the agent teammate. For
example, one worker recalled a frustrating experience in which forcing
human-autonomy teaming took time away from primary tasks, a prob-
lem they knew would occur ahead of time. Since then, they communi-
cated reluctance to work with agents when not asked for input:

“If it’s taking too much of my time or my team’s to get the hang of it
then I'm just not doing it. I don’t have time to do something new
when I can just get my job done.”

As demonstrated above, workers often revert to how they completed
their tasks prior to assistance from autonomous agents when they were
not involved in initial implementation decisions or provided adequate
support. Sentiments from mid-level managers were no different, with
adopting existing processes as a main source of frustration. One viewed a
subtraction approach as valuable, but rarely used: “We need to use
’subtraction’. Remove work or simplify processes instead of just adding
an agent to the mix because you can.”

In a focus group, these views were reiterated with participants stat-
ing things such as “I don’t want to add another [agent] if I don’t see the
value for my team,” and “Other things are competing with agents for
people’s attention. It can be hard to “pile on” more changes to the
process just for [agent].”

The interplay of competing demands and process adaptation repre-
sent only a few factors that lead to perceived increased job demands
when integrating autonomous teammates. While some changes in pro-
cesses are inevitable, factoring in workers’ perspectives prior to imple-
mentation can improve HAT functioning and mitigate potential
reluctance from direct labor to engage in HATS.

4.1.2. Sub-theme 2: Workers communicated an increased burden
specifically when technology and design firms prioritized market entry over
market needs during agent development

Similar to above, several focus group participants expressed that
current autonomous agents often failed to address existing issues in
industry-specific processes, resulting in increased worker re-
sponsibilities rather than easing task demands (a common selling point
of integrating agents). For example, one worker noted:

“[Workers] don’t have the time to learn the new technology espe-
cially when the project is not designed for it. The design team needs
to understand - ‘let’s design it in a manner that will facilitate it.” A lot
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of projects don’t meet the criteria that would make [agent] a viable
option.”

That is, workers often communicated significant barriers to effective
human-autonomy teaming that were largely attributed to insufficient
consideration from technology and design firms. One potential expla-
nation as to why the worker perspective gets overlooked is the concept
of the first mover advantage (i.e., a competitive strategy in which a firm
is the first to present a product to market; Lieberman & Montgomery,
1988). In other words, there is a competitive advantage for technology
and design firms to be the first to release innovative technology. Tang
et al. (2018) found that the first mover advantage leads to increased
profitability and productivity within technology firms. Thus, technology
and design firms may not focus on developing autonomous agents that
add value to specific industries, but rather aim to contrive novel ap-
proaches to human-autonomy teaming that broadly appeal to several
markets. Consequently, it is no surprise that one interviewee noted how
technology has significantly outpaced the infrastructure available in the
construction industry:

“When tech in construction really took off, it was all about new
software and how to keep [agent] connected. But construction sites
don’t even have wifi so it’s not much help on the actual jobsite.”

Together, these quotes demonstrate the potential devastating
consequence when failing to account for the workers’ perspective in the
design process: the autonomous agent is rendered useless. In the words
of an interviewee, “the market just isn’t addressing the needs.” Thus, it
becomes evident that communicating with workers and valuing their
input helps ensure advancements in agent technology will improve HAT
functioning while still achieving the innovation goals of technology and
design firms.

4.1.3. Theme 1 concluding thoughts

Organizations risk suboptimal HAT performance when they fail to
consider worker perspectives. Not only do workers have important
knowledge regarding job demands that may be augmented via HATSs, but
they can also help drive technological innovation in a meaningful way.
Failure to consider these perspectives often results in an increase in
perceived work demands, leading to workers being reluctant to interact
with agents in the future. In sum, the individuals that are most impacted
by the implementation of autonomous agents are the direct laborers and
amplifying their voices regarding use of HATs in the workplace will lead
to easier transitions to human-autonomy teams in industry.

4.2. Theme 2: Workers recognize the potential of HATs to improve
dynamic processes in the workplace, but often feel skeptical about current
capabilities of agents in use

Manufacturing and construction are riddled with dynamic processes
that can affect HAT functioning. For example, both industries are
increasingly adopting mass customization approaches in products and
processes (Nielsen et al., 2017; Qi et al., 2020). That is, every product (e.
g., car, building structure) is highly unique with nearly every aspect
specified by the consumer. Such dynamic processes will likely produce
an increased reliance on HATs.

Several workers focused on applications of HATs when it comes to
these complex and dynamic demands. Data revealed an understanding
of the potential of HATs to meet such demands, followed by skepticism
around the current abilities of agents. More specifically, workers tended
to name different concerns for affective states, behavioral processes, and
cognitive understandings of current HAT functioning when asked about
use of HATSs to meet complex demands. As such, we use the ABC para-
digm of team functioning (i.e., affective states, behavioral processes, and
cognitive states; Bell et al., 2018) to further explore worker sentiments
towards HATs in the field. In doing so, we demonstrate how workers are
open to novel levels of human-agent collaboration to tackle dynamic
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processes at work. However, ensuring adequate affective and cognitive
states emergence is critical to HAT functioning.

4.2.1. Sub-theme 1: Workers acknowledged the potential benefits of
HATing to meet increasingly complex coordination processes in the field

Our findings show that the increasingly complex demands in
manufacturing and construction lead to higher cognitive and physical
demands on workers. However, these tasks are often too dynamic to be
completed by autonomous agents alone, requiring levels of coordination
and interaction between humans and agents on unprecedented scales.
Several workers raised concerns about the complicated and dynamic
nature of their work. For example, one worker noted: “job sites are
dynamic and change daily which makes it incredibly difficult just to
navigate a project ... [agent] has to adapt to these dynamic conditions.”

For instance, a site visit to an automotive manufacturer demon-
strated the extensive impacts these complex demands have on workers.
This manufacturer allows consumers to personalize their vehicle across
a variety of amenities (e.g., trim, colors, seating configurations). There
are over 10,000 possible seating configurations - which does not account
for other elements of the vehicle that can be customized. These demands
are far too complex to rely on agents alone, but too cognitively and
physically demanding to place on workers. As a result, there was
consensus across several organizational levels, ranging from executive
leadership to direct labor, that there is a pressing need to identify best
practices for effective coordination between humans and autonomous
agents to meet these demands. One focus group member echoed this
sentiment: “This is where coordination and planning is critical, when it’s
all custom. This is when a human and agent truly need to work together
and basically take turns doing tasks.”

It is evident that workers recognize the potential for HATs to meet
demands more efficiently, assuming that the agent will have the
behavioral capabilities to do so. As such, we highlight how autonomous
agents need to exhibit both teamwork and taskwork behaviors to realize
optimal levels of coordination. Whereas taskwork reflects behaviors
regarding what the team does, teamwork behaviors address how the
team members interact (Crawford & Lepine, 2013). Teamwork behav-
iors encompass strategy formulation (i.e., developing courses of action),
goal specification (i.e., identifying and prioritizing tasks), team moni-
toring and backup behaviors (i.e., assessing progress and providing or
receiving support), among others (Crawford & Lepine, 2013; Fernandez
et al., 2008). One focus group emphasized the need for monitoring and
backup behaviors in particular, as the human and agent will need to
support each other to effectively meet increasingly complex and dy-
namic production demands.

4.2.2. Sub-theme 2: Workers consistently named trust as a critical factor
for successful human-autonomy teaming, and increasing knowledge of
agents as a mechanism for improving trust

In order to effectively coordinate, humans must trust the agents they
work with. The notion of trust emerged as the most commonly discussed
and heavily emphasized affective state valued by workers. Both focus
group and interview data echoed this sentiment. For example, one
worker noted the importance of trust particularly in the face of complex
job demands: “both trust and affection are very important but heavily
based on the task, which can be complicated.” Moreover, there was often
a trust but verify mindset present among workers. One interviewee
expressed this when posing a rhetorical question: “do we fully trust the
behavior [of the agent]? I mean we think they follow what humans want
... how do we track that?” That is, trust emerged as a critical affective
state to improve HAT functioning. However, workers can be skeptical of
agent capabilities which can limit interaction with agents in the field
and pose a threat to HAT performance. To put it in the words of an
interviewee: “No trust means no work so it’s very important. If the
human does not trust the agent, then there will be no collaboration
between them.”

In order to achieve high levels of trust and lower skepticism, data
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collected suggests that human workers and autonomous agents will need
to understand their own roles, each other’s roles, and how these fit
together. That is, human-autonomy teams also need to develop team
cognition (i.e., the manner in which knowledge important to team
functioning is mentally organized, represented, and distributed within
the team; Klimoski & Mohammed, 1994). Workers heavily emphasized
this need to understand the function of the agent and its responsibilities.
For example, when asked what workers and agents need to be on the
same page about, one interviewee said: “what is the output of the agent
and who is using the output? It’s important for the human workers to
know.” Similar sentiments were expressed in additional interviews as
well as focus groups.

When applying team cognition to HATs in particular, not only do
human teammates need to understand capabilities and roles of the
agent, but the agent should also understand that of the human (Demir
et al., 2020). Some focus groups explored this notion, identifying what
the agent is responsible for knowing. Participants discussed the cogni-
tive dependencies needed for an autonomous agent to successfully
collaborate in dynamic work environments, identifying capabilities such
as “situational awareness,” “the ability to recognize the type and
behavior of counterparts,” and “understanding the tasks and activities
for each day even when that is updated multiple times a day.” As such,
workers not only recognize the importance of trusting their agent
teammate but also have strong ideas on how to improve trust
relationships.

Our findings are consistent with current literature, which highlights
the importance of the interaction between cognitive and affective states
in human-autonomy teams (see Glikson & Woolley, 2020 for a
comprehensive review). Trust becomes especially important when
considering the extensive levels of coordination needed to meet
increasingly complex job demands, such as those introduced through
mass customization. The ideas presented by workers to improve trust
and HAT functioning also demonstrate a need for team cognition within
human-autonomy teams. In sum, workers highly value the trustwor-
thiness of their agent counterpart, and failure to foster high levels of
trust can lead to skepticism or even refusal to interact with the agent. As
one mid-level manager said, “the worker won’t even engage with the
agent unless there is trust.”

4.2.3. Theme 2 concluding thoughts

A common goal of utilizing HATs in labor-intensive industries is to
achieve more dynamic processes and meet complex work demands
(Nielsen et al., 2017; Qi et al., 2020). Workers did in fact recognize the
potential for HATs to achieve these goals but cited low trust and limited
understanding of agent capabilities as barriers to achieving said objec-
tives. A critical consideration in this approach is that the agent team-
mate augments, and does not automate, the responsibilities of the
human worker. That is, leveraging the strengths and weaknesses of both
the human worker (i.e., limited physical and cognitive abilities, flexible)
and the autonomous agent (i.e., higher physical and cognitive thresh-
olds, less flexibility) results in a team with complimentary abilities,
leading to opportunities for extensive coordination and collaboration.

To this end, our results corroborate previous research demonstrating
that coordination cannot occur without team cognition and affective
states (Bell et al., 2018). This is of particular importance when trying to
optimize HAT performance in dynamic environments. Without trust,
understanding, and coordination between humans and autonomous
agents, achieving increasingly complex production goals, such as vehi-
cles with over 10,000 seating configurations alone, would not be
possible. As such, improving workers’ trust in agents by increasing un-
derstanding of the agent’s capabilities to both complete tasks at hand
and adjust to dynamic environments is critical to achieving optimal
levels of HAT performance.
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4.3. Theme 3: Workers feel that HATs are being increasingly used as a
fail-safe against external contextual factors when this is not always the
best approach

The third theme we present demonstrates the influence of the work
context on worker experiences and perceptions of HATs. Previous
research on teams has demonstrated the influence of contextual factors
on team performance, especially in demanding, high-risk environments
such as healthcare (e.g., Schmutz et al., 2019; Wolf et al., 2023), military
(e.g., Goodwin et al., 2018; Shuffler et al., 2012), and spaceflight (e.g.,
Burke et al.,, 2019; Landon et al., 2018). However, the majority of
research on HATs has been conducted in lab-based settings (O’Neill
et al., 2022), resulting in a need for research exploring the impact of
contextual variables on HAT functioning in the field. We gathered data
from multiple stakeholders to understand key contextual factors
affecting HAT dynamics as well as external industry pressures impacting
worker perspectives on HATS.

Furthermore, our research includes data from two labor-intensive
industries at different stages of HAT integration, allowing for a deeper
understanding of the industry-wide influences on contextual variables.
We present two key industry-wide contextual variables that workers
heavily emphasize within the construction and manufacturing in-
dustries: the need to consider the infrastructure readily available to
support HATs and the role of the labor market on implementing HATs.

4.3.1. Subtheme 1: The infrastructure of the workplace can significantly
impact successful HAT integration and long-term worker perceptions
towards HATing

Workers, among other stakeholders, often discussed the need for
adequate infrastructure to support HATs and how this differs by in-
dustry. Namely, participants emphasized that manufacturing facilities
often have the resources needed for HATs readily available while con-
struction does not. In one interview, a senior-level construction manager
communicated the stark difference:

“First we have to solve the data connectivity problem then deal with
location awareness so we can effectively leverage IoT solutions to
really be able to have edge computing at the jobsite. Manufacturing
facilities don’t have this problem because the building is already
there with an infrastructure to support agents.”

Ironically, construction lacks its own infrastructure - the purpose of
construction is to build infrastructure for others. Job sites often lack both
the physical and technological framework needed for human-autonomy
teaming. During a focus group, another construction manager expressed
frustration regarding the failure to consider infrastructure prior to
implementing HATs. The participant discussed the promising use of an
agent to support drilling; however, the agent would not be removable
from the jobsite in question once the infrastructure is built, rendering it
useless. Specifically, one worker noted: “you can get [agent] there. But
then what happens? You need to make sure it can fit in a 3’ door frame.
Once the building is built, we need to get [agent] out.”

On the other hand, manufacturing occurs in factory settings that
already consist of the physical and technical requirements needed to
support HATs. Rather than having to build infrastructure to support
agent teammates, manufacturers can strategically implement agents
based on the surrounding infrastructure to maximize benefits from
HATs. The example of HATs completing undercarriage tasks previously
discussed demonstrates how manufacturers are able to leverage existing
infrastructure to optimize HAT functionality. Implementation was
strategically based on not only strenuous tasks but also the surrounding
environment. The company was able to use existing platforms to
maximize the ergonomic benefit of the agents, easing job demands and
improving worker experience.

It is essential for leaders to consider the available infrastructure as a
contextual factor that can impact HAT functioning. As previously dis-
cussed, the worker perspective is invaluable in understanding how an
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autonomous agent can be integrated into a job site. This includes
determining which tasks may be best for agent augmentation as well as
the feasibility of use dependent on jobsite context, such as physical
infrastructure. An agent may demonstrate all the capabilities needed to
augment a task but if it is not operational due to lack of infrastructure (e.
g., limited power supply, too large for space), it is rendered useless and
can lead to negative downstream effects for workers. Like in the door
frame example, negative perceptions can occur when integration fails
due to poorly planned infrastructure support, worsening any prior sen-
timents towards agents. Initial experiences with autonomous agents has
been proven to be essential for developing trust, and once trust is lost it
can be difficult for autonomous agents to gain an individual’s trust back
(Desai et al., 2013).

4.3.2. Subtheme 2: Industry pressures such as the labor shortage function as
an important contextual factor that can amplify worker sentiments towards
HATs

With 437 thousand current job openings in construction (U.S. Bureau
of Labor Statistics, 2022) and 3.5 million manufacturing jobs projected
to be unfilled in 2025 (Subcommittee On Advanced Manufacturing
Committee on Technology, 2018), it is evident that physically intensive
industries are experiencing widespread labor shortages. Workers are not
immune to the effects of such a shortage, as it often leads to additional
job demands and more intensive work schedules (Kim et al., 2020). This
was demonstrated in our findings as well, with elements of the labor
shortage embedded in nearly every interview, focus group, and site visit
we conducted. Participants echoed these sentiments as well as raised
additional concerns regarding how technology may be used to offset
such effects. As discussed in earlier themes, workers can perceive inte-
grating autonomous agents as adding additional job demands for
workers. Synthesizing across all observations, it became evident that
human-autonomy teams are a viable option to combat these effects of
the shortage but should not be treated as the sole solution. One inter-
viewee explicitly communicated this note of caution:

“Everyone acknowledges that there is a shortage of skilled workers,
but agents are not the only option to address this problem.”

That is, companies should not default to human-autonomy teams as a
way to mitigate workforce shortages. It can result in increased job de-
mands by burdening the worker to learn new skills when already facing
stress due to the labor shortage. For example, when asked about how
autonomous agents might mitigate effects of the labor shortage, we
received comments such as “we don’t have the time to learn new tech-
nology when already dealing with these problems” and “[agent] is
creating a burden for us more skilled workers who can work without it.”

During a site visit to an automotive manufacturing plant, an industry
professional gave an example where implementing HATs to combat a
skilled shortage failed and led to more work. A few years prior, the or-
ganization implemented several collaborative agents to work alongside
humans in an effort to increase productivity as well as offset low staffing
levels. However, the particular processes at this point in vehicle as-
sembly were nuanced and complex. The autonomous teammates were
incapable of meeting these demands, leading to lower productivity
through both direct (e.g., inability of agents to maintain speed and ac-
curacy demands) and indirect (e.g., human workers combatting newly
introduced errors) effects. The agents have since been removed and
remain in storage while the task continues to be human operated.

This example demonstrates the costly mistake of failing to account
for contextual factors (e.g., industry pressures, labor shortages) when
seeking to integrate HATs in the field. Workers that are already expe-
riencing increased demands due to such factors may be more reluctant to
collaborate with an agent. Integrating agents can require further worker
adaptation and learning, and the constant adjustments can create undue
burden on workers. Failure to consider how these demands and external
pressures interact can amplify negative perceptions or hesitancies that
already exist (e.g., skepticism surrounding agent abilities, as
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4.3.3. Theme 3 concluding thoughts

Contextual factors can significantly impact team functioning, and
our findings suggest this holds true for HATs in field environments as
well. Namely, consideration of contextual factors can amplify worker
perceptions of HATs and impact HAT functioning. By observing HATs
from industries in vastly different stages of implementation, we
demonstrate how infrastructure and labor markets play a critical role in
influencing worker perceptions of HATs. Both cyber and physical
infrastructure is imperative to effective HAT functioning, and failure to
obtain adequate infrastructure for specific agents will result in more
reluctance and frustration from workers. Similarly, organizations should
seek to understand how external pressures impact workers, and be
intentional in use of HATs to support workers. Failure to do so can result
in additional demands and increased negative perceptions of HATs,
threatening long-term viability of HAT functioning.

5. Discussion

The human-autonomy teaming literature is growing at a substantial
pace, yet few studies use qualitative approaches (e.g., field studies) to
understand the influence of context on successful integration of HATs
(O’Neill et al., 2022). Through a series of interviews, focus groups, and
site visits, we extend this literature by examining one perspective
frequently forgotten: the human worker. By utilizing qualitative field
methodology, we provided answers for two research questions: (1) What
are the subjective worker experiences and perceptions of
human-autonomy teams, regardless of workplace context? And (2) What
is the influence of work context on worker experiences and perceptions
of HATSs?

With regards to the first research question, we identify two core
themes important to consider when understanding the workers experi-
ences and perspectives regarding HATs. The first is that workers often
feel their perspectives fall secondary to other factors, despite this
threatening optimal use of HATSs in industry. Our research revealed that
as a result of this, the implementation of HATs is met with increased
frustration and reluctance among direct laborers. Additionally, failure to
consider their perspective can have adverse effects, often leading to
increased job demands due to misunderstanding or misapplication of
agent technology. Second, workers recognize the potential of HATs to
improve dynamic processes in the workplace, but often feel skeptical
about current capabilities of agents in use. It is critical to foster trust and
shared understanding within human-autonomy teams if organizations
want to achieve increasingly complex coordination demands.

In addressing the second research question, we demonstrate how
workers feel that HATs are being increasingly used as a fail-safe against
external contextual factors when this is not always the best approach.
Contextual factors, such as infrastructure and labor shortages, can and
do significantly impact workers’ perceptions of HATs and consequently
HAT functioning. In sum, each theme speaks to the importance of
including workers in both the research and implementation process of
human-autonomy teams in industry settings.

5.1. Theoretical implications

Our research holds a number of theoretical implications. First, we
demonstrated how workers’ perspectives were not valued as strongly as
other factors, which resulted in further reluctance to engage in human-
autonomy teaming. We posit that this highlights the importance of
including workers earlier on in the research process when assessing HAT
functioning. One method to achieve this is to adopt a transdisciplinary
approach to research. In fact, this echoes a recent call for more trans-
disciplinary approaches to human-autonomy teaming research (Fiore
et al., 2021). Broadly speaking, transdisciplinary (TD) research seeks to
transcend beyond simple integration of multiple disciplines (Stokols
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et al., 2008). Perhaps most important, TD research calls for integration
of both scientists and practitioners in solving complex, real world
problems to ensure impactful research findings and successful knowl-
edge dissemination (Hadorn et al., 2010).

Additionally, our second theme highlighted the importance of af-
fective states, behavioral processes, and cognitive states (ABCs) in HATSs
relative to this context. While affective states have garnered much
attention (e.g., trust; Glikson & Woolley, 2020; Hancock et al., 2021),
behavioral processes (e.g., coordination) and cognitive states (e.g., team
cognition) remain understudied in HATs (O’Neill et al., 2022), partic-
ularly in field settings. Therefore, we posit that leveraging qualitative
approaches, alongside existing quantitative research, can better inform
future human-autonomy teaming research.

Finally, we identified key contextual factors that further impact
worker subjective experiences in human-autonomy teams. Site visits
were critical in grasping the impacts of these factors, especially the role
of infrastructure. To this end, we demonstrate a need for further quali-
tative research, particularly in regard to field observations and studies,
to identify broad categories of contextual factors affecting human-
autonomy teaming. In doing so, existing theoretical frameworks may
need to be adapted to account for contextual variables and capture
nuances that affect existing relationships among variables (Shuffler
et al., 2015). This is likely to have major implications in HAT literature
as our research suggests that successful human-autonomy teaming is
dependent on contextual factors that can be revealed through qualita-
tive approaches (e.g., interviewing workers, observing environments for
potential HAT integration).

5.2. Practical implications

Our findings also have a number of practical implications. Regarding
worker experiences, we suggest that organizations seeking to adopt
HATs in the field take worker’s experiences and preferences into account
in order to foster willingness to collaborate and improve HAT func-
tioning. Specifically, we suggest organizations conduct a thorough needs
assessment prior to implementing HATSs. A needs assessment is focused
on collecting evidence to identify needs across the organization (Alt-
schuld & Kumar, 2010). Organizations that include workers in this
process often see higher worker satisfaction and engagement (Sageer
et al., 2012). As such, a needs assessment can function as a mechanism
for systematically gathering worker feedback regarding HAT integra-
tion. In turn, workers’ voices are amplified and concerns regarding
integration are mitigated, leading to higher levels of openness towards
HAT:s in the field.

Second, organizations should support workers in HATs by commu-
nicating all relevant knowledge regarding an agent (i.e., enhance team
cognition) and foster trust in the agent (i.e., develop relevant affective
states). This is feasible through trust calibration: a training paradigm
centered around reducing expectations in the agent’s reliability and
capability to perform while also emphasizing persistence in interaction
(de Visser et al., 2020). That is, the training explicitly communicates
how often the agent might make an error (i.e., reliability expectation)
and what the agent is and is not capable of (i.e., capability expectation)
while encouraging interaction even when the agent makes a mistake.
This approach has been successful in improving overall HAT team per-
formance (Demir et al., 2021; Johnson et al., 2021).

Finally, consideration of contextual factors is imperative to
improving worker experiences in HATs. While HATing offers promising
outcomes for organizations on many fronts, it is imperative that factors
such as infrastructure and labor accessibility, among others, are
considered prior to implementation. Failure to do so can result in
increased demands for workers and deter future collaborations with
agents. One approach commonly used to ensure comprehensive over-
sight of large-scale goals such as HAT integration is advisory commit-
tees. For example, a technology and innovation committee put together
by one organization in this study contained industry leaders, technology
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advisors, middle level management, and workers. This committee
proved effective in identifying goals and concerns around human-
autonomy teaming from both within and outside the organization,
allowing for synthesis of objectives and development of an integrative
path forward for implementation. Other fields (e.g., healthcare, public
safety) have further highlighted the usefulness of advisory committees
in adopting transdisciplinary research practices, leading to significant
real-world solutions for their industries (Koskinas et al., 2022; Patten
et al., 2019). We posit that the use of such committees and advisory
boards are imperative for human-autonomy teaming in field contexts.

5.2. Limitations

It is important to consider our findings through the lens of several
limitations. First, this research was conducted within construction and
manufacturing industries, but may not be generalizable to other labor-
intensive industries implementing human-autonomy teams (e.g., agri-
culture and mining). Future research is needed to examine the appli-
cation of these findings to other industries. Additionally, as we utilized
advisory board members who have already succeeded in adopting HATSs
and snowball sampling techniques to recruit our participants, the
workers we interviewed may have been more accepting of HATs than
the general construction and manufacturing worker due to supportive
organizational climates. As such, these results may not be generalizable
to every organization within the construction and manufacturing in-
dustries. However, employees still discussed reservations and prominent
issues throughout the data collection process, reducing our fear that data
were impacted. Future research should recruit companies with varying
degrees of leadership support for HATs to better understand the down-
stream effects on workers’ perceptions. Finally, researchers removed
details of specific autonomous agents referenced during data collection
to protect the confidentiality of both workers and organizations. This
limited our ability to compare and contrast between current autono-
mous agents within the construction and manufacturing context. Over-
all, results of the thematic analysis extend the HAT literature by (1)
expanding upon current notions of HATs by highlighting the worker’s
perspective, (2) highlighting the value of qualitative field studies to
elucidate nuances of HATing, and (3) presenting contextual consider-
ations when integrating HATs into field environments.

5.3. Conclusions

In sum, our study sought not only to understand (1) the subjective
worker experiences and perceptions of HATs and (2) the influence of
work context on worker perceptions, but to exemplify how integrating
the human perspective in future research can address several limitations
within the current HAT literature. By synthesizing themes across in-
terviews, focus groups, and site visits in construction and manufacturing
environments, our data show that workers often feel unheard and
undervalued when considering applications of HATs in the workplace.
Failure to consider their perspectives or external factors affecting
workers can be harmful and result in increased work demands. In doing
so, this leads to increased negative perceptions, with workers commu-
nicating reluctance or even refusal to engage in HATing often out of
frustration. By placing an increased focus on understanding workers’
experiences in the field, we have demonstrated that hesitations may be
mitigated by soliciting feedback from workers. Workers, as the in-
dividuals working most closely with agents, often see the potential for
HATs. Integrating their opinions into the decision-making process will
lead to improved HAT functioning in the workplace. As one trade worker
stated, “what interests me is augmenting human work in partnership.”
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