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DEGENERATE LINEAR PARABOLIC EQUATIONS IN

DIVERGENCE FORM ON THE UPPER HALF SPACE

HONGJIE DONG, TUOC PHAN, AND HUNG VINH TRAN

Abstract. We study a class of second-order degenerate linear parabolic equa-
tions in divergence form in (−∞, T )×Rd

+ with homogeneous Dirichlet bound-

ary condition on (−∞, T ) × ∂Rd
+, where Rd

+ = {x ∈ Rd : xd > 0} and

T ∈ (−∞,∞] is given. The coefficient matrices of the equations are the prod-
uct of μ(xd) and bounded uniformly elliptic matrices, where μ(xd) behaves like
xα
d for some given α ∈ (0, 2), which are degenerate on the boundary {xd = 0}

of the domain. Our main motivation comes from the analysis of degenerate
viscous Hamilton-Jacobi equations. Under a partially VMO assumption on
the coefficients, we obtain the well-posedness and regularity of solutions in
weighted Sobolev spaces. Our results can be readily extended to systems.

1. Introduction

1.1. Setting. Let T ∈ (−∞,∞], d ∈ N, and ΩT = (−∞, T ) × Rd
+, where Rd

+ =

R
d−1 × R+ with R+ = (0,∞). Let (aij) : ΩT → R

d×d be measurable and satisfy
the uniform ellipticity and boundedness conditions with the ellipticity constant
ν ∈ (0, 1)

(1.1) ν|ξ|2 ≤ aij(z)ξiξj , |aij(z)| ≤ ν−1, ∀ z ∈ ΩT ,

for all ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd. Also, let c0 : ΩT → R and μ : R+ → R be
measurable functions satisfying

(1.2) c0(z),
μ(xd)

xα
d

∈ [ν, ν−1], ∀ xd ∈ R+, ∀ z ∈ ΩT ,

where α ∈ (0, 2) is a fixed constant. For λ ≥ 0, let L be the second-order linear
operator with degenerate coefficients defined by

L u = ut + λc0(z)u− μ(xd)Di(aij(z)Dju), z = (t, x′, xd) ∈ ΩT .

We study a class of equations in the form

(1.3)

{
L u = μ(xd)DiF + f in ΩT ,

u = 0 on (−∞, T )× ∂Rd
+.
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Here, in (1.3), f : ΩT → R and F = (F1, F2, . . . , Fd) : ΩT → Rd are given measur-
able functions, and u : ΩT → R is an unknown function.

It is important to note that (1.3) has a natural scaling

(t, x) → (s2−αt, sx), s > 0.

Moreover, the PDE in (1.3) can be written into the following one in which the
coefficients become singular on the boundary {xd = 0} of the domain

(1.4) μ(xd)
−1

(
ut + λc0(z)u

)
−Di

(
aij(z)Dju+ Fi) = μ(xd)

−1f in ΩT .

The PDE (1.4) will be used in our definition of weak solutions of (1.3), in which
the integration by parts is applied to the terms μ(xd)

−1ut and Di

(
aij(z)Dju+Fi).

Also, note that in (1.4), the coefficients μ(xd)
−1 and μ(xd)

−1c0(z) are not locally
integrable near {xd = 0} when α ∈ [1, 2).

The aim of this paper is to show that for any p ∈ (1,∞), under certain regularity
assumption on (aij),

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
(
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

)
,

where N = N(ν, d, α, p) > 0, and λ > 0 is sufficiently large, and g = x1−α
d |f1| +

λ−1/2x
−α/2
d |f2| for f = f1 + f2. See Theorem 2.3 for the precise statements. We

also obtain a similar but more general weighted estimate (see Theorem 2.4). To the
best of our knowledge, this paper is the first one in which the well-posedness and
regularity of solutions to the general degenerate linear parabolic equation (1.3) is
studied. The above weighted W 1

p -estimate is also new in the literature. A specific
case where μ(xd) = xd was studied recently in our unpublished paper [30].

1.2. Related literature. The literature on regularity theory for degenerate el-
liptic and parabolic equations is vast, and we will only describe results that are
related to (1.3). The Hölder regularity estimates for solutions to elliptic equations
with singular and degenerate coefficients, which are A2-Muckenhoupt weights, were
obtained in [13, 14]. See also the books [16, 29] and [18, 22, 26–28, 32–34] and the
references therein for other results on the well-posedness, Hölder, and Schauder
regularity estimates for various classes of degenerate equations.

The following equation, which is closely related to (1.3), was studied much in
the literature

(1.5) ut(z) + λu(z)− xdΔu− βDdu = f(z) in ΩT ,

where λ ≥ 0 and β > 0 are given constants. Note that the requirement that
β > 0 is essential in the analysis of (1.5), which is an important prototype equation
appearing in the study of porous media equations and parabolic Heston equations.
The Schauder a priori estimates in weighted Hölder spaces for solutions to (1.5)
and more general equations of this type were obtained in [6, 15]; and the weighted
W 2,p-estimates for solutions were obtained in [21]. Thanks to its special features,
the boundary condition of (1.5) on {xd = 0} may be omitted. For us, we impose
the homogeneous Dirichlet boundary condition u = 0 on {xd = 0} in (1.3), which
is natural in our setting (see [30, Theorem 2.1]). Because of the different natures
of the equations, our methods and the obtained W 1

p -estimates are rather different
from those in [6, 15, 21] with different weights, and to the best of our knowledge,
they are new in the literature.
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DEGENERATE PARABOLIC EQUATIONS 4423

Our main motivation to study (1.3) comes from the analysis of degenerate viscous
Hamilton-Jacobi equations. A model equation of this kind is

(1.6) ut(z) + λu(z) +H(z,Du)− xα
dΔu = 0 in ΩT ,

where H : ΩT ×R
d → R is a given smooth Hamiltonian. Here, λ ≥ 0 and α ∈ (0, 2)

are given. IfH(z, η) does not depend on η for (z, η) ∈ ΩT×Rd, then (1.5) becomes a
special case of (1.3). For typical initial-value problems of viscous Hamilton-Jacobi
equations with possibly degenerate and bounded diffusions, we often have well-
posedness of viscosity solutions, and such solutions are often Lipschitz in z (see
[1, 5] and the references therein). However, finer regularity of solutions is not very
well understood in the literature, and in particular, optimal regularity of solutions
to (1.6) near {xd = 0} has not been investigated. Besides, the growth of xα

d in the
diffusion coefficients at infinity has to be treated carefully. As mentioned, a specific
case of (1.3) where μ(xd) = xd was studied recently in our unpublished paper
[30]. In this case, the equation also has a connection to the Wright-Fisher equation
arising in population biology, for which the fundamental solution was studied in [2].
See also [12] and the references therein. We will study the regularity of solutions
to (1.6) and related PDEs in the future.

It is worth noting that similar results on the well-posedness and regularity esti-
mates in weighted Sobolev spaces for equations with singular-degenerate coefficients
were established in a series of papers [9–11]. The weights of singular/degenerate
coefficients of ut and D2u in these papers appear in a balanced way, which plays
a crucial role in the analysis and functional space settings. In fact, Harnack’s in-
equalities were proved to be false in certain cases if the balance is lost in [3, 4]. Of
course, (1.3) does not have this balance structure, and our analysis is quite different
from those in [9–11].

1.3. Ideas of the proof. Our proof is based on a unified kernel-free approach
and is inspired by [23], which studied linear nondegenerate elliptic and parabolic
equations with coefficients in the class of VMO with respect to the space vari-
ables and merely measurable in the time variable. A key step of our proof is to
estimate the Hölder semi-norm of the derivatives of solutions to the correspond-
ing homogeneous equations. We then obtain mean oscillation estimates, and use
the Hardy–Littlewood maximal function theorem and the Fefferman–Stein sharp
function theorem. See [7, 8, 19, 20, 24] and the references therein for related work
in this direction. Particularly, in [8], a generalized Fefferman–Stein theorem was
established in weighted mixed-norm Lebesgue spaces. The underlying space is a
space of homogeneous type, which is equipped with a quasi-metric and a doubling
measure.

To prove the main theorems, we construct a quasi-metric as well as a filtration
of partitions (dyadic decompositions) on Ω∞, which are suitable to (1.3). In par-
ticular, after using a proper scaling argument, they allow us to apply the interior
Hölder estimates for nondegenerate equations proved in [7]. The boundary Hölder
estimates are more involved especially when α ∈ (1, 2). To this end, we use an
energy method, the weighted Sobolev embedding, and a delicate bootstrap argu-
ment. We consider the quantities Dx′u and U = adjDju instead of the full gradient
Du. See the proof of Proposition 4.5. Such boundary estimates seem to be new
even when the coefficients are constant. It is worth noting that for scalar equations
with negative α, boundary Schauder type estimates were established recently in
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4424 H. DONG, T. PHAN, AND H. V. TRAN

[18], which were essential in the derivation of optimal boundary regularity for fast
diffusion equations. Since we do not use the maximum principle or the DeGiorgi-
Nash-Moser estimate, our results can be readily extended to the corresponding
systems.

Organization of the paper. The paper is organized as follows. In Section 2, we
introduce the needed functional spaces, give the definition of weak solutions to (1.3),
and state the main results. Preliminary analysis and L2-solutions are discussed in
Section 3. In Section 4, we study the case when the coefficients of (1.3) depend
only on the xd-variable. Finally, the proofs of the main results (Theorems 2.3 and
2.4) are given in Section 5.

2. Weak solutions and main results

2.1. Functional spaces and definition of weak solutions. For p ∈ [1,∞),
−∞ ≤ S < T ≤ +∞, and for a given domain D ⊂ Rd

+, let Lp((S, T ) × D) be the
usual Lebesgue space consisting of measurable functions u on (S, T )×D such that
the norm

‖u‖Lp((S,T )×D) =

(ˆ
(S,T )×D

|u(t, x)|p dxdt
)1/p

< ∞.

Also, for a given weight ω on (S, T ) × D, we define Lp((S, T ) × D, ω) to be the
weighted Lebesgue space on (S, T )×D equipped with the norm

‖u‖Lp((S,T )×D,ω) =

(ˆ
(S,T )×D

|u(t, x)|pω(t, x) dxdt
)1/p

< ∞.

Because of the structure of (1.3), the following weighted Sobolev spaces are
needed. For a fixed α ∈ (0, 2) and a given weight ω̃ on D, we define

W 1
p (D, ω̃) =

{
u : ux

−α/2
d , Du ∈ Lp(D, ω̃)

}
,

which is equipped with the norm

‖u‖W 1
p (D,ω̃) = ‖ux−α/2

d ‖Lp(D,ω̃) + ‖Du‖Lp(D,ω̃).

We note that W 1
p (D, ω̃) depends on α, and it is different from the usual weighted

Sobolev space.
We denote by W 1

p (D, ω̃) the closure in W 1
p (D, ω̃) of all compactly supported

functions in C∞(D) vanishing near D∩{xd = 0} if D∩{xd = 0} is not empty. The
space W 1

p (D, ω̃) is equipped with the same norm

‖u‖W 1
p (D,ω̃) = ‖u‖W 1

p (D,ω̃).

We define W 1
p ((S, T ) × D, ω) and W 1

p ((S, T ) × D, ω) in a similar way, and for

u ∈ W 1
p ((S, T )×D, ω),

‖u‖W 1
p ((S,T )×D,ω) = ‖u‖W 1

p ((S,T )×D,ω)

= ‖ux−α/2
d ‖Lp((S,T )×D,ω) + ‖Du‖Lp((S,T )×D,ω).

We emphasize that for functions in W 1
p (D, ω̃) or W 1

p ((S, T ) × D, ω), we require
the functions in the defining sequences to vanish only near the flat boundary
D ∩ {xd = 0}.
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Next, we define

H
−1
p ((S, T )×D, ω)

=
{
u : u = μ(xd)DiFi + f1 + f2, where f1x

1−α
d , f2x

−α/2
d ∈ Lp((S, T )×D, ω)

and F = (F1, . . . , Fd) ∈ Lp((S, T )×D, ω)d
}

that is equipped with the norm

‖u‖
H

−1
p ((S,T )×D,ω)

= inf
{
‖F‖Lp((S,T )×D,ω) + ‖f1x1−α

d |+ |f2x−α/2
d |‖Lp((S,T )×D,ω) :

u = μ(xd)DiFi + f1 + f2
}
.

Then, we define the solution space

H 1
p ((S, T )×D, ω) =

{
u : u ∈ W 1

p ((S, T )×D, ω)), ut ∈ H
−1
p ((S, T )×D, ω)

}
,

which is equipped with the norm

‖u‖H 1
p ((S,T )×D,ω) = ‖ux−α/2

d ‖Lp((S,T )×D,ω) + ‖Du‖Lp((S,T )×D,ω)

+ ‖ut‖H−1
p ((S,T )×D,ω).

If ω ≡ 1, we simply write W 1
p ((S, T ) × D, ω)),H 1

p ((S, T ) × D, ω) as W 1
p ((S, T ) ×

D)),H 1
p ((S, T )×D), respectively. Now, we give the definition of weak solutions to

equation (1.3).

Definition 2.1. Let p ∈ (1,∞), F ∈ Lp((S, T ) × D, ω)d and f = f1 + f2, where

f1x
1−α
d , f2x

−α/2
d ∈ Lp((S, T )×D, ω). We say that u ∈ H 1

p ((S, T )×D, ω) is a weak

solution to (1.3) in (S, T )×D with the boundary condition u = 0 on D ∩ {xd = 0}
when D ∩ {xd = 0} 
= ∅ ifˆ

(S,T )×D
μ(xd)

−1(−u∂tϕ+ λc0(z)uϕ) dz +

ˆ
(S,T )×D

(aijDju+ Fi)Diϕdz

=

ˆ
(S,T )×D

μ(xd)
−1f(z)ϕ(z) dz

for any ϕ ∈ C∞
0 ((S, T )×D).

2.2. Balls, cylinders, and partial mean oscillations of coefficients. For x0 =
(x′, x0d) ∈ R

d−1 ×R+ and ρ > 0, we write Bρ(x0) the ball in R
d with radius ρ and

centered at x0. Also

B+
ρ (x0) = Bρ(x0) ∩ R

d
+,

and B′
ρ(x

′
0) is the ball in Rd−1 with radius ρ and centered at x′

0 ∈ Rd−1.
Recall that the PDE in (1.3) is invariant under the scaling

(t, x) �→ (s2−αt, sx), s > 0.

Moreover, for xd ∼ x0d � 1 and aij = δij , c0 = 1, F = 0, λ = 0, the PDE in (1.3) is
approximated by a nonhomogeneous heat equation

ut − xα
0dΔu = f,

which can be reduced to the heat equation with unit heat constant under the scaling

(t, x) �→ (s2−αt, s1−α/2x
−α/2
0d x), s > 0.
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Due to these facts, throughout the paper, the following notation on parabolic cylin-
ders in ΩT are used. For each z0 = (t0, x0) ∈ (−∞, T )× Rd

+ with x0 = (x′
0, x0d) ∈

Rd−1 × R+ and ρ > 0, we write

Qρ(z0) = (t0 − ρ2−α, t0)×Br(ρ,x0d)(x0),

Q+
ρ (z0) = Qρ(z0) ∩ {xd > 0},

(2.1)

where

(2.2) r(ρ, x0d) = max{ρ, x0d}α/2ρ1−α/2.

Note that Qρ(z0) = Q+
ρ (z0) ⊂ (−∞, T )× Rd

+ for ρ ∈ (0, x0d).
We impose Assumption 2.2 on the partial mean oscillations of the coefficients

(aij) and c0, which is an adaptation of the same concept introduced in [19, 20].

Assumption 2.2 (ρ0, δ). For every ρ ∈ (0, ρ0) and for each z = (z′, xd) ∈ ΩT ,
there exist [aij ]ρ,z′ , [c0]ρ,z′ : ((xd − r(ρ, xd))+, xd + r(ρ, xd)) → R such that (1.1)
and (1.2) hold on ((xd− r(ρ, xd))+, xd+ r(ρ, xd)) with [aij ]ρ,z′ in place of (aij) and
[c0]ρ,z′ in place of c0. Moreover,

max
i,j=1,2,...,d

 
Q+

ρ (z)

|aij(τ, y′, yd)− [aij ]ρ,z′(yd)| dy′dyddτ

+

 
Q+

ρ (z)

|c0(τ, y′, yd)− [c0]ρ,z′(yd)| dy′dyddτ < δ.

2.3. Main results. We now state the main results of the paper.

Theorem 2.3. For given ν ∈ (0, 1), α ∈ (0, 2) and p ∈ (1,∞), there are a suffi-
ciently large number λ0 = λ0(d, ν, α, p) > 0 and a sufficiently small number δ =
δ(d, ν, α, p) > 0 such that the following assertions hold. Assume (1.1), (1.2), and
Assumption 2.2 (ρ0, δ) are satisfied with some ρ0 > 0. Then for any F ∈ Lp(ΩT )

d,

λ ≥ λ0ρ
α−2
0 , and f = f1 + f2 such that x1−α

d f1 and x
−α/2
d f2 ∈ Lp(ΩT ), there exists

a unique weak solution u ∈ H 1
p (ΩT ) of (1.3). Moreover,

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
(
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

)
,(2.3)

where N = N(ν, d, α, p) > 0 and g(z) = x1−α
d |f1(z)| + λ−1/2x

−α/2
d |f2(z)| for z =

(z′, xd) ∈ ΩT .

Our second result is about the estimate and solvability in weighted Sobolev
spaces. For p ∈ (1,∞), we write w ∈ Ap(R

d+1
+ ) if w is a weight on R

d+1
+ such that

[w]Ap(R
d+1
+ ) := sup

z0∈R
d+1
+ ,ρ>0

( 
Q+

ρ (z0)

w(z) dz
)(  

Q+
ρ (z0)

w−1/(p−1)(z) dz
)p−1

< ∞.

Theorem 2.4. Let ν ∈ (0, 1), α ∈ (0, 2), p ∈ (1,∞) be fixed, and M ≥ 1. Assume

that w ∈ Ap(R
d+1
+ ) with [w]Ap(R

d+1
+ ) ≤ M . There are a sufficiently large number

λ0 = λ0(d, ν, α, p,M) > 0 and a sufficiently small number δ = δ(d, ν, α, p,M) > 0
such that the following assertions hold. Assume (1.1), (1.2), and Assumption 2.2
(ρ0, δ) are satisfied with some ρ0 > 0. Then for any F ∈ Lp(ΩT , w)

d, λ ≥ λ0ρ
α−2
0 ,

and f = f1 + f2 such that x1−α
d f1 and x

−α/2
d f2 ∈ Lp(ΩT , w), there exists a unique

weak solution u ∈ H 1
p (ΩT , w) of (1.3). Moreover,

‖Du‖Lp(ΩT ,w) +
√
λ‖x−α/2

d u‖Lp(ΩT ,w) ≤ N
(
‖F‖Lp(ΩT ,w) + ‖g‖Lp(ΩT ,w)

)
,(2.4)
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where N = N(ν, d, α, p,M) > 0 and g(z) = x1−α
d |f1(z)| + λ−1/2x

−α/2
d |f2(z)| for

z = (z′, xd) ∈ ΩT .

Remark 2.5. We note that since the cylinders under consideration are not the
usual parabolic cylinders, the Ap class defined above is not exactly the same as
the classical Ap class generated by the usual parabolic cylinders. We can similarly
define Ap(R

d
+) and Ap(R

d) with half balls B+
ρ (x0) and balls Bρ(x0) in place of

Q+
ρ (z0), respectively. It is easily seen that if w1 ∈ Ap(R) and w2 ∈ Ap(R

d
+), then

w = w(t, x) := w1(t)w2(x) ∈ Ap(R
d+1
+ ) and

[w]Ap(R
d+1
+ ) ≤ [w1]Ap(R)[w2]Ap(Rd

+).

Consequently, by using the Rubio de Francia extrapolation theorem (see, for in-
stance, [31] or [8, Theorem 2.5]), from Theorem 2.4, we also derive the correspond-
ing weighted mixed-norm estimate and solvability. We also mention that a typical
example of such Ap weight w2 is given by xγ

d for any γ ∈ (−1, p− 1).

Remark 2.6. Theorems 2.3 and 2.4 can be extended to equations with lower-order
terms in the form

ut + λc0(z)u− μ(xd)Di

(
aij(z)Dju) + biDiu+ cu = f + μ(xd)DiFi in ΩT ,

where b and c are bounded and measurable, and b ≡ 0 when α ∈ [1, 2). To see this,
we write the equation into

ut + λc0(z)u− μ(xd)Di

(
aij(z)Dju) = f̃ + μ(xd)DiFi in ΩT ,

where

f̃ = f̃1 + f̃2, f̃1 = f1 − biDiu1xd<τ , f̃2 = f2 − biDiu1xd≥τ − cu.

By the theorems above, we have

‖Du‖+
√
λ‖x−α/2

d u‖

≤ N
(
‖F‖+ ‖g‖+ ‖x1−α

d biDiu1xd<τ‖+ λ−1/2‖x−α/2
d (biDiu1xd≥τ + cu)‖

)
≤ N

(
‖F‖+ ‖g‖

)
+N(τ1−α + λ−1/2τ−α/2)‖bDu‖+Nλ−1/2‖x−α/2

d u‖,
where ‖·‖ is either the Lp norm or the weighted Lp norm and N is independent of τ .
By taking τ sufficiently small and then λ sufficiently large, we can absorb the second
and last terms on the right-hand side to the left-hand side. The solvability then
follows from the method of continuity. Finally, we can also deduce the corresponding
results for elliptic equations of the form

−Di

(
aij(z)Dju) + μ(xd)

−1(biDiu+ cu+ λc0(z)u) = μ(xd)
−1f +DiFi in R

d
+

with the Dirichlet boundary condition u = 0 on {xd = 0}, by viewing solutions
to the elliptic equations as steady state solutions to the corresponding parabolic
equations. We refer the reader to the proof of [23, Theorem 2.6]. It is worth noting
that here the lower-order coefficients μ(xd)

−1b and μ(xd)
−1c do not even belong

to Ld and Ld/2, respectively, when α ∈ [2/d, 2), which are usually required in the
classical Lp theory. See, for instance, [25] and the references therein.

Remark 2.7. We note that W 1
p (R

d
+) = W 1

p (Rd
+) if p ≥ 2/α. Moreover, the estimate

(2.3) also implies that

‖x−1
d u‖Lp(ΩT ) ≤ N

(
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

)
due to Hardy’s inequality.

Licensed to Brown Univ. Prepared on Tue May 30 14:33:19 EDT 2023 for download from IP 128.148.254.57.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



4428 H. DONG, T. PHAN, AND H. V. TRAN

3. Preliminary analysis and L2-solutions

3.1. A filtration of partitions and a quasi-metric. We construct a filtration of
partitions {Cn}n∈Z (dyadic decompositions) of R×Rd

+, which satisfies the following
three basic conditions (see [24]):

(i) The elements of partitions are “large” for big negative n’s and “small” for
big positive n’s: for any f ∈ L1,loc,

inf
C∈Cn

|C| → ∞ as n → −∞, lim
n→∞

(f)Cn(z) = f(z) (a.e.),

where Cn(z) ∈ Cn is such that z ∈ Cn(z).
(ii) The partitions are nested: for each n ∈ Z, and C ∈ Cn, there exists a unique

C ′ ∈ Cn−1 such that C ⊂ C ′.
(iii) Moreover, the following regularity property holds: For n,C,C ′ as in (ii), we

have
|C ′| ≤ N0|C|,

where N0 is independent of n, C, and C ′.

For any s ∈ R, denote �s� to be the integer part of s, i.e., the largest integer which
is less than or equal to s. For a fixed α ∈ (0, 2) and n ∈ Z, let k0 = �−n/(2− α)�.
We construct Cn as follows: it contains boundary cubes in the form

((j − 1)2−n, j2−n]× (i12
k0 , (i1 + 1)2k0 ]× · · · × (id−12

k0 , (id−1 + 1)2k0 ]× (0, 2k0 ],

where j, i1, . . . , id−1 ∈ Z, and interior cubes in the form

((j − 1)2−n, j2−n]× (i12
k2 , (i1 + 1)2k2 ]× · · · × (id2

k2 , (id + 1)2k2 ],

where j, i1, . . . , id ∈ Z and

(3.1) id2
k2 ∈ [2k1 , 2k1+1) for some integer k1 ≥ k0, k2 = �(−n+ k1α)/2� − 1.

Note that k2 is increasing with respect to k1 and decreasing with respect to n.
Because k1 ≥ k0 > −n/(2− α)− 1, we have (−n+ k1α)/2− 1 ≤ k1, which implies
that k2 ≤ k1 and (id + 1)2k2 ≤ 2k1+1. It is easily seen that all three conditions
above are satisfied. Furthermore, according to (3.1) we also have

(2k2/2k1)2 ∼ 2−n/(2k1)2−α,

which allows us to apply the interior estimates after a scaling.
Next we define a function � : Ω∞ × Ω∞ → [0,∞):

�((t, x), (s, y)) = |t− s|1/(2−α) +min
{
|x− y|, |x− y|2/(2−α) min{xd, yd}−α/(2−α)

}
.

It is easily seen that � is a quasi-metric on Ω∞, i.e., there exists a constant K1 =
K1(d, α) > 0 such that

�((t, x), (s, y)) ≤ K1

(
�((t, x), (t̂, x̂)) + �((t̂, x̂), (s, y))

)
for any (t, x), (s, y), (t̂, x̂) ∈ Ω∞, and �((t, x), (s, y)) = 0 if and only if (t, x) = (s, y).
Moreover, the cylinder Q+

ρ (z0) defined in (2.1) is comparable to

{(t, x) ∈ Ω : t < t0, �((t, x), (t0, x0)) < ρ}.
Therefore, (ΩT , �) equipped with the Lebesgue measure is a space of homogeneous
type and we have a dyadic decomposition, which is given above.

For a locally integrable function f defined on a domain Q ⊂ Rd+1, we write

(f)Q =

 
Q

f(s, y) dyds.
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We define the dyadic maximal function and sharp function of a locally integrable
function f in Ω∞ by

Mdyf(z) = sup
n<∞

 
Cn(z)∈Cn

|f(s, y)| dyds,

f#
dy(z) = sup

n<∞

 
Cn(z)∈Cn

|f(s, y)− (f)Cn(z)| dyds.

We also define the maximal function and sharp function over cylinders by

Mf(z) = sup
z∈Q+

ρ (z0),z0∈Ω∞

 
Q+

ρ (z0)

|f(s, y)| dyds,

f#(z) = sup
z∈Q+

ρ (z0),z0∈Ω∞

 
Q+

ρ (z0)

|f(s, y)− (f)Q+
ρ (z0)

| dyds.

It is easily seen that for any z ∈ Ω∞, we have

Mdyf(z) ≤ NMf(z), f#
dy(z) ≤ Nf#(z),

where N = N(d, α).

3.2. L2-solutions. We begin with Lemma 3.1 on the energy estimate for (1.3).

Lemma 3.1. Suppose that (1.1) and (1.2) are satisfied, F ∈ L2(ΩT )
d, and λ > 0.

Also let f = f1 + f2 such that x1−α
d f1 and x

−α/2
d f2 are in L2(ΩT ). If u ∈ H 1

2 (ΩT )
is a weak solution of (1.3), then

‖Du‖L2(ΩT ) +
√
λ‖x−α/2

d u‖L2(ΩT ) ≤ N
[
‖F‖L2(ΩT ) + ‖g‖L2(ΩT )

]
,(3.2)

where N = N(ν, d) and g(z) = x1−α
d |f1(z)| + λ−1/2x

−α/2
d |f2(z)| for z = (z′, xd) ∈

ΩT .

Proof. By using the Steklov averages, we can formally take u as the test function
in Definition 2.1. Then, it follows from (1.1) and (1.2) that

d

dt

ˆ
Rd

+

μ(xd)
−1|u|2 dx+ λ

ˆ
Rd

+

x−α
d |u|2 dx+

ˆ
Rd

+

|Du|2 dx

≤ N(ν, d)

ˆ
Rd

+

(
|u||f |x−α

d + |F ||Du|
)
dx.(3.3)

Now, we control the right-hand side of (3.3). By using Young’s inequality and
Hardy’s inequality for terms on the right-hand side, we see that

N(ν, d)

ˆ
Rd

+

(
|u||f |x−α

d + |F ||Du|
)
dx

≤ N(ν, d)

ˆ
Rd

+

(
|u/xd||f1|x1−α

d + |λ1/2x
−α/2
d u||λ−1/2x

−α/2
d f2|+ |F ||Du|

)
dx

≤ 1

2

ˆ
Rd

+

(
|Du|2 + λx−α

d u2
)
dx

+N(d, ν)

ˆ
Rd

+

[
|x1−α

d f1|2 + λ−1x−α
d |f2|2 + |F |2

]
dx.
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It then follows from (3.3) that

d

dt

ˆ
Rd

+

μ(xd)
−1|u|2 dx+ λ

ˆ
Rd

+

x−α
d |u|2 dx+

ˆ
Rd

+

|Du|2 dx

≤ N(ν, d)

ˆ
Rd

+

(
|x1−αf1|2 + λ−1|x−α/2f2|2 + |F |2

)
dx.

Now, by integrating the above inequality with respect to the time variable, we
obtain (3.2). The lemma is proved. �

We prove the following simple but important result in this subsection.

Theorem 3.2. Let ν ∈ (0, 1), α ∈ (0, 2), λ > 0, and F ∈ L2(ΩT )
d. Also let

f = f1 + f2 and assume that x1−α
d f1 and x

−α/2
d f2 are in L2(ΩT ). If (1.1) and

(1.2) are satisfied, then there exists a unique weak solution u ∈ H 1
2 (ΩT ) of (1.3).

Moreover,

‖Du‖L2(ΩT ) +
√
λ‖x−α/2

d u‖L2(ΩT ) ≤ N
[
‖F‖L2(ΩT ) + ‖g‖L2(ΩT )

]
,(3.4)

where N = N(ν, d) and g(z) = x1−α
d |f1(z)| + λ−1/2x

−α/2
d |f2(z)| for z = (z′, xd) ∈

ΩT .

Proof. We approximate the domain ΩT by a sequence of increasing bounded do-

mains {Q̂k}k given by

Q̂k = (−k,min{k, T})×B+
k , k ∈ N.

For each fixed k ∈ N, we consider the equation of u in Q̂k

(3.5) ut + λc0(z)u− μ(xd)Di

(
aij(z)Dju+ Fi

)
= f(z) in Q̂k

with the boundary condition u = 0 on (−k,min{k, T})×∂B+
k and zero initial data

at {−k} × B+
k . Then, using the energy estimates as in the proof of Lemma 3.1, if

uk ∈ H 1
2 (Q̂k) is a weak solution of (3.5), we have the following a priori estimate

‖x−α
d uk‖L∞((−k,min{k,T}),L2(B

+
k )) +

√
λ‖x−α/2

d uk‖L2( ̂Qk)
+ ‖Duk‖L2( ̂Qk)

≤ N
[
‖F‖L2( ̂Qk)

+ ‖x1−α
d f1‖L2( ̂Qk)

+ λ−1/2‖x−α/2
d f2‖L2( ̂Qk)

]
for N = N(d, ν) > 0. From this and the Galerkin method, we see that for each

k ∈ N, there exists a unique weak solution uk ∈ H 1
2 (Q̂k) of (3.5). By taking uk = 0

in ΩT \ Q̂k, we see that uk is a function defined in ΩT satisfying

‖x−α
d uk‖L∞((−∞,T ),L2(Rd

+)) +
√
λ‖x−α/2

d uk‖L2(ΩT ) + ‖Duk‖L2(ΩT )

≤ N
[
‖F‖L2(ΩT ) + ‖x1−α

d f1‖L2(ΩT ) + λ−1/2‖x−α/2
d f2‖L2(ΩT )

]
.

From this, and by taking a subsequence still denoted by {uk}, we can find u ∈
H 1

2 (ΩT ) such that

uk ⇀ u in L2(ΩT , x
−α
d ) as k → ∞,

Duk ⇀ Du in L2(ΩT ) as k → ∞.

Then, using the weak formulation in Definition 2.1 and passing to the limit, we
see that u ∈ H 1

2 (ΩT ) is a weak solution of (1.3) and satisfies (3.4). Note that the
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uniqueness of u ∈ H 1
2 (ΩT ) also follows from this estimate, and therefore the proof

of the theorem is completed. �

4. Equations with coefficients depending only on the xd-variable

Let c0 : R+ → R+ be measurable satisfying

(4.1) ν ≤ c0(xd) ≤ ν−1 for xd ∈ R+

for a given constant ν ∈ (0, 1). Also, let (aij)
d
i,j=1 : R+ → Rd×d be a matrix of

measurable functions satisfying the following ellipticity and boundedness conditions

(4.2) ν|ξ|2 ≤ aij(xd)ξiξj , |aij(xd)| ≤ ν−1 for xd ∈ R+

and ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd. For a fixed number λ > 0, let us denote

L0u = ut + λc0(xd)u− μ(xd)Di

(
aij(xd)Dju),

where μ satisfies (1.2). We study the following equation

(4.3)

{
L0u = μ(xd)DiFi + f in ΩT ,

u = 0 on {xd = 0},

which is a simple form of (1.3) as the coefficients only depend on xd.
The main result of this section is Theorem 4.1, which is a special case of Theorem

2.3.

Theorem 4.1. Let ν ∈ (0, 1), α ∈ (0, 2), λ > 0, and suppose that (1.2), (4.1),
and (4.2) are satisfied. Also, let F = (F1, F2, . . . , Fd) ∈ Lp(ΩT )

d, f = f1 + f2

such that x1−α
d f1 and x

−α/2
d f2 are in Lp(ΩT ), where p ∈ (1,∞). Then, there

exists a unique weak solution u ∈ H 1
p (ΩT ) of (4.3). Moreover, there is a constant

N = N(ν, d, α, p) > 0 such that

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT )

≤ N
[
‖F‖Lp(ΩT ) + ‖x1−α

d f1‖Lp(ΩT ) + λ−1/2‖x−α/2
d f2‖Lp(ΩT )

]
.

(4.4)

The rest of the section is to prove Theorem 4.1. Our idea is to first establish mean
oscillation estimates and then use the Fefferman-Stein theorem on sharp functions
and the Hardy-Littlewood maximal function theorem in spaces of homogeneous
type. It is therefore important to derive regularity estimates for homogeneous
equations. In the next two subsections (Subsections 4.1 and 4.2), we derive the
boundary Hölder estimates and interior Hölder estimates for solutions to homo-
geneous equations. The mean oscillation estimates of solutions and the proof of
Theorem 4.1 are given in Subsection 4.3.

4.1. Boundary Hölder estimates for homogeneous equations. In this sub-
section, we consider the following homogeneous equation

(4.5)

{
L0u = 0 in Q+

1 ,
u = 0 on Q1 ∩ {xd = 0}.

Our goal is to prove Proposition 4.5 below on Hölder estimates for weak solutions.
We begin with the following local energy estimate.
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Lemma 4.2 (Energy inequality). Suppose that (1.2), (4.1), and (4.2) are satisfied
in Q+

1 . If u ∈ H 1
2 (Q+

1 ) is a weak solution of (4.5) in Q+
1 , then

(4.6) sup
s∈(−1/2,0)

ˆ
B+

1/2

u2(s, x)x−α
d dx+

ˆ
Q+

1/2

(λu2x−α
d + |Du|2) dz ≤ N

ˆ
Q+

1

u2 dz,

where N = N(d, ν, α) > 0.

Proof. Let η ∈ C∞
0 ((−1, 1)) and ζ ∈ C∞

0 (B1) be nonnegative functions such that
η = 1 on (−1/2, 1/2) and ζ = 1 on B1/2. We test (4.5) by uμ−1ηβ(t)ζ2(x), where
β = 2/(2− α), and integrate by parts. We then get

sup
s∈(−1,0)

ˆ
B+

1/2

u2(s, x)x−α
d ηβ(s)ζ2(x) dx+

ˆ
Q+

1

(λu2x−α
d + |Du|2)ηβζ2 dz

≤ N

ˆ
Q+

1

u2x−α
d ηβ−1|ηt|ζ2 + |Du||u|ηβζ|Dζ| dz.(4.7)

Here we used the lower bound of c0 and both the lower and upper bounds of μ. To
estimate the first term on the right-hand side, we use Hölder’s inequality to get

N

ˆ
Q+

1

u2x−α
d ηβ−1|ηt|ζ2 dz

≤ N
( ˆ

Q+
1

u2x−2
d ηβζ2 dz

)α/2( ˆ
Q+

1

u2ζ2 dz
)1−α/2

≤ N
( ˆ

Q+
1

(|Ddu|2ζ2 + u2|Ddζ|2)ηβ dz
)α/2(ˆ

Q+
1

u2ζ2 dz
)1−α/2

≤ 1

3

ˆ
Q+

1

|Du|2ζ2ηβ dz +N

ˆ
Q+

1

u2 dz,(4.8)

where we used β−1 = αβ/2 in the first inequality, Hardy’s inequality in the second
inequality, and Young’s inequality in the last inequality. By Young’s inequality, the
second term on the right-hand side of (4.7) is bounded by

(4.9) N

ˆ
Q+

1

|Du||u|ηβζ|Dζ| dz ≤ 1

3

ˆ
Q+

1

|Du|2ηβζ2 dz +N

ˆ
Q+

1

u2 dz.

Combining (4.7), (4.8), and (4.9), we get (4.6). The lemma is proved. �

Lemma 4.3. Under the conditions of Lemma 4.2, we have

(4.10)

ˆ
Q+

1/2

u2
tx

−α
d dz ≤ N

ˆ
Q+

1

u2 dz,

where N = N(d, ν, α) > 0.

Proof. We test the equation with utμ
−1ηβ(t)ζ2(x), integrate by parts, and use

Lemma 4.2 by noting that ut satisfies the same equation as u with the same bound-
ary condition on {xd = 0} and a standard iteration argument. We note that here
both the lower and upper bounds of c0 and μ are needed. �

Recall that for each β ∈ (0, 1), the β-Hölder semi-norm in the spatial variable of
a function u on an open set Q ⊂ Rd+1 is defined by

�u�C0,β(Q) = sup
{ |u(t, x)− u(t, y)|

|x− y|β : x 
= y, (t, x), (t, y) ∈ Q
}
.
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For k, l ∈ N ∪ {0}, we denote

‖u‖Ck,l(Q) =

k∑
i=0

∑
|j|≤l

‖∂i
tD

j
xu‖L∞(Q).

Moreover, the following notation for the Hölder norm of u on Q is used

‖u‖Ck,β(Q) = ‖u‖Ck,0(Q) +

k∑
i=0

�∂i
tu�C0,β(Q).

Corollary 4.4. Under the conditions of Lemma 4.2, for any integer k ≥ 0, we
have

(4.11) ‖u‖Ck,1/2(Q+
1/2

) ≤ N‖u‖L2(Q
+
1 ), ‖Dx′u‖Ck,1/2(Q+

1/2
) ≤ N‖Dx′u‖L2(Q

+
1 ),

where N = N(d, ν, α, k) > 0.

Proof. From Lemmas 4.2 and 4.3, by induction we have

(4.12)

ˆ
Q+

1/2

|∂k
t D

j
x′D

l
du|2 dz ≤ N(d, ν, α, k, j, l)

ˆ
Q+

1

u2 dz

for any integers k, j ≥ 0 and l = 0, 1. Then the first inequality in (4.11) follows
from the Sobolev embedding theorem. The second inequality follows from the first
one by noting that Dx′u satisfies the same equation as u with the same boundary
condition on {xd = 0}. �

Next, we show higher regularity of u.

Proposition 4.5. Under the conditions of Lemma 4.2, we have

(4.13) ‖u‖C1,1(Q+
1/2

) + ‖Dx′u‖C1,1(Q+
1/2

) + ‖U‖C1,γ(Q+
1/2

) ≤ N‖Du‖L2(Q
+
1 )

and

(4.14)
√
λ‖ux−α/2

d ‖C1,1−α/2(Q+
1/2

) ≤ N‖Du‖L2(Q
+
1 ),

where N = N(d, ν, α) > 0, γ = min{2 − α, 1}, and U(z) = adj(xd)Dju(z) for
z = (z′, xd) ∈ Q+

1 .

Proof. Let β = 2(α− 1)+ ∈ [0, 2). Using (4.12), we have

(4.15)

ˆ
Q+

1/2

|∂k
t D

j
x′U |2 dz ≤ N(d, ν, α, k, j)

ˆ
Q+

1

u2 dz

for any integers k, j ≥ 0. From equation (4.5),

(4.16) DdU = μ(xd)
−1(ut + λc0u)−

d−1∑
i=1

d∑
j=1

aij(xd)Diju.

Therefore, for r ∈ (1/2, 1),ˆ
Q+

r

|DdU |2xβ
d dz ≤ N

ˆ
Q+

r

(|ut|+ λ|u|)2x−2α+β
d + |DDx′u|2xβ

d dz

≤ N

ˆ
Q+

r

(|ut|+ λ|u|)2x−2
d + |DDx′u|2 dz

≤ N

ˆ
Q+

r

|Ddut|2 + λ2|Ddu|2 + |DDx′u|2 dz ≤ N

ˆ
Q+

1

|u|2 dz,
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where we used Hardy’s inequality to bound the integral of |ut|2x−2
d by that of

|Ddut|2 in the third inequality, and (4.6) and (4.12) in the last inequality. Since

∂k
t D

j
x′u satisfies the same equation with the same boundary condition, similarly we

have

(4.17)

ˆ
Q+

r

|∂k
t D

j
x′DdU |2xβ

d dz ≤ N(d, ν, α, k, j, r)

ˆ
Q+

1

|u|2 dz

for any integers k, j ≥ 0 and r ∈ (1/2, 1). Now if α < 3/2 so that β < 1, by (4.17)
and Hölder’s inequality,ˆ

Q+
r

|∂k
t D

j
x′DdU | dz ≤ N(d, ν, α, k, j, r)

(ˆ
Q+

1

|u|2 dz
)1/2

,

which, together with (4.15) and the Sobolev embedding theorem, implies that

(4.18) ‖U‖L∞(Q+
r ) ≤ N‖u‖L2(Q

+
1 ).

Using the definition of U , (4.11), (4.18), and the Poincaré inequality, we get

(4.19) ‖u‖C1,1(Q+
1/2

) ≤ N‖u‖L2(Q
+
1 ) ≤ N‖Ddu‖L2(Q

+
1 ).

If α ∈ [3/2, 2), we employ a bootstrap argument. By the (weighted) Sobolev
embedding (see, for instance, [17, Theorem 6] or [9, Lemma 3.1]) in the xd-variable
and the standard Sobolev embedding in the other variables, we get from (4.17) that
for any p1 ∈ (2,∞) satisfying 1/p1 > 1/2− 1/(1 + β),

(4.20) ‖U‖Lp1
(Q+

r ,xβ
d dz) ≤ N‖u‖L2(Q

+
1 ).

Using the definition of U , (4.11), and (4.20), we get

(4.21) ‖Du‖Lp1
(Q+

r ,xβ
d dz) ≤ N‖u‖L2(Q

+
1 ).

As before, since ∂k
t D

j
x′u satisfies the same equation, from (4.21) and (4.12), we

obtain

(4.22) ‖∂k
t D

j
x′Du‖Lp1

(Q+
r ,xβ

d dz) ≤ N‖u‖L2(Q
+
1 ).

Since β < 2, we may take p1 ≥ 6. Let β1 := β + (α − 1)p1 = (α − 1)(2 + p1) > β.
Using (4.16) again, we haveˆ

Q+
r

|DdU |p1xβ1

d dz ≤ N

ˆ
Q+

r

(|ut|+ λ|u|)p1x−p1α+β1

d + |DDx′u|p1xβ1

d dz

≤ N

ˆ
Q+

r

((|ut|+ λ|u|)/xd)
p1xβ

d + |DDx′u|p1xβ
d dz

≤ N

ˆ
Q+

r

(|Ddut|+ λ|Ddu|)p1xβ
d + |DDx′u|p1xβ

d dz,(4.23)

where we used the weighted Hardy inequality in the last inequality to bound the

integral of ((|ut|+λ|u|)/xd)
p1xβ

d by that of (|Ddut|+λ|Ddu|)p1xβ
d , which holds true

because
(β + 1)/p1 < 3/6 < 1.

See, for instance, [10, Lemma 3.1]. Since ut and Dx′u satisfy the same equation as
u, by (4.23), (4.22), (4.6), and (4.10), we further obtainˆ

Q+
r

|DdU |p1xβ1

d dz ≤ N
( ˆ

Q+
1

|u|2 dz
)p1/2

.
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Similar to (4.17), from the above inequality we deduce

(4.24)

ˆ
Q+

r

|∂k
t D

j
x′DdU |p1xβ1

d dz ≤ N
( ˆ

Q+
1

|u|2 dz
)p1/2

for any integers k, j ≥ 0 and r ∈ (1/2, 1). Now if p1 > β1+1, as before we conclude
(4.18) and thus (4.19) by using (4.24) and Hölder’s inequality. Otherwise, we find
p2 ∈ (p1,∞) such that 1/p2 = 1/p1 − 1/(1 + β1) + ε1, where ε1 > 0 is a sufficiently
small number to be chosen later, and let β2 = β1 + (α − 1)p2. We repeat this
procedure and define pk and βk recursively for k ≥ 3 by

1/pk = 1/pk−1 − 1/(1 + βk−1) + εk−1, βk = βk−1 + (α− 1)pk,

where εk > 0 is a sufficiently small number to be chosen later, until pk > βk +1 for
some k. Since

1− (βk+1 + 1)/pk+1 = 2− α− (βk + 1)/pk+1

= 2− α+ 1− (βk + 1)/pk − (βk + 1)εk

and α < 2, the procedure indeed stops in finite steps, i.e.,

1− (βk + 1)/pk > 0

for a finite k ∈ N provided that εk ≤ (2 − α)/(2(βk + 1)). Note that to apply the
weighted Hardy inequality in each step, we require

(βk + 1)/pk+1 < 1,

which is guaranteed because

(βk + 1)/pk+1 = (βk + 1)/pk − 1 + (βk + 1)εk

= (βk−1 + 1)/pk + α− 2 + (βk + 1)εk

< (βk−1 + 1)/pk < 1/2 < 1.

Therefore, (4.18) and thus (4.19) hold for any α ∈ (0, 2).
Next, since Dx′u and ut satisfy the same equation as u, from (4.19) and (4.12),

we get

(4.25) ‖Dx′u‖C1,1(Q+
1/2

) ≤ N‖Dx′u‖L2(Q
+
1 ), ‖ut‖C1,1(Q+

1/2
) ≤ N‖u‖L2(Q

+
1 ).

Since
Ut = adj(xd)Djut, Dx′U = adj(xd)DjDx′u,

using (4.25) and the Poincaré inequality, we get

(4.26) ‖Ut‖L∞(Q+
1/2

) + ‖Dx′U‖L∞(Q+
1/2

) ≤ N‖Du‖L2(Q
+
1 ).

Furthermore, in view of (4.16), (4.19), (4.25), (4.6), and the zero Dirichlet boundary
condition, we have

(4.27) ‖DdU‖L∞(Q+
1/2

) ≤ N‖Du‖L2(Q
+
1 )

when α ∈ (0, 1]. When α ∈ (1, 2),

|DdU | ≤ N‖Du‖L2(Q
+
1 )x

1−α
d in Q+

1/2,

which implies that

|U(t, x′, xd)− U(t, x′, yd)| ≤ N‖Du‖L2(Q
+
1 )|x

2−α
d − y2−α

d |
≤ N‖Du‖L2(Q

+
1 )|xd − yd|2−α(4.28)
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for any (t, x′, xd), (t, x
′, yd) ∈ Q+

1/2. Combining (4.19), (4.25), (4.26), (4.27), and

(4.28) gives (4.13).
Finally, we show (4.14). In view of (4.25) and because α < 2, it suffices to bound

the Hölder semi-norm of
√
λux

−α/2
d in xd. For any (t, x′, xd), (t, x

′, yd) ∈ Q+
1/2, let

I :=
√
λ|u(t, x′, xd)x

−α/2
d − u(t, x′, yd)y

−α/2
d |.

Without loss of generality, we may assume that 0 ≤ xd < yd ≤ 1/2. When |xd −
yd| > |yd|/4, by (4.13) and (4.6) we have,

I ≤
√
λ‖Du‖L∞(Q+

1/2
)(x

1−α/2
d + y

1−α/2
d )

≤ N‖u‖L2(Q
+
1 )y

1−α/2
d ≤ N‖Du‖L2(Q

+
1 )|xd − yd|1−α/2,

where in the last inequality we used the Poincaré inequality. When |xd − yd| ≤
|yd|/4, we have xd ∈ [3yd/4, yd). By the mean value theorem, (4.13), and (4.6),
there exists s ∈ (xd, yd) such that

I =
√
λ|xd − yd||Ddu(t, x

′, s)s−α/2 − (α/2)u(t, x′, s)s−1−α/2|

≤ N
√
λ|xd − yd|‖Du‖L∞(Q+

1/2
)x

−α/2
d ≤ N‖Du‖L2(Q

+
1 )|xd − yd|1−α/2.

This completes the proof of (4.14). The proposition is proved. �

4.2. Interior Hölder estimates for homogeneous equations. We fix a point
z0 = (t0, x0) ∈ ΩT , where x0 = (x′

0, x0d) ∈ R
d−1 × R+. Suppose that ρ ∈ (0, x0d),

and β ∈ (0, 1), we define the weighted β-Hölder semi-norm of a function u on Qρ(z0)
by

�u�
C

β/2,β
α (Qρ(z0))

= sup
{ |u(s, x)− u(t, y)|(

x
−α/2
0d |x− y|+ |t− s|1/2

)β : (s, x) 
= (t, y)

and (s, x), (t, y) ∈ Qρ(z0)
}
.

As usual, we denote the corresponding weighted norm by

‖u‖
C

β/2,β
α (Qρ(z0))

= ‖u‖L∞(Qρ(z0)) + �u�
C

β/2,β
α (Qρ(z0))

.

The following result on the interior Hölder estimates of solutions to the homoge-
neous equation (4.3) is needed in the paper.

Proposition 4.6. Let z0 = (t0, x0) ∈ ΩT and ρ ∈ (0, x0d/4), where x0 = (x′
0, x0d) ∈

Rd−1 × R+. Suppose that (1.2), (4.1), and (4.2) are satisfied on

(x0d − r(2ρ, x0d), x0d + r(2ρ, x0d)).

If u ∈ H 1
2 (Q2ρ(z0)) is a weak solution of

L0u = 0 in Q2ρ(z0),

then we have

‖x−α/2
d u‖L∞(Qρ(z0)) + ρ(1−α/2)/2�x

−α/2
d u�

C
1/4,1/2
α (Qρ(z0))

≤ N

( 
Q2ρ(z0)

|x−α/2
d u|2dz

)1/2
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and

‖Dx′u‖L∞(Qρ(z0)) + ‖U‖L∞(Qρ(z0))

+ ρ(1−α/2)/2
(
�Dx′u�

C
1/4,1/2
α (Qρ(z0))

+ �U�
C

1/4,1/2
α (Qρ(z0))

)
≤ N

( 
Q2ρ(z0)

|Du|2dz
)1/2

,

where N = N(ν, d, α) > 0 and U = adi(xd)Diu.

Proof. By (2.1) and as 4ρ < x0d, we have

r(2ρ, x0d) = max{2ρ, x0d}α/2(2ρ)1−α/2 = (2ρ)1−α/2x
α/2
0d

and

Q2ρ(z0) = (t0 − (2ρ)2−α, t0)×B
(2ρ)1−α/2x

α/2
0d

(x0).

Let us denote the standard parabolic cylinder centered at z0 with radius ρ by

Q̃ρ(z0) = (t0 − ρ2, t0)×Bρ(x0) and Q̃ρ = Q̃ρ(0).

Also, let

v(t, x) = u(ρ2−αt+ t0, ρ
1−α/2x

α/2
0d x+ x0), (t, x) ∈ Q̃2.

We then see that v is a weak solution of

(4.29) μ̃(xd)vt + λρ2−αc̃0(xd)v −Di(ãij(xd)Djv) = 0 in Q̃2,

where

ãij(xd) = aij(ρ
1−α/2x

α/2
0d xd + x0d),

c̃0(xd) = xα
0dc0(ρ

1−α/2x
α/2
0d xd + x0d)

[
μ(ρ1−α/2x

α/2
0d xd + x0d)

]−1
,

μ̃(xd) = xα
0d

[
μ(ρ1−α/2x

α/2
0d xd + x0d)

]−1
.

Due to this and the lower and upper bounds in (1.2) and as ρ/x0d < 1/4, we see
that

μ(ρ1−α/2x
α/2
0d xd + x0d) ∼ xα

0d[(ρ/x0d)
1−α/2xd + 1]α ∼ xα

0d for all |xd| < 2.

Therefore, there is a constant N0 = N0(ν, α) ∈ (0, 1) such that

N0 ≤ μ̃(xd), c̃0(xd) ≤ N−1
0 , ∀z = (t, x′, xd) ∈ Q̃2.

Consequently, the coefficients in (4.29) are uniformly elliptic and bounded in Q̃2.
Then, adapting the proof of Hölder estimates in [7, Lemma 3.5] to (4.29), we obtain

‖v‖C1/4,1/2(Q̃1)
≤ N

( 
Q̃2

|v|2dz
)1/2

= N

( 
Q2ρ(z0)

|u|2dz
)1/2

≤ Nx
α/2
0d

( 
Q2ρ(z0)

|x−α/2
d u|2dz

)1/2

,

where in the last step, we use the fact that xd ∼ x0d for all z = (z′, xd) ∈ Q2ρ(z0).
Now, for (s, x) and (τ, y) ∈ Q1 with (s, x) 
= (τ, y), we have

|v(s, x)− v(τ, y)|(
|x− y|+ |s− τ |1/2

)1/2 =
ρ(1−α/2)/2|u(s′, x̂)− u(τ ′, ŷ)|(
x
−α/2
0d |x̂− ŷ|+ |s′ − τ ′|1/2

)1/2 ,
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where

x̂ = ρ1−α/2x
α/2
0d x+ x0, ŷ = ρ1−α/2x

α/2
0d y + x0,

s′ = ρ2−αs+ t0, τ ′ = ρ2−ατ + t0,

which implies that

ρ(1−α/2)/2�u�
C

1/4,1/2
α (Qρ(z0))

= �v�C1/4,1/2(Q̃1)
.

Therefore,

‖u‖L∞(Qρ(z0)) + ρ(1−α/2)/2�u�
C

1/4,1/2
α (Qρ(z0))

≤ Nx
α/2
0d

( 
Q2ρ(z0)

|x−α/2
d u|2dz

)1/2

.
(4.30)

Now, for (t, x), (s, y) ∈ Q2ρ(z0) with x = (x′, xd) and y = (y′, yd), by the triangle
inequality, we have

|x−α/2
d u(t, x)− y

−α/2
d u(s, y)|

≤ |u(t, x)− u(s, y)|x−α/2
d + |x−α/2

d − y
−α/2
d ||u(s, y)|

≤ N(α)x
−α/2
0d

(
|u(t, x)− u(s, y)|+ |xd − yd|x−1

0d ‖u‖L∞(Qρ(z0))

)
≤ Nx

−α/2
0d

(
x
−α/2
0d |x− y|+ |t− s|1/2

)1/2
·
(
�u�

C
1/4,1/2
α (Qρ(z0))

+ |xd − yd|1/2xα/4−1
0d ‖u‖L∞(Qρ(z0))

)
≤ Nx

−α/2
0d

(
x
−α/2
0d |x− y|+ |t− s|1/2

)1/2
·
(
�u�

C
1/4,1/2
α (Qρ(z0))

+ ρ(1−α/2)/2x
α/2−1
0d ‖u‖L∞(Qρ(z0))

)
,

where we used the fact that xd, yd ∼ x0d in the second inequality and |xd − yd| ≤
Nρ1−α/2x

α/2
0d in the last inequality. Therefore, as ρ/x0d ≤ 1/4 and (4.30), we obtain

‖x−α/2
d u‖L∞(Qρ(z0)) + ρ(1−α/2)/2�x

−α/2
d u�

C
1/4,1/2
α (Qρ(z0))

≤ N

( 
Q2ρ(z0)

|x−α/2
d u|p0dz

)1/p0

and this proves the first assertion of the proposition.
Next, we prove the second assertion. Again, adapting the proof of [7, Lemma

3.5] to equation (4.29), we see that

‖Dx′v‖C1/4,1/2(Q̃1)
+ ‖V ‖C1/4,1/2(Q̃1)

≤ N(ν, d)

( 
Q̃2

|Dv|2dz
)1/2

,

where V = ãdj(xd)Djv. Then, by scaling back as before, we obtain the second
assertion of the proposition. The proof is completed. �

4.3. Mean oscillation estimates and proof of Theorem 4.1. We next prove
the following mean oscillation estimates of weak solutions to homogeneous equa-
tions.
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Lemma 4.7. Let z0 = (z′0, x0d) ∈ ΩT and ρ > 0. Assume that u ∈ H 1
2 (Q+

14ρ(z0))
is a weak solution of

L0u = 0 in Q+
14ρ(z0)

with the boundary condition u = 0 on {xd = 0} ∩ Q14ρ(z0) if {xd = 0} ∩ Q14ρ(z0)
is not empty. Then, for every κ ∈ (0, 1),(

|v − (v)Q+
κρ(z0)

|
)
Q+

κρ(z0)
≤ Nκγ0

[(
|v|2

)1/2
Q+

14ρ(z0)
+

(
|Du|2

)1/2
Q+

14ρ(z0)

]
for v =

√
λx

−α/2
d u, and(
|Dx′u− (Dx′u)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+

(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤ Nκγ0
(
|Du|2

)1/2
Q+

14ρ(z0)
,

where γ0 = min{1, 2− α}/4, U = adjDju, and N = N(d, ν, α) > 0.

Proof. By a scaling argument, without loss of generality, we can assume that ρ = 1.
We consider two cases.

Case 1 (x0d ≤ 4). Let z̃0 = (z′0, 0), and it follows from (2.1) that

Q+
1 (z0) ⊂ Q+

5 (z̃0) ⊂ Q+
10(z̃0) ⊂ Q+

14(z0).

Then, it follows from the mean value theorem and Proposition 4.5 that(
|Dx′u− (Dx′u)Q+

κ (z0)
|
)
Q+

κ (z0)

≤ N(d)κ
[
‖DDx′u‖L∞(Q+

1 (z0))
+ ‖Dx′ut‖L∞(Q+

1 (z0))

]
≤ Nκ‖Dx′u‖C1,1(Q+

5 (z̃0))
≤ Nκ

(
|Du|2

)1/2
Q+

10(z̃0)

≤ Nκ
(
|Du|2

)1/2
Q+

14(z0)
.

Recall that γ = min{1, 2− α}. By a similar argument,(
|U − (U)Q+

κ (z0)
|
)
Q+

κ (z0)
≤ Nκ2−α‖∂tU‖L∞(Q+

1 (z0))
+ κγ�U�C0,γ(Q+

1 (z0))

≤ Nκγ
(
|Du|2

)1/2
Q+

14(z0)
.

Finally, we write v =
√
λx

−α/2
d u. Applying the mean value theorem and Proposition

4.5, we get (
|v − (v)Q+

κ (z0)
|
)
Q+

κ (z0)
≤ Nκ1−α/2‖v‖C1,1−α/2(Q+

5 (z̃0))

≤ Nκ1−α/2
(
|Du|2

)1/2
Q+

10(z̃0)
≤ Nκ1−α/2

(
|Du|2

)1/2
Q+

14(z0)
.

Then, the desired inequalities follow as κ ∈ (0, 1).

Case 2 (x0d > 4). The proof is similar to Case 1, instead we apply Proposition 4.6.

For example, for v =
√
λx

−α/2
d u, we have(

|v − (v)Q+
κ (z0)

|
)
Q+

κ (z0)
≤ Nκ1/2−α/4�v�

C
1/4,1/2
α (Q+

1 (z0))

≤ Nκ1/2−α/4

( 
Q+

2 (z0)

|v(z)|2dz
)1/2

≤ Nκ1/2−α/4

( 
Q+

14(z0)

|v(z)|2dz
)1/2

,

where we used the doubling properties of the measure. The oscillation estimates of
Dx′v and U can be proved in the same way. �
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Next, we prove Proposition 4.8 on the oscillation estimates for weak solution of
the nonhomogeneous equation (4.3).

Proposition 4.8 (Mean oscillation estimates). Assume that F ∈ L2,loc(ΩT )
d and

f = f1 + f2 such that x1−α
d f1 and x

−α/2
d f2 are in L2,loc(ΩT ). If u ∈ H 1

2,loc(ΩT ) is

a weak solution of (4.3), then for every z0 ∈ ΩT , ρ ∈ (0,∞), and κ ∈ (0, 1),

(
|v − (v)Q+

κρ(z0)
|
)
Q+

κρ(z0)
≤ Nκγ0

[(
|v|2

)1/2
Q+

14ρ(z0)
+

(
|Du|2

)1/2
Q+

14ρ(z0)

]
+Nκ−γ1

[(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|g|2

)1/2
Q+

14ρ(z0)

]
and (

|U − (U)Q+
κρ(z0)

|
)
Q+

κρ(z0)
≤ Nκγ0

(
|Du|2

)1/2
Q+

14ρ(z0)

+Nκ−γ1
[(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|g|2

)1/2
Q+

14ρ(z0)

]
,

where v =
√
λx

−α/2
d u, U = (Dx′u, U) with U = adi(xd)Diu, g = x1−α

d |f1| +
λ−1/2x

−α/2
d |f2|, γ0 = min{1, 2−α}/4, γ1 = (d+2−α)/2, and N = N(d, ν, α) > 0.

Proof. Let w ∈ H 1
2 (ΩT ) be a weak solution of

L0w = μ(xd)Di(FiχQ+
14ρ(z0)

(z)) + fχQ+
14ρ(z0)

(z) in ΩT

with the boundary condition w = 0 on {xd = 0}. The existence of such solution is
guaranteed by Theorem 3.2. By the same theorem, we have

‖Dw‖L2(ΩT ) +
√
λ‖x−α/2

d w‖L2(ΩT ) ≤ N‖F‖L2(Q
+
14ρ(z0))

+N‖g‖L2(Q
+
14ρ(z0))

.

(4.31)

Next, note that h = u− w ∈ H 1
2 (Q+

14ρ(z0)) is a weak solution of

L0h = 0 in Q+
14ρ(z0)

with the boundary condition h = 0 on {xd = 0} ∩Q14(z0). Denote

W = (Dx′w, adiDiw) and H = (Dx′h, adiDih).

Then, applying Lemma 4.7, we obtain

(4.32)
(
|H − (H)Q+

κρ(z0)
|
)
Q+

κρ(z0)
≤ Nκγ0

(
|Dh|2

)1/2
Q+

14ρ(z0)
.

Moreover,

(4.33)
(
|h̃− (h̃)Q+

κρ(z0)
|
)
Q+

κρ(z0)
≤ Nκγ0

[(
|h̃|2

)1/2
Q+

14ρ(z0)
+

(
|Dh|2

)1/2
Q+

14ρ(z0)

]
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with h̃ = λ1/2x
−α/2
d h. By the triangle inequality, Hölder’s inequality, and (4.32),

we have (
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤
(
|H − (H)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+

(
|W − (W)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤
(
|H − (H)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+N(d)κ−γ1(|W|2)1/2

Q+
14ρ(z0)

≤ Nκγ0
(
|Dh|2

)1/2
Q+

14ρ(z0)
+N(d)κ−γ1(|Dw|2)1/2

Q+
14ρ(z0)

≤ N
[
κγ0

(
|Du|2

)1/2
Q+

14ρ(z0)
+ κ−γ1(|Dw|2)1/2

Q+
14ρ(z0)

]
,(4.34)

where we used κ ∈ (0, 1) and the following fact from (2.1) and (2.2) that

(4.35)
|Q+

14ρ(z0)|
|Q+

κρ(z0)|
= N(d)κ−2+α

[r(14ρ, x0d)

r(κρ, x0d)

]d
≤ N(d)κ−2γ1

with γ1 = (d + 2 − α)/2. Then, by using (4.31) and (4.34), we obtain the desired

estimate for U . The oscillation estimate for v = λ1/2x
−α/2
d u can be proved similarly

using (4.31) and (4.33). �
Proof of Theorem 4.1. We consider the cases when p > 2 and p ∈ (1, 2) as the case
when p = 2 was proved in Theorem 3.2.

Case 1 (p > 2). We prove the a priori estimate (4.4) assuming that u ∈ H 1
p (ΩT ).

Let v and U be defined as in Proposition 4.8. Using Proposition 4.8, we have

U# ≤ N
[
κγ0M(|Du|2)1/2 + κ−γ1M(|F |2)1/2 + κ−γ1M(|g|2)1/2

]
and

v# ≤ Nκγ0
(
M(|v|2)1/2 +M(|Du|2)1/2

)
+Nκ−γ1

(
M(|F |2)1/2 +M(|g|2)1/2

)
in ΩT , where g = x1−α

d |f1| + λ−1/2x
−α/2
d |f2|, U# and v# are the Fefferman-Stein

sharp functions of U and v, respectively, and M is the Hardy-Littlewood maximal
operator defined by using the quasi-metric constructed in Section 3.1. Recall that U
and |Du| are comparable. We now apply the Fefferman-Stein theorem and Hardy-
Littlewood maximal function theorem (see, for instance, [24, Sec. 3.1-3.2]) to obtain

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
[
κγ0

(√
λ‖x−α/2

d u‖Lp(ΩT ) + ‖Du‖Lp(ΩT )

)
+ κ−γ1‖F‖Lp(ΩT ) + κ−γ1‖g‖Lp(ΩT )

]
,

where N = N(d, ν, α, p) > 0 and we used p > 2. From this, and by choosing
κ ∈ (0, 1) sufficiently small, we obtain

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
[
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

]
.

Then, (4.4) is proved.
Note that (4.4) implies the uniqueness of solutions in H 1

p (ΩT ). Therefore, it
remains to show the existence of solutions. We first consider the special case when
F, f1, f2 ∈ C∞

0 (ΩT ). In this case, by Theorem 3.2, there is a unique solution
u ∈ H 1

2 (ΩT ) to (4.3). Since F and f are smooth and compactly supported, we can
modify the proof of Proposition 4.5 to get

(4.36) ‖Du‖L∞(Q+
1/2

(z0))
+ ‖v‖L∞(Q+

1/2
(z0))

≤ N‖Du‖L2(Q
+
1 (z0))

+ CF,f (z0)
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for any z0 ∈ ∂Ω∞ ∩ {t < T}, where the constant CF,f (z0) vanishes when |z0| is
sufficiently large. A similar estimate holds in the interior of the domain:

‖Du‖L∞(Q+
1/2

(z0))
+ ‖v‖L∞(Q+

1/2
(z0))

≤ Nx
−αd/4
0d

∥∥|Du|+ x
−α/2
0d |u|

∥∥
L2(Q

+
1 (z0))

+ CF,f (z0)(4.37)

for any z0 ∈ ΩT satisfying |x0d| ≥ 1/2. From (4.36) and (4.37), we see that Du and
v are bounded in ΩT , which together with equation (4.3) implies that u ∈ H 1

p (ΩT ).

Finally, for general F and f , we take sequences of functions {F (n)}, {f (n)
1 }, and

{f (n)
2 } in C∞

0 (ΩT ) such that

F (n) → F, x1−α
d f

(n)
1 → x1−α

d f1, x
−α/2
d f

(n)
2 → x

−α/2
d f2

in Lp(ΩT ). From the proof above, for each n ∈ N there is a unique solution

u(n) ∈ H 1
p (ΩT ) to equation (4.3) with F (n), f

(n)
1 , and f

(n)
2 in place of F , f1 and f2.

By using the a priori estimate (4.4), we see that {Du(n)} and {
√
λx

−α/2
d u(n)} are

Cauchy sequences in Lp(ΩT ). After passing to the limit, we then obtain a solution
u ∈ H 1

p (ΩT ) to (4.3).

Case 2 (p ∈ (1, 2)). As before, we first prove (4.4). We follow the standard duality
argument. Let q = p/(p − 1) ∈ (2,∞), G = (G1, G2, . . . , Gd) ∈ Lq(ΩT )

d and

h = h1 + h2 such that h̃ = x1−α
d |h1| + λ−1/2x

−α/2
d |h2| ∈ Lq(ΩT ). We consider the

“adjoint” problem

(4.38) −ũt + λc̄0ũ− μ(xd)Di

(
aji(xd)Dj ũ+Giχ(−∞,T )

)
= hχ(−∞,T )

in R
d+1
+ with the boundary condition v = 0 on ∂Rd+1

+ . By Case 1 and a change of

the time variable t → −t, there exists a unique weak solution ũ ∈ H 1
q (R× Rd

+) of
(4.38) and

ˆ
R

d+1
+

(
|Dũ(z)|q + λq/2|x−α/2

d ũ(z)|q
)
dz ≤ N

ˆ
ΩT

(
|G(z)|q + |h̃(z)|q

)
dz.(4.39)

Note also ũ = 0 for t ≥ T because of the uniqueness of solutions to (4.38). Then,
as in Definition 2.1, we test (4.3) with μ−1v and test (4.38) with μ−1u. We then
obtain

ˆ
ΩT

(
G(z) ·Du(z)− μ(xd)

−1h(z)u(z)
)
dz

=

ˆ
ΩT

(
F (z) ·Dũ(z)− μ(xd)

−1f(z)ũ(z)
)
dz.(4.40)

We next control the terms on the right-hand side of (4.40). By Hölder’s inequality,
and (4.39), the first term on the right-hand side of (4.40) can be bounded as∣∣∣∣ˆ

ΩT

F (z) ·Dũ(z)dz

∣∣∣∣ ≤ N‖F‖Lp(ΩT )

[
‖G‖Lq(ΩT ) + ‖h̃‖Lq(ΩT )

]
.
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To bound the second term on the right-hand side of (4.40), we use the condition
on μ in (1.2), Hölder’s inequality, and Hardy’s inequality to obtain∣∣∣∣ˆ

ΩT

μ(xd)
−1f(z)ũ(z)dz

∣∣∣∣
≤ N(ν)

ˆ
ΩT

(
|x1−α

d f1(z)|
∣∣ũ/xd

∣∣ + |x−α/2
d f2||x−α/2

d ũ|
)
dz

≤ N(ν)
[
‖x1−α

d f1‖Lp(ΩT )‖ũ/xd‖Lq(ΩT ) + ‖x−α/2
d f2‖Lp(ΩT )‖x−α/2

d ũ‖Lq(ΩT )

]
≤ N(ν, d, q)‖g‖Lp(ΩT )

[
‖Dũ‖Lq(ΩT ) + λ1/2‖x−α/2

d ũ‖Lq(ΩT )

]
≤ N‖g‖Lp(ΩT )

[
‖G‖Lq(ΩT ) + ‖h̃‖Lq(ΩT )

]
,

where (4.39) is used in the last inequality and we recall

g = x1−α
d |f1|+ λ−1/2x

−α/2
d |f2|.

In summary, it follows from (4.40) that∣∣∣∣ˆ
ΩT

(
G(z) ·Du(z)− μ(xd)

−1h(z)u(z)
)
dz

∣∣∣∣
≤ N

(
‖F‖Lp(Ω) + ‖g‖Lp(ΩT )

)(
‖G‖Lq(ΩT ) + ‖h̃‖Lq(ΩT )

)
.

Because of the last estimate, the condition (1.2) for μ, and as G and h are arbitrary,
we obtain the a priori estimate (4.4).

Now we prove the existence of solutions. As in Case 1, we only need to consider
the case when F, f1, f2 ∈ C∞

0 (ΩT ). By Theorem 3.2, there is a unique solution
u ∈ H 1

2 (ΩT ) to (4.3). Now we take G, f1, f2 ∈ C∞
0 (ΩT ). Let w ∈ H 1

2 (ΩT ) be
the unique solution to (4.38). According to the proof in Case 1, we know that
w ∈ H 1

q (ΩT ). By the duality argument above, we infer that Du, v ∈ Lp(ΩT ) and

(4.4) holds. Therefore, from the equation, we conclude that u ∈ H 1
p (ΩT ). The

theorem is proved.

�

5. Proofs of Theorems 2.3 and 2.4

In this section, we prove Theorems 2.3 and 2.4. Recall the definitions of

[aij ]14ρ,z′
0
(·) and [c0]14ρ,z′

0
(·)

in Assumption 2.2 (ρ0, δ). We first prove Lemma 5.1 on the oscillation estimates of
solutions of (1.3).

Lemma 5.1. Let ν ∈ (0, 1), α ∈ (0, 2), ρ0 > 0, δ > 0, and assume that (1.1),
(1.2), and Assumption 2.2 (ρ0, δ) are satisfied. Let q ∈ (2,∞) and suppose that
u ∈ H 1

q,loc(ΩT ) is a weak solution of (1.3) with F ∈ L2,loc(ΩT ) and f = f1 + f2

such that g = x1−α
d |f1| + λ−1/2x

−α/2
d |f2| ∈ L2,loc(ΩT ). Then, there is a constant
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N = N(ν, α, d, q) > 0 such that(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+

(
|v − (v)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤ N
(
κγ0 + κ−γ1δ1/2−1/q

)[(
|v|q

)1/q
Q+

14ρ(z0)
+

(
|Du|q

)1/q
Q+

14ρ(z0)

]
+Nκ−γ1

[(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|g|2

)1/2
Q+

14ρ(z0)

]
for every z0 ∈ ΩT , ρ ∈ (0, ρ0/14), and κ ∈ (0, 1), where U = (Dx′u, UQ+

14ρ(z0)
) with

UQ+
14ρ(z0)

= [adj ]14ρ,z′
0
(xd)Dju, and v = λ1/2x

−α/2
d u. Here, γ0 = min{1, 2 − α}/4

and γ1 = (d+ 2− α)/2.

Proof. We write z′0 = (t0, x
′
0). Let F̃ = (F̃1, F̃2, . . . , F̃d) with

F̃i =
[(
aij − [aij ]14ρ,z′

0
(xd)

)
Dju+ Fi

]
χQ+

14ρ(z0)
(z), i = 1, 2, . . . , d,

so that u ∈ H 1
p (Q+

14ρ(z0)) is a weak solution of

ut + λ[c0]14ρ,z′
0
u− μ(xd)Di

(
[aij ]14ρ,z′

0
(xd)Dju+ F̃i

)
= f̃1 + f̃2 in Q+

14ρ(z0)

with the boundary condition u = 0 on {xd = 0}, where

f̃1 = f1χQ+
14ρ(z0)

(z), f̃2 =
[
λ
(
[c0]14ρ,z′

0
(xd)− c0

)
u+ f2

]
χQ+

14ρ(z0)
(z).

Then, applying Proposition 4.8, we have(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)
≤ Nκγ0

(
|U|2

)1/2
Q+

14ρ(z0)

+Nκ−γ1

[(
|F̃ |2

)1/2
Q+

14ρ(z0)
+

(
|g̃|2

)1/2
Q+

14ρ(z0)

]
,

where g̃ = x1−α
d |f̃1| + λ−1/2x

−α/2
d |f̃2| and N = N(d, ν, α) > 0. Now, by Hölder’s

inequality,

(
|F̃ |2

)1/2
Q+

14ρ(z0)
≤

(
|F |2

)1/2
Q+

14ρ(z0)
+

( 
Q+

14ρ(z0)

|aij − [aij ]14ρ,z′
0
(xd)|2|Du|2 dz

)1/2

≤
(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|Du|q

)1/q
Q+

14ρ(z0)

( 
Q+

14ρ(z0)

∣∣aij − [aij ]14ρ,z′
0
(xd)

∣∣ 2q
q−2 dz

)1/2−1/q

.

Then it follows from the boundedness of (aij) in (1.1) and Assumption 2.2 (ρ0, δ)
that (

|F̃ |2
)1/2
Q+

14ρ(z0)
≤

(
|F |2

)1/2
Q+

14ρ(z0)
+N(ν, q)δ1/2−1/q

(
|Du|q

)1/q
Q+

14ρ(z0)
.

Similarly, with the condition (1.2), we also have

(
|g̃|2

)1/2
Q+

14ρ(z0)
≤

(
|g|2

)1/2
Q+

14ρ(z0)
+ λ1/2

( 
Q+

14ρ(z0)

∣∣[c0]14ρ,z′
0
(xd)− c0

∣∣2∣∣x−α/2
d u

∣∣2)1/2

≤
(
|g|2

)1/2
Q+

14ρ(z0)
+N(ν, q)δ1/2−1/qλ1/2

(
|x−α/2

d u|q
)1/q
Q+

14ρ(z0)
.

Licensed to Brown Univ. Prepared on Tue May 30 14:33:19 EDT 2023 for download from IP 128.148.254.57.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



DEGENERATE PARABOLIC EQUATIONS 4445

In conclusion, we obtain(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤ N
[
κγ0

(
|U|2

)1/2
Q+

14ρ(z0)
+ κ−γ1δ1/2−1/q

((
|U|q

)1/q
Q+

14ρ(z0)
+

(
|v|q

)1/q
Q+

14ρ(z0)

)]
+Nκ−γ1

[(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|g|2

)1/2
Q+

14ρ(z0)

]
.

From this, Hölder’s inequality as q > 2, and |U| ≤ N |Du|, the mean oscillation

estimates of U is proved. The mean oscillation estimate for v = λ1/2x
−α/2
d u can be

obtained similarly. The proof of the lemma is completed. �
The next result gives an oscillation estimate of solutions to (1.3), each of which

is supported in a small time interval.

Lemma 5.2. Let ν ∈ (0, 1), α ∈ (0, 2), ρ0, δ > 0 be fixed numbers, and assume
that (1.1), (1.2), and Assumption 2.2 (ρ0, δ) are satisfied. Assume also that F ∈
L2,loc(ΩT ) and f = f1 + f2 such that g = x1−α

d |f1|+ λ−1/2x
−α/2
d |f2| ∈ L2,loc(ΩT ).

Assume further that u ∈ H 1
q,loc(ΩT ) is a weak solution to (1.3) with q ∈ (2,∞),

and spt(u) ⊂ (t1 − (ρ0ρ1)
2−α, t1 + (ρ0ρ1)

2−α) for some t1 ∈ R and ρ1 > 0. Then,(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+

(
|v − (v)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤ N
[
κγ0 + κ−γ1δ1/2−1/q + κ−2γ1ρ

(1−1/q)(2−α)
1

][(
|v|q

)1/q
Q+

14ρ(z0)
+

(
|Du|q

)1/q
Q+

14ρ(z0)

]
+Nκ−γ1

[(
|F |2

)1/2
Q+

14ρ(z0)
+

(
|g|2

)1/2
Q+

14ρ(z0)

]
for every z0 ∈ ΩT , ρ > 0, and κ ∈ (0, 1), where N = N(ν, α, d, q) > 0 and

U = (Dx′u, U) with U = [adj ]14ρ,z′
0
(xd)Dju, and v = λ1/2x

−α/2
d u.

Proof. Note that if ρ < ρ0/14, the assertion of the lemma follows directly from
Lemma 5.1. It then remains to consider the case ρ ≥ ρ0/14. We write Γ =
(t1 − (ρ0ρ1)

2−α, t1 +(ρ0ρ1)
2−α). It follows from (4.35), the triangle inequality, and

Hölder’s inequality that(
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)
≤ 2

(
|U|

)
Q+

κρ(z0)

≤ N(d)κ−2γ1

( 
Q+

14ρ(z0)

|U|q dz
)1/q ( 

Q+
14ρ(z0)

χΓ(z) dz

)1−1/q

≤ Nκ−2γ1

(
ρ0ρ1
ρ

)(1−1/q)(2−α) (
|U|q

)1/q
Q+

14ρ(z0)

≤ Nκ−2γ1ρ
(1−1/q)(2−α)
1

(
|U|q

)1/q
Q+

14ρ(z0)
.

Therefore, the oscillation estimate for U follows. The oscillation estimate for v can
be proved similarly. The proof of the lemma is completed. �

We now give a corollary of Lemma 5.2, which proves the a priori estimate (2.3)
when p > 2 and u has a small support in time variable.

Corollary 5.3. Let ν, ρ0 ∈ (0, 1), α ∈ (0, 2), and p ∈ (2,∞). There exist suf-
ficiently small numbers δ = δ(d, ν, α, p) > 0 and ρ1 = ρ1(d, ν, α, p) > 0 such
that the following assertions hold. Suppose that (1.1), (1.2), and Assumption 2.2
(ρ0, δ) are satisfied, and suppose that F ∈ Lp(ΩT )

d and f = f1 + f2 such that
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g = x1−α
d |f1| + λ−1/2x

−α/2
d |f2| ∈ Lp(ΩT ) with λ > 0. Then if u ∈ H 1

p (ΩT ) is

weak solution of (1.3) satisfying spt(u) ⊂ (t1− (ρ1ρ0)
2−α, t1+(ρ1ρ0)

2−α) for some
t1 ∈ R, we have

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
[
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

]
,(5.1)

where N = N(ν, d, α, p) > 0.

Proof. Let q ∈ (2, p). Recall that |U| is comparable to Du. By the mean oscillation
estimates in Lemma 5.2, we follow the standard argument using the Fefferman-Stein
sharp function theorem and the Hardy-Littlewood maximal function theorem (see,
for instance, [24, Sec. 3.1-3.2] and [8, Corollary 2.6, 2.7, and Sec. 7]) to obtain

‖Du‖Lp(Ω) + λ1/2‖x−α/2
d u‖Lp(Ω)

≤ N
[
κγ0 + κ−γ1δ1/2−1/q + κ−2γ1ρ

(1−1/q)(2−α)
1

][
‖Du‖Lp(Ω) + λ1/2‖x−α/2

d u‖Lp(Ω)

]
+Nκ−γ1

[
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

]
,

where N = N(ν, d, p, α) > 0. We choose sufficiently small κ, then sufficiently small
δ and ρ1 so that

N
[
κγ0 + κ−γ1δ1/2−1/q + κ−2γ1ρ

(1−1/q)(2−α)
1

]
< 1/2.

From this, (5.1) follows. �
In Lemma 5.4, we prove the a priori estimate (2.3) with p ∈ (1,∞) and no

restriction on the support of solution u.

Lemma 5.4. Let ν, ρ0 ∈ (0, 1), α ∈ (0, 2) and p ∈ (1,∞). There exist a suffi-
ciently small number δ = δ(d, ν, α, p) > 0 and a sufficiently large number λ0 =
λ0(d, ν, α, p) > 0 such that the following assertions hold. Suppose that (1.1), (1.2)
and Assumption 2.2 (ρ0, δ) hold, λ ≥ λ0ρ

α−2
0 , F ∈ Lp(ΩT )

d, and f = f1 + f2

such that g = x1−α
d |f1| + λ−1/2x

−α/2
d |f2| ∈ Lp(ΩT ). Then if u ∈ H 1

p (ΩT ) is weak
solution of (1.3), we have

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT ) ≤ N
[
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT )

]
,

where N = N(ν, d, α, p) > 0.

Proof. By Theorem 3.2, the assertion of the lemma holds when p = 2. It then
remains to consider the cases when p ∈ (2,∞) and p ∈ (1, 2).

Case 1 (p ∈ (2,∞)). We only need to remove the restriction on the support of the
solution u assumed in Corollary 5.3. We use a partition of unity argument in the
time variable. Let δ > 0 and ρ1 > 0 be as in Corollary 5.3 and let

ξ = ξ(t) ∈ C∞
0 (−(ρ0ρ1)

2−α, (ρ0ρ1)
2−α)

be a nonnegative cut-off function satisfying

(5.2)

ˆ
R

ξ(s)p ds = 1 and

ˆ
R

|ξ′(s)|p ds ≤ N

(ρ0ρ1)p(2−α)
.

For fixed s ∈ (−∞,∞), let u(s)(z) = u(z)ξ(t− s) for z = (t, x) ∈ ΩT . We see that
u(s) ∈ H 1

p (ΩT ) is a weak solution of

u
(s)
t + λc0(z)u

(s) − μ(xd)Di

(
aijDju

(s) − F
(s)
i

)
= f (s)
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in ΩT with the boundary condition u(s) = 0 on {xd = 0}, where
F (s)(z) = ξ(t− s)F (z), f (s)(z) = ξ(t− s)f(z) + ξ′(t− s)u(z).

As spt(u(s)) ⊂ (s− (ρ0ρ1)
2−α, s+ (ρ0ρ1)

2−α)× Rd
+, we apply Corollary 5.3 to get

‖Du(s)‖Lp(ΩT ) +
√
λ‖x−α/2

d u(s)‖Lp(ΩT )

≤ N
(
‖F (s)‖Lp(ΩT ) + ‖g(s)‖Lp(ΩT ) + λ−1/2‖x−α/2

d uξ′(· − s)‖Lp(ΩT

)
,

where

g(s)(z) =
(
x1−α
d |f1(z)|+ λ−1/2x

−α/2
d |f2(z)|

)
ξ(t− s), z = (t, x′, xd) ∈ ΩT .

Then, by integrating the p-power of this estimate with respect to s, we getˆ
R

(
‖Du(s)‖pLp(ΩT ) + λp/2‖x−α/2

d u(s)‖pLp(ΩT )

)
ds

≤ N

ˆ
R

(
‖F (s)‖pLp(ΩT ) + ‖g(s)‖pLp(ΩT )

+ λ−1/2‖x−α/2
d uξ′(· − s)‖pLp(ΩT )

)
ds.(5.3)

Now, by the Fubini theorem and (5.2), it follows thatˆ
R

‖Du(s)‖pLp(ΩT ) ds =

ˆ
ΩT

ˆ
R

|Du(z)|pξp(t− s) dsdz = ‖Du‖pLp(ΩT ),

and similarlyˆ
R

‖x−α/2
d u(s)‖pLp(ΩT ) ds = ‖x−α/2

d u‖pLp(ΩT ),ˆ
R

‖F (s)‖pLp(ΩT ) ds = ‖F‖pLp(ΩT ),

ˆ
R

‖g(s)‖pLp(ΩT ) ds = ‖g‖pLp(ΩT ).

Moreover, ˆ
R

‖x−α/2
d uξ′(· − s)‖pLp(ΩT

ds ≤ Nρ
p(α−2)
0 ‖x−α/2

d u‖pLp(ΩT ),

where (5.2) is used and N = N(d, ν, α, p) > 0. Then, by combining the estimates
we just derived, we infer from (5.3) that

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT )

≤ N
(
‖F‖Lp(ΩT ) + ‖g‖Lp(ΩT ) + ρα−2

0 λ−1/2‖x−α/2
d u‖Lp(ΩT )

)
with N = N(d, ν, α, p). Now we choose λ0 = 2N . Then, with λ ≥ λ0ρ

α−2
0 , we have

Nρα−2
0 λ−1/2 ≤

√
λ/2, and consequently

‖Du‖Lp(ΩT ) +
√
λ‖x−α/2

d u‖Lp(ΩT )

≤ N‖F‖Lp(ΩT ) +N‖g‖Lp(ΩT ) +

√
λ

2
‖x−α/2

d u‖Lp(ΩT ).

This estimate yields (2.3).

Case 2 (p ∈ (1, 2)). We apply the duality argument. This can be done exactly the
same as that of the proof of Theorem 4.1. We skip the details.

�

Licensed to Brown Univ. Prepared on Tue May 30 14:33:19 EDT 2023 for download from IP 128.148.254.57.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



4448 H. DONG, T. PHAN, AND H. V. TRAN

Proof of Theorem 2.3. Let δ and λ0 be defined in Lemma 5.4. Then from Lemma
5.4, we see that (2.3) holds for every weak solution u of (1.3). The existence of
the solution u ∈ H 1

p (ΩT ) can be obtained by the method of continuity using the
solvability in Theorem 4.1. The proof of the theorem is completed. �

In order to prove Theorem 2.4, we need an additional lemma, which is a gener-
alization of Proposition 4.5.

Lemma 5.5. Let p0 ∈ (1, 2) and suppose that (1.2), (4.1), and (4.2) are satisfied
in Q+

1 . If u ∈ H 1
p0
(Q+

1 ) is a weak solution of (4.5) in Q+
1 , then we have

‖u‖C1,1(Q+
1/2

) + ‖Dx′u‖C1,1(Q+
1/2

) + ‖U‖C1,γ(Q+
1/2

)

+
√
λ‖ux−α/2

d ‖C1,1−α/2(Q+
1/2

) ≤ N‖Du‖Lp0
(Q+

1 ),(5.4)

where N = N(d, ν, α, p0) > 0, γ = min{2 − α, 1}, and U(z) = adj(xd)Dju(z) for
z = (z′, xd) ∈ Q+

1 .

Proof. Let η1 ∈ C∞
0 ((0, 1/4)) and η2 ∈ C∞

0 (B′
1) be nonnegative functions with unit

integral. For ε > 0, let

u(ε)(t, x) =

ˆ
Rd

u(t− ε2s, x′ − εy′, xd)η1(s)η2(y
′) dy′ds

be the mollification of u with respect to t and x′. Then we have ∂k
t D

j
x′Dl

du
(ε) ∈

Lp0
(Q+

3/4) for any k, l ≥ 0, l = 0, 1, and any sufficiently small ε > 0. By the

Sobolev embedding theorem, we get u(ε), Dx′u(ε) ∈ L∞(Q+
3/4). Following the proof

of (4.18), we also have U (ε) := adj(xd)Dju
(ε) ∈ L∞(Q+

3/4). In particular, we get

Du(ε) ∈ L2(Q
+
3/4), which also implies that u(ε)x

−α/2
d ∈ L2(Q

+
3/4) by using Hardy’s

inequality. Therefore, u(ε) ∈ H 1
2 (Q+

3/4). Now by Proposition 4.5, we have

‖u(ε)‖C1,1(Q+
1/2

) + ‖Dx′u(ε)‖C1,1(Q+
1/2

) + ‖U (ε)‖C1,γ(Q+
1/2

)

+
√
λ‖u(ε)x

−α/2
d ‖C1,1−α/2(Q+

1/2
) ≤ N‖Du(ε)‖L2(Q

+
2/3

).

By using a standard iteration argument, we obtain

‖u(ε)‖C1,1(Q+
1/2

) + ‖Dx′u(ε)‖C1,1(Q+
1/2

) + ‖U (ε)‖C1,γ(Q+
1/2

)

+
√
λ‖u(ε)x

−α/2
d ‖C1,1−α/2(Q+

1/2
) ≤ N‖Du(ε)‖Lp0

(Q+
3/4

),

which implies (5.4) after passing to the limit as ε → 0. The lemma is proved. �

We are now ready to give the proof of Theorem 2.4.

Proof of Theorem 2.4. We give a sketch of the proof. By using Theorem 4.1 and
Lemma 5.5, we have the following mean oscillation estimate analogous to the one
in Lemma 5.1. Let 1 < p0 < p1 < 2, λ > 0, and u ∈ H 1

p1,loc
(ΩT ) be a weak

solution of (1.3) with F ∈ Lp0,loc(ΩT ) and f = f1 + f2 such that g = x1−α
d |f1| +

λ−1/2x
−α/2
d |f2| ∈ Lp0,loc(ΩT ). Then there is a constant N = N(ν, α, d, p1, p2) > 0
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such that (
|U − (U)Q+

κρ(z0)
|
)
Q+

κρ(z0)
+

(
|v − (v)Q+

κρ(z0)
|
)
Q+

κρ(z0)

≤ N
(
κγ0 + κ−γ1δ1/p0−1/p1

)[(
|v|p1

)1/p1

Q+
14ρ(z0)

+
(
|Du|p1

)1/p1

Q+
14ρ(z0)

]
+Nκ−γ1

[(
|F |p0

)1/p0

Q+
14ρ(z0)

+
(
|g|p0

)1/p0

Q+
14ρ(z0)

]
for every z0 ∈ ΩT , ρ ∈ (0, ρ0/14), and κ ∈ (0, 1), where U and v are defined as
in Lemma 5.1, γ0 = min{1, 2 − α}/4, and γ1 = (d + 2 − α)/p0. With this mean
oscillation estimate in hand, we can derive the weighted a priori estimate (2.4) as
in the proof of Theorem 2.3 by using the weighted Fefferman-Stein sharp function
theorem and the Hardy-Littlewood maximal function theorem (see, for instance,
[8, Corollary 2.6, 2.7, and Sec. 7]) as well as a partition of unity in the time
variable as in the proof of Lemma 5.4. Finally, to show the solvability, we use the
solvability in unweighted Sobolev spaces in Theorem 2.3 and follow the argument
in [8, Sec. 8]. The theorem is proved. �
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