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Abstract

Messenger RNA regulatory elements, such as riboswitches, can display a high degree of flexibility. By
characterizing their energy landscapes, and corresponding distributions of 3D configurations, structure–
function relationships can be elucidated. Molecular dynamics simulation with enhanced sampling is an
important strategy used to computationally access free energy landscapes characterizing the accessible
3D conformations of RNAs. While tertiary contacts are thought to play important roles in RNA dynamics, it
is difficult, in explicit solvent, to sample the formation and breakage of tertiary contacts, such as helix-helix
interactions, pseudoknot interactions, and junction interactions, while maintaining intact secondary struc-
ture elements. To this end, we extend previously developed collective variables and metadynamics
efforts, to establish a simple metadynamics protocol, which utilizes only one collective variable, based
on multiple tertiary contacts, to characterize the underlying free energy landscape of any RNA molecule.
We develop a modified collective variable, the tertiary contacts distance (QTC), which can probe the for-
mation and breakage of all or selectively chosen tertiary contacts of the RNA. The SAM-I riboswitch in the
presence of three ionic and substrate conditions was investigated and validated against the structure
ensemble previously generated using SAXS experiments. This efficient and easy to implement all-atom
MD simulation based approach incorporating metadynamics to study RNA conformational dynamics
can also be transferred to any other type of biomolecule.

� 2022 Published by Elsevier Ltd.
1. Introduction

Understanding the structure and function of RNA
has been a key challenge in the life sciences for
decades.1,2 Improving our understanding towards
how RNAs can fold into different shapes and struc-
tures to carry out their numerous functions is espe-
cially timely now, in light of the numerous vaccines
by Elsevier Ltd.
and therapeutic strategies based on messenger
RNAs.3,4

Energy landscapes have been highly useful and
effective in describing the folding and function of
biomolecules.5 Collective variables have played
an important role in revealing order parameters that
best describe barriers in the free energy land-
scape.6 In particular, collective variables based on
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the total number of native contacts of a biomolecule
have led to a great number of insights into protein
folding.6 Recent efforts using structure-based
potentials (native-contact based) have obtained
near exhaustive sampling with atomistic resolu-
tion.7–15 A significant difference between energy
landscapes of proteins and of RNA7,11–15 is that
RNA landscapes are thought to be more rugged,
containing more kinetic traps. Specifically, the land-
scapes may have several intermediate states sepa-
rated by energy barriers higher than thermal
energy.16–18 For systems with such high degrees
of freedom (DOFs), i.e., 3N with N = number of
atoms, standard molecular dynamics (MD) simula-
tions are not necessarily ergodic in the timescale
achievable with current computation resources.
Enhanced sampling MD simulations are techniques
which can help one gain insight into the folding pro-
cess and also improve understanding of the under-
lying thermodynamics.
In the past, replica exchange based MD (REMD)

techniques, such as temperature-REMD19–23 and
replica exchange with solute tempering (REST2),24

have extensively been utilized to explore conforma-
tion dynamics of biomolecules.23,25 Implementing
these methods is more straight forward considering
a priori knowledge on folding process not required;
however, in the case of RNA, helix and base pair
melting present important challenges. Enhanced
sampling methods based on collective variables,
e.g., metadynamics,26–34 umbrella sampling35 and
adaptive biasing force method,36 facilitate accelera-
tion of sampling along two to three predefined
degrees of freedom, and in turn, allow estimates
of free energy surfaces as a function of these. Great
progress has been made in the prediction of sec-
ondary structure and tertiary structure predictions
for RNA molecules.37–41 Since these systems con-
sist of an extremely large number of degrees of
freedom, defining appropriate collective variables
for a specific RNA system and applying these
enhanced sampling techniques remains a major
challenge. In particular, without proper collective
variables the convergence of the free energy pro-
files is more difficult. Moreover, the interplay of
key governing factors of RNA dynamics, such as
base-pairing, tertiary bridges formation and mono/
di-valent ions influence, is still not completely under-
stood at atomistic scale and would be clarified by
better understanding of the energy landscape sur-
faces.42,43 The factors tend to result in rugged
energy landscapes. In particular, our previous
experimental studies have shown that tertiary con-
tacts are important for the operation of the SAM-I
riboswitch.44,45 Thus, sampling the formation and
breakage of tertiary contacts in explicit solvent
molecular dynamics simulations is critical for obtain-
ing the corresponding energy landscapes.44 We
show below that, while using the RMSD as a collec-
tive variable does not fully sample tertiary contacts,
a collective variable based on tertiary contacts is
2

able to sample formation and breakage of tertiary
contacts.
Thus, we present a simple simulation strategy

which can facilitate investigation of riboswitch free
energy landscapes, as well as any other RNA, in
general. Riboswitches are regulatory elements
embedded in the 5’ untranslated region of mRNA
and typically have two domains, the aptamer
domain, which binds to a specific metabolite, and
an expression platform which regulates the gene
expression in response to a conformation change
in aptamer.48,49 In this study, we have investigated
the conformation transitions of the aptamer domain
of the SAM-I riboswitch of Thermoanaerobacter
tengcongensis (Figure 1(A)), which regulates
expression of genes affiliated with sulphur and
methionine metabolism through transcription termi-
nation upon binding to S-adenosylmthionine (SAM)
metabolite.50–53 The SAM bound structure of the
SAM-I aptamer domain from Thermoanaerobacter
tengcongensis is shown in Figure 1(B), and the
unbound form adopts a similar secondary structure
architecture, but has a 3D ensemble of configura-
tions significantly more extended than the bound
state.47,46 The SAM-I aptamer domain consists of
four helices, P1-P4, connected through a four way
junction, with a compact tertiary fold featuring a
pseudoknot and kink-turn. This ligand bound struc-
ture is also similar to that determined from bac-
terium Bacillus subtilis yitJ.54 We refer to this
conformation as crystallographic or native closed
state hereafter. Using small angle X-ray scattering
(SAXS), the SAM-I aptamer domain was demon-
strated to undergoMg2+ ion dependent compaction,
adopting conformations closely similar to the native
closed state at higherMg2+ concentrations (Figure 1
(B)).47 The ensemble of structures from SAXS
experiments in the ligand-free ensemble are shown
in Figure 2(A), where some conformations in closed
configurations have P1 and P3 helices in contact,
while, in open configurations in this ensemble, P1
and P3 do not interact. Several other experimental
studies also confirmed that Mg2+ ions, especially
at physiological concentration, help to facilitate
spontaneous folding of the SAM-I aptamer domain
into well-structured, pre-organized form, ready to
bind ligand.54–56,45,13,57,15,58 These studies also
revealed that the addition of SAM swiftly pushes
SAM-I into the fully compact form, a thermodynam-
ically more stable closed state.
Following these studies, we have employed all-

atom explicit solvent metadynamics molecular
dynamics simulations to investigate the SAM-I
riboswitch in presence of three conditions in this
study, i) 150 mM KCl, ii) 150 mM KCl with 7.6 mM
MgCl2 and iii) 150 mM KCl, 7.6 mM MgCl2 with a
SAM molecule bound to the binding site. These
conditions are chosen to be consistent with the
previous SAXS experiments.47 SAM-I is progres-
sively expected to achieve the more compact form
in the respective conditions. We present a metady-



Figure 1. (A) Secondary structure of the aptamer domain of SAM-I riboswitch from Thermoanaerobacter
tengcongensis bacterium, highlighting the tertiary architecture.46 Different structural domains are colored as well as
labelled as follows: P, helices; J, joining loops; PK, pseudoknot; KT, kink-turn. (B) Three dimensional structure of
SAM-I aptamer domain in cartoon representation is depicted with the SAM ligand in van der Waals representation
(PDB ID: 3IQR).47
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namics based approach to investigate the energet-
ics of conformation dynamics of the SAM-I ribos-
witch. We have conducted simulations with total
time scale of� 55 ls. As our previous experimental
studies have shown that tertiary contacts play a key
role in the operation of the SAM-I riboswitch, sam-
pling the formation and breakage of tertiary contacts
is critical.44 The primary aim of this study is to
design a collective variable to accelerate the
dynamics of RNA molecules in order to derive
meaningful transition pathways, sampling formation
and breakage of tertiary contacts without signifi-
cantly disrupting the secondary structure (i.e., heli-
cal structure of the helices). The commonly used
collective variable RMSD captures the fluctuations
of radius of gyration. The collective variableQ (frac-
tion of total native contacts) captures folding of the
RNA from a completely denatured state and obtains
near exhaustive sampling of tertiary contacts for
structure-based potentials.7 For the case of explicit
solvent, to specifically sample tertiary contact
breakage and formation while maintaining sec-
ondary structure, important for functional operation
of the riboswitch, we have designed a single collec-
tive variable, “tertiary contacts distance (QTCÞ”, that
combines the four major tertiary contact regions
and can enhance the formation or breakage of ter-
tiary contacts in RNA. This variable has the advan-
tage over a simple mean average of tertiary
contacts in that it produces full sampling of all ter-
tiary contacts while restricting tertiary contact
3

breakage distances (distance between broken ter-
tiary contact regions) to reasonable values, relative
to experimentally determined ensembles. This
enables us to describe meaningful conformation
transitions in three conditions, producing configura-
tions consistent with the SAXS based structure
ensemble. Moreover, we have derived the underly-
ing thermodynamics which is in accordance with
observations made during previous experiments.
2. Theory

Here, we have employed the well-tempered
metadynamics technique and the multiple-walker
metadynamics technique. In the well-tempered
metadynamics approach,59–61 a history-dependent
bias potential (V ðz; tÞ) which is a sum of Gaussian
hills, is added during simulation along the prede-
finedM number of collective variables z. This poten-
tial is given as

V ðz; tNÞ¼
XN
i¼0

h exp �V ðzðt i Þ; t i�1Þ
kBDT

� �
exp �

XM
j¼1

ðzj �zj ðt i ÞÞ2
2dz2j

 !
;

ð1Þ
where dz ¼ ðdz1; . . . ; dzMÞ are the widths of Gaussian
hills, and zðt iÞ ¼ ðz1ðt i Þ; . . . ; zMðt iÞÞ are previously
visited points along the collective variable space at time
interval of t i and h is the initial height of the Gaussian.
To assure a smooth convergence of the bias potential
in well-tempered scheme, height is progressively



Figure 2. (A) Superimposition of seven conformations of SAM-I based on the SAXS experiments.47 (B) Four tertiary
contacts forming regions along the SAM-I structure are illustrated as surface and labelled according to the secondary
structure elements involved. Additional labels d1 to d4 correspond to collective variables used during WTmetaD
simulations. (C) Depiction of the normalization of collective variables d1 to d4 to new ones d 0

1 to d 0
4 using Eq. 6. (D)

Time evolution of collective variable QTC for eight walkers during a WTmetaD simulation performed for the system
having a SAM bound SAM-I in the presence of 150 mM KCl and 7.6 mM MgCl2.
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decayed using a scaling factor exp � V ðzðt i Þ;t i�1Þ
kBDT

� �
. The kB

denotes the Boltzmann constant and the tuning
temperature DT limits the sampling of collective
variable space up to energy barriers of height
kBðT þ DT Þ, where T is the system temperature.
Together with well-tempered approach, we also used
multiple-walker metadynamics technique which runs
multiple interacting replicas in parallel to speedup the
bias potential construction,62 collectively, denoted as
WTmetaD simulations hereafter. All simulations in this
study were conducted using PLUMED 2.7.263 patched
with GROMACS 2021.4,64 following the protocol estab-
lished previously.65–67

Upon completion of simulations, one dimensional
(1D) free energy surfaces are estimated according
to typical metadynamics protocols, using the
Tiwary-Parrinello reweighting scheme68
4

F ðzÞ ¼ �1

b
log

P
t dðzðtÞ � zÞ ebðV ðz;tÞ�cðtÞÞP

t e
bðV ðz;tÞ�cðtÞÞ ; ð2Þ

where b ¼ 1=kBT , d is the Dirac delta function, and cðtÞ
the time-dependent offset, which can be estimated
by68,65

cðtÞ ¼ 1

b
log

R
dze�bF ðzÞR

dze�bðF ðzÞþV ðz;tÞÞ : ð3Þ

Subsequently, free energy profiles for n number of
independent runs (F i ðzÞ; i ¼ 1; ::; n) are determined
and the average profile FavgðzÞ is calculated using

following expression69

FavgðzÞ ¼ � 1

b
log

1

n

Xn
i¼1

e�bF i ðzÞ
 !

: ð4Þ

The error is calculated using standard error propagation
scheme.
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3. Results and Discussion

Following the system setup of the SAM-I
riboswitch in three different ionic and substrate
conditions (see section Materials and Methods),
we choose collective variables, an important step
in WTmetaD simulations. Collective variables are
functions of atomic coordinates which describe the
process under investigation in low dimensional
space and should have the ability to distinguish
initial, final and intermediate metastable states as
well as, in the case of metadynamics, promote
transitions between states. In the case of RNA, it
is not clear which collective variables perform the
best to elevate the sampling of the molecule with
the size of SAM-I.25 Moreover, how realistic confor-
mation dynamics can be achieved for such mole-
cules using these collective variables has not
been benchmarked. Therefore, we compare rou-
tinely used collective variables with collective vari-
ables based on tertiary contacts defined in this
study. Importantly, we aim to find a single collective
variable which is easy to implement and capable of
producing realistic dynamics for any RNA in the
context of metadynamics.
The SAM-I aptamer has four regions where

tertiary contacts are formed (Figure 2(B)). The
structure ensemble of SAM-I from SAXS
experiments shown in Figure 2(A) hints that these
tertiary contacts need to be broken to achieve the
conformation transitions. Moreover, it was also
illustrated in our previous wetlab experiments that
stability in the tertiary contacts mainly controls the
collapse and the subsequent switching from
aptamer to expression platform conformation in
SAM-I.44 In principle, this criteria may be sufficient
to instigate the conformation changes in any RNA.
Thus, we seek a collective variable that can bias ter-
tiary contact formation and breakage in RNAs. In
this direction, we have employed four collective
variables in this study. First, we start with two of
the most commonly used collective variables uti-
lized for the conformation sampling of RNA mole-
cules previously: the root mean squared deviation
(RMSD) and total number of native contacts (Q).6

RMSD was calculated using all atoms of the SAM-
I molecule and a WTmetaD simulation was per-
formed using eight walkers for a duration of
250 ns each, resulting in total timescale of 2 ls.
Note that for all four collective variables tested in
this investigation, the simulation time remains con-
stant and the system setup of SAM-I containing
SAM in binding pocket placed in ionic solution of
150 mM KCl and 7.6 mM MgCl2 was utilized. The
second collective variable Q which is also known
as fraction of native contacts6 is calculated using
all native tertiary contact pairs of RNA in this study.
When two atoms i and j from residues Ri and Rj

present on different secondary domains form a con-
tact, provided the distance between these atoms is
5

below 0.45 nm, Q for N number of pairs of native
contacts is defined as6,70,71

QðX Þ ¼ 1

N

X
½i ;j �

1

1þ exp ½aðr ij ðX Þ � kr 0ij Þ�
; ð5Þ

where a is a smoothing factor set to 50 nm�1 and k
accounts for the fluctuations during the contact

formation, which is taken to be 1.8. r 0ij is the distance

between atoms i and j in the native state, while r ij ðX Þ is
the distance between atoms i and j for instantaneous
state X. The third and fourth collective variables are
based upon the principle of biasing the distance
between tertiary contacts. At first, we define four
preliminary collective variables, d1 to d4, respectively
for four contact forming regions of SAM-I (see Figure 2
(B)). These collective variables correspond to inter-
domain distances as follow: d1, P1 and P3; d2, J1/2,
J3/4 and J4/1; d3, J1/2 and P3; d4, J3/4 and P2. For
each collective variable, first the center of mass for
each domain is calculated (e.g., P1 and P3 in the case
of d 1) choosing only atoms involved in tertiary contact
formation, i.e., those present within 0.45 nm, followed
by the distance between them. Tackling all four
collective variables at once during WTmetaD
simulations is difficult, because the bias potential
construction becomes computationally very expensive
as the cost grows exponentially with addition of each
collective variable. Thus, we define the third collective
variable dmean , which calculates the mean of collective
variables d1 to d4. This collective variable was seen to
perform well (discussed below), but controlling the
sampling of underlying four collective variables was not
possible. In other words, if the simulation oversamples
one of the collective variable and the other three are
not even being sampled, there is no way other than
adding half-harmonic upper walls on individual
collective variables to assure controlled sampling.
However, this makes the free energy estimation
process extremely tedious at later stages as the
metadynamics and harmonic biases are added on
different collective variables. To tackle this, by taking
the inspiration from the collective variables Q and dmean

as well as the coordination number,72 we design the
fourth collective variable, the tertiary contacts distance,
QTC . First, collective variables d1 to d4 are transformed

to d 0
1 to d 0

4. Here, original collective variables are normal-

ized such that the renormalized variables range from 0 to
1 (Figure 2(C)). The mean of these new coordinates is
used to obtain QTC :

QTCðX Þ ¼ 1

N

X
i

d 0
i ¼

1

N

X
i

jðci � di ðX ÞÞ
jci þ exp ½aðd i ðX Þ � ri Þ� ; ð6Þ

where the sum is over N, the number of normalized

distances (or switching functions) d 0
i , which are

calculated as follows. For collective variable number
i ; ci is the cut-off distance. That is, ci is the value
of di at which its sampling needs to be restricted,
where d iðX Þ is the instantaneous value of collective
variable di for configuration X. The switching
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distance, ri , is the value of di from where the

normalized collective variable d 0
i will be smoothly

switched to zero while reaching the cut-off distance.
How smoothly the switching occurs depends on the
smoothing parameter a, taken to be 5 nm�1 for all
four collective variables. In the case of SAM-I, to
prevent sampling of the collective variable d1 at
4 nm, c1 is set to 4 nm and r1 to 3.5 nm, while
for remaining three collective variables ci is set to
2 nm and ri to 1.5 nm to prevent sampling at
2 nm, where i ¼ 2; 3; 4. These cut-off distances for
four collective variables are set based on the
conformation changes observed in SAXS
experiments (Figure 2(A)). The j is a constant with
a value of 1 nm�1 always, which makes the
numerator and denominator dimensionless. Similar to
Q;QTC is normalized such that 0 < QTC < 1. The
graphical depiction of the normalization of all four
collective variables can be seen in Figure 2(C).

Notably, the values of collective variables d 0
1 to d 0

4

go slightly below zero in the switching region, which
is possible to tackle by taking the absolute of
numerator in Eq. 6, i.e., jjðci � di ðX ÞÞj.
Nevertheless, the normalization will not be perfect in
both cases.
The collective variable QTC is superior compared

to dmean in a way that it will allow to restrict the
sampling of underlying preliminary collective
variables in a more controlled fashion, and
mathematically, describes the conformation
dynamics in a more meaningful manner, helping
one to better differentiate the states of interest.
Here, the SAXS-based structure ensemble
provided the initial guesses for the cut-off
distances for the respective collective variables.
However, for the RNAs having no such
conformation dynamics known, we recommend to
set cut-off at 2 to 3 nm, which will be suitable for
investigating the tertiary contacts mediated minor
conformation switching. More complex
conformation changes involving long-ranged
tertiary bridges and base-pair formation or
breaking would require inclusion of the preliminary
collective variables for each interaction, as well as
setting up large enough cut-off distances,
intuitively based on the 3D structure inspection
and anticipated structural changes. In general,
defining large cut-off distances will be more
beneficial than smaller, as this will allow sampling
of more conformational space, but will be
computationally more expensive. For future
studies, based on the empirical fitting of Eq. 6, we
highly recommend using r ¼ c � 0:01 nm and
a ¼ 100 nm�1, which will be suitable for all values
of c 2 [0.1,1] nm. As mentioned above, users
only need to define cut-off distance c appropriately
for the preliminary collective variables. In future,
for RNAs with no priori knowledge on
conformation dynamics, it would be ideal to
adaptively control the cut-off distances for each
preliminary collective variables during the
6

simulation, where ongoing conformational
changes will dictate the cut-off distances on the fly.
We performed four metadynamics simulation

studies, each with eight walker simulations. In
study 1, we biased the metadynamics using
RMSD. In study 2, we biased the metadynamics
using Q. In study 3, we biased the metadynamics
using dmean. In study 4, we biased the
metadynamics using QTC (see section Materials
and Methods for more details on simulation
parameters). In every simulation, we tracked the
evolution of all four collective variables. In study 1,
when the RMSD was biased, sampling with
maximum RMSD values of � 1:7nm was
achieved (see Figure S1A in SI), much lower than
the upper limit set to 3 nm. In study 1 (RMSD),
analyzing the evolution of the other three
collective variables shows that tertiary contacts
are not broken. Visualization of trajectories
indicates the deformation of secondary structure
of SAM-I, e.g., melting of helices, suggesting
RMSD is not an optimal collective variable. This
behavior did not change when only SAM-I
backbone atoms were used to calculate RMSD
(data not shown). In study 2, with Q being biased,
we witnessed complete sampling in the range of 0
to 1, indicating all tertiary contacts in four regions
are diminished (Figure S1B in SI). However,
evolution of other collective variables suggests
that in most of the trajectories, tertiary contacts
forming domains do not move further after
detaching from each other. In other words, the
distance between them did not increase soon after
the detachment, producing structures less
extended in comparison to the SAXS results. This
inspired us to find a collective variable which can
elevate the distance between the tertiary contacts
forming elements to recapitulate the SAXS
configurational ensemble. In study 3, we show
that biasing the collective variable dmean clearly
satisfies this requirement. In study 3 (dmean), as
can be seen in Figure S1C in SI, the sampling of
all four collective variable was improved compared
to two previous studies, where RMSD (study 1)
and Q (study 2) were biased. The only remaining
issue with dmean was that the underlying collective
variables d1 to d4 were not sampled evenly. In
study 3, we restricted the sampling of dmean to
2.5 nm, with anticipation of limiting sampling of d1

to 4 nm, limiting the sampling of d2 to 2 nm,
limiting the sampling of d3 to 2 nm, and limiting
the sampling of d4 to 2 nm. However, we
observed exploration up to values of
d1 � 6; d2 � 1; d3 � 3 and d 4 � 1nm for
respective collective variables during a simulation
(Figure S2A in SI). In study 4, biasing with QTC , a
complete sampling in the range of 0 to 1 was
achieved, as shown in Figure 2(D). Moreover,
biasing QTC produced excellent sampling of the
remaining three collective variables (RMSD,
Q; dmean) (Figure S1D in SI). Most importantly, we
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could restrict the sampling of underlying collective
variables (d1; d2; d3; d4) more precisely using the
collective variable QTC , as can be seen in
Figure S2B in SI.
Next, we have performed the WTmetaD

simulations biasing the collective variable QTC for
three experimental condition systems: (i) 150 mM
KCl, 0 mM MgCl2, without SAM; (ii) 150 mM KCl,
7.6 mM MgCl2, without SAM (supplementary
video 1); and (iii) 150 mM KCl, 7.6 mM MgCl2,
with SAM bound at binding site (supplementary
video 2). For each system, 2 ls long simulations
were performed eight times. Upon completion of
simulations, eight one dimensional (1D) free
energy surfaces as a function of collective variable
QTC were estimated using Eq. 2, and the average
free energy profiles with Eq. 4. Final free energy
surfaces are shown in Figure 3(A). In all three
scenarios, the lowest free energy minimum is
observed at QTC = 0.82, which corresponds to the
crystallographic state shown on Figure 1(B)
Figure 3. (A) 1D free energy surfaces as a function of colle
for SAM-I in three different ionic/ligand conditions. Error bar
eight independent runs in each case. (B) Three panels dep
variables QTC and RMSD determined from same three s
landscapes are numbered. (C) Superimposition of the repr
states (1–5 and 10) identified along the 2D free energy surf
energy profiles with respect to collective variables d1 to d4

derived for all three SAM-I setups and depicted in three pane
the native state (d1�4 � 0.5 nm) and the upper bound of eac
that in all panels, free energy estimates for few upper/lowe
because they do not seem to be converged due to the bou

7

having all tertiary contacts intact. This state is
undoubtedly the most probable state in all three
conditions. In the presence of only 150 mM KCl
(system (i)), the RNA is more extended, and
several metastable states are observed. All four
tertiary contacts are broken at the end of the
simulations, i.e., QTC � 0. From the native state,
the free energy barrier to achieve the extended
state is approximately 18 kcal/mol, assuming
there are no substates along the transition
pathway. In the presence of 150 mM KCl and
7.6 mM MgCl2 (system (ii)), the free energy profile
looks similar until QTC = 0.5, where a
subsequently a steep rise in the energy occurs.
The energy barrier to attain the extended state is
� 30kcal/mol, which is 12 kcal/mol higher
compared to system (i). This is consistent with
previous studies showing that Mg2+ ions facilitate
compaction of the SAM-I aptamer, producing
conformations closer to the crystallographic form.
In the presence of both salts and SAM in the
ctive variableQTC fromWTmetaD simulations performed
s indicate the statistical error determined after averaging
ict 2D free energy landscapes with respect to collective
ets of simulations. Metastable states found along the
esentative conformations of SAM-I from six metastable
ace of the system having only 150 mM KCl. (D) 1D free
, which represent the four tertiary bonds forming areas,
ls. The numbers indicate the energy difference between
h collective variable (d1 � 3.9 nm; d2�4 � 1.9 nm). Note
r bound values of collective variables are not depicted,
ndary effect.
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binding cavity, the unfolding barrier was
approximately 35 kcal/mol higher, which is
5 kcal/mol more with respect to the same ionic
conditions but without SAM at binding site. More
interestingly, energies were much higher
throughout the landscape when compared with
two previous scenarios, suggesting escape from
the native state is much less likely. Again in
agreement with previous outcomes, binding of
SAM further drives the SAM-I aptamer closer to
the native state.
To gain better understanding of metastable

states, we have estimated 2D free energy
surfaces with respect to QTC and RMSD using Eq.
2, where d is the 2D Dirac delta function. First,
eight 2D free energy surfaces were estimated
from eight independent runs, and subsequently
average free energy landscapes were determined
using Eq. 4. Resulting free energy profiles for all
three systems are shown in Figure 3(B). In each
case, the lowest energy native state can be seen
at QTC = 0.82 and RMSD = 0.25 nm. For system
(i) (150 mM KCl, 0 mM MgCl2, without SAM), 10
prominent metastable states are visible as SAM-I
approaches the extended form, highlighted along
the 2D free energy surface in Figure 3. Metastable
states with RSMD less than 1.7 nm, i.e., substates
1, 2, 3, 4, 5 and 10, have similar conformations as
seen with the SAXS derived structure ensemble
(see Figs. 3C and 2A for the comparison). One
can see the large scale changes in P1, P3, J1/2,
and J4/1, while remaining regions remain stable.
For substates 7 to 9, we see further deviations in
the mobile domains of the SAM-I aptamer
(Figure S3A in SI), which is much larger than
observed in SAXS data. For system (ii) (150 mM
KCl, 7.6 mM MgCl2, without SAM), less collective
variable space with respect to RMSD is being
sampled. The free energy surface is more
compact compared to the previous scenario and
only two prominent minima are visible.
Interestingly, only the area along the free energy
profile where minima 1 to 5 were seen in the
previous case, i.e., QTC 2 [0.4,1] and RMSD 2
[0,1.7] nm, is energetically favorable. Six
representative conformations found from this
region (Figure S3B in SI) are similar to those
obtained in the previous system (i) and SAXS
based structure ensemble. This is interesting,
considering the SAXS experiments were
conducted in the same ionic conditions.
Collectively, all these outcomes also support the
previous claim that the SAM-I aptamer domain in
the MgCl2 solution remains as an ensemble of
structures having a fold closer to the native state.
This study reveals that same is not necessarily
true in the absence of MgCl2, as the SAM-I
aptamer can quite easily access the
conformations much different than the native
state, as shown in Figure S3A in SI. In system (iii)
(150 mM KCl, 7.6 mM MgCl2, with SAM bound at
8

binding site), we observed only one minimum
affiliated to the native state on the free energy
surface, while other all regions are energetically
much less favourable. This again shows that SAM
binding is the key step for attaining the native fold
of the SAM-I aptamer. Interestingly, the sampling
of collective variable space with respect to RMSD
is relatively higher compared to the previous case
(ii) having no SAM, but the same ionic
environment. We find that in this case, fewer
chelated (inner shell) Mg2+ ions along the SAM-I
surfaces are observed (Figure S4 in SI),
especially on P1 and J1/2. These same regions
display more fluctuations as shown in Figure S3B
and C in SI. On the other hand, there are no
dramatic changes in outer and inner shell K+ ions
as well as the outer shell Mg2+ ions, indicating
inner sphere Mg2+ ions have a prominent role in
the RNA dynamics. From the theoretical
perspective, these outcomes indicate that Mg2+

binding with the RNA also needs to be biased to
further improve the free energy estimates.
At the next stage, we have estimated the free

energy landscapes using the above mentioned
reweighting procedure with respect to collective
variables d1 to d4 to understand how the
interactions between the tertiary bridges forming
domains vary, shown in Figure 3(D). The
collective variables correspond to inter-domain
distances as follow: d1, P1 and P3; d2, J1/2, J3/4
and J4/1; d3, J1/2 and P3; d4, J3/4 and P2. In the
presence of 150 mM KCl (system i), the free
energy barrier observed for breaking the tertiary
bridges in these four regions are, 7, 7, 17 and
23 kcal/mol, respectively. That confirms that P1
and P3, and the three-way junction (J1/2-J3/4-
J4/1) dissociation is much easier, as observed in
the SAXS ensemble. Whereas, tertiary bridges
between J3/4 and P2 (PK) as well as J1/2 and P3
are more difficult to interrupt. With the addition of
7.6 mM Mg2+ ions (system ii), the energy barrier
for P1-P3 deformation increased slightly, i.e.,
9 kcal/mol, while for the remaining regions
increased dramatically to 33, 29 and 34 kcal/mol,
suggesting that the three-way junction, which was
much weaker during the previous condition (i), is
strengthened with addition of Mg2+ ions. In the
third setup (system iii) having SAM at the binding
site in addition of potassium and magnesium, we
observed a dramatic rise in the energy barrier to
21 kcal/mol for P1-P3 disengagement, confirming
that SAM strongly enhances the binding affinity
between P1 and P3 and helps to attain the closed
state. The free energy barriers have also slightly
gone higher for J1/2-P3 and J3/4-P2 dissociation
to 35 kcal/mol in both cases, indicating that the
stability of the P1-P3 bridge increases the rigidity
of the whole SAM-I aptamer structure. One
notable exception is the three-way junction J1/2-
J3/4-J4/1, where the energy barrier for the
disruption is reduced to 18 kcal/mol. As mentioned
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above, there was a loss in the number of chelated
Mg2+ ions near the loop J1/2 and the stem P1
(Figure S4B in SI), causing instability in this
region. In the presence of chelated Mg2+ ions,
these regions are more likely to remain rigid.
Taken together, our molecular dynamics

trajectories suggest the following mechanism for
SAM ligand recognition by the SAM-I riboswitch.
When P1, P3 and J1/2 dissociate from each other,
binding of SAM with the P3 helix, and to large
extent with J1/2, was observed to remain intact
(Figure S4C in SI and Supplementary video 2),
suggesting that the ligand is first recognised by
the P3 helix having proper secondary structure,
and subsequently by J1/2. In this manner, the P1
helix is stabilized through interactions with ligand
bound P3 and J1/2 to form a stable junction,
facilitating formation of a terminator element in the
expression platform region.
Previous studies collectively illustrated the Mg2+

ion dependent partial compaction of the SAM-I
aptamer domain, i.e., Mg2+ ions help fold the
SAM-I riboswitch into a well-structured form which
looks similar to the ligand bound native state.54–
56,45,13,57,15,58 SAXS experiments revealed SAM-I
in MgCl2 solution adapts ensemble of states includ-
ing the ligand bound form and few closely similar
conformations.47 These studies also demonstrated
that SAM pushes SAM-I into the fully compact form.
Taken together, the outcomes from systems (i)-(iii)
in this study lead to similar conclusions. SAM-I apta-
mer can adopt the SAM-bound native state like con-
formations in the presence of only KCl solution
(system i), but the probability is very low to remain
in that form. The RNA will have diverse conforma-
tions ranging from native state like forms to
extended conformations with no tertiary contacts.
The pseudoknot will most likely to form, while
remaining domains are expected to remain loose.
The insertion of Mg2+ ions (system ii) plays an
important role in driving the SAM-I aptamer towards
the native form. Again, SAM-I adopts a variety of
states, but not as diverse as seen with noMg2+ ions.
We observed that the chelated Mg2+ ions impose a
significant rigidity throughout the SAM-I structure.
We also confirm that SAM has a significant influ-
ence on enforcing the SAM-I aptamer toward the
native state by bridging the P1 and P3 with more
affinity. This also has an indirect effect on improving
the rigidity of other regions of SAM-I.
Table 1 Parameters used during the WTmetaD simulations pe
the Gaussian width, h the Gaussian height, DT the tuning tem
value of the collective variable at which the half-harmonic res
restraint.

Collective variable dz h [kJ/mol] DT

RMSD 0.01 [nm] 1 8

Q 0.005 1 8

dmean 0.01 [nm] 1 8

QTC 0.0025 1 8

9

4. Conclusions

In this study, we put forward a metadynamics
simulations based strategy to study the energy
landscapes of RNAs using the SAM-I riboswitch
as an example. The collective variable, tertiary
contacts distance QTC , developed in this study, is
demonstrated to work efficiently to bias the tertiary
bridging in RNA, and is shown to perform better
then traditionally used collective variables like
RMSD and total fraction of native contacts for the
case of explicit solvent metadynamics. The
collective variable dmean is also found to work
nicely, and in future can be used for cases where
one wants to induce large scale conformation
transitions, especially for systems with no priori
knowledge. In the case of SAM-I, we only biased
the sampling of tertiary bridges using QTC to
understand the local conformation changes in a
better fashion, but this collective variable is also
capable of elevating the sampling of all other
contacts in RNAs, e.g., canonical base pairing, to
study global conformation dynamics. However,
this will be more difficult to achieve and the quality
of the outcomes will be needed to validate in a
more systematic manner. This collective variable
also allows one to choose selective tertiary
bridges for biasing, if all are not required, as well
as making it feasible to restrict sampling space for
a particular bridge. The primary goal with
developing the QTC was to achieve the more
meaningful transition pathways as well as the
underlying energetic of the RNA folding or
conformation switching processes and not solely
to achieve more sampling power. Moreover,
identifying and differentiating the meaningful
states during the RNA conformation switching,
especially for riboswitches, has remained
challenging. The QTC is demonstrated to have the
potential to identify such states of interest. For the
SAM-I aptamer, we demonstrate that inducing the
sampling of tertiary bridge breaking was sufficient
to obtain a picture on its conformation transitions,
which we validated using SAXS experiments
based structure ensemble. Most importantly, we
could derive the underlying free energy
landscapes and the energy barriers for overall
structural transitions of SAM-I as well as for local
regions. The overall mechanisms for conformation
rformed using four different collective variables. dz denote
perature, t the bias deposition time interval, Uwall is the

traint will be activated, and k is the force constant for this

[K] t [ps] Uwall k [kJ mol�1 nm�2]

700 2 3 [nm] 800

700 2 - -

700 2 2.5 [nm] 800

700 2 - -
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changes observed here are also in excellent
agreement with the previous studies. Overall, the
strategy is easy to implement, computationally
cost effective and might potentially be transferred
to other RNA molecules or biomolecules to
explore their conformation space.

5. Materials and Methods

5.1. System setup and MD simulations

We started with the crystal structure of the SAM-I
aptamer domain bound with SAM from
Thermonaerobacter tengcongensis organism
(PDB ID: 3IQR).47 The mutated residue 94 was
changed back from adenine to guanine. Subse-
quently, we have built systems in three different
conditions, i) in presence of 150 mM KCl and
absence of SAM, ii) in presence of 150 mM KCl,
7.6 mMMgCl2 and absence of SAM, iii) in presence
of 150 mM KCl, 7.6 mM MgCl2 and SAM present in
the binding pocket. For the first and second sys-
tems, SAM was removed from the binding site,
while for second and third systems five Ba2+ ions
bound to SAM-I were replaced with Mg2+. Then sys-
tems were solvated with the TIP3P water molecules
and ions were added to match the abovementioned
ionic conditions. During the equilibration stage, ions
are equilibrated. Here, the bulk is defined as exclu-
sion of RNA as well the surrounding water within the
distance of 1.2 nm. To achieve the bulk ionic con-
centration of 150 mM KCl and 7.6 mM MgCl2, we
have iteratively changed the number of ions after
following the below described equilibration protocol.
We repeated the process until the bulk concentra-
tion of ions reaches closed to the desired ones. All
the resulting systems were contained approxi-
mately 104,000 atoms.
Following the energy minimization step, all

systems were equilibrated using the following
strategy.65–67 First, equilibration was conducted in
the NVT ensemble for 1 ns with a time step of 1 fs
using velocity rescaling thermostat73 to keep the
temperature at 300 K. At this step, all atoms of
RNA and ligand were fixed applying the position
restraints with a force constant of k ¼ 1000 kJ
mol�1 nm�2. Then, 2 ns equilibration in NPT ensem-
ble was conducted with 1 fs time step applying the
position restraints same as previous step, where
Parrinello-Rahman barostat74 to maintain the pres-
sure at 1 bar, and Nosé-Hoover thermostat75 for
keeping the temperature at 300 K were used. In fol-
lowing all steps, equilibration was conducted in NPT
ensemble. At next step, 10 ns equilibration was car-
ried out using 2 fs time step by keeping the remain-
ing settings same as the previous step.
Subsequently, the system was equilibrated during
20 ns where the position restraints were only
applied to backbone atoms of RNA and all atoms
of the SAM molecule. Then, another 100 ns equili-
bration was conducted with the position restraints
kept only on the phosphorus atoms of RNA and all
10
atoms of the SAM molecule. At last, 100 ns simula-
tion was performed without any position restraints.
All MD simulations were performed using the

GROMACS package 2021.4.64 We have used
amber ff99bsc0vOL3 force field parameters for the
RNA molecule.76–79 For the SAM molecule, the
force field parameters were obtained from the previ-
ous study.80 Force field parameters for the ions K+,
Cl� and Mg2+ (MicroMg) optimized with TIP3P
water were taken from the recent studies.81,82 The
cut-off for the short-range electrostatics and the
van der Waals interactions was set to 1.2 nm, and
the particle-mesh Ewald method83 was utilized for
the long-range electrostatics with a grid size of
0.12 nm. Hydrogen containing bonds were con-
strained using the LINCS algorithm.84
5.2. WTmetaD simulations

The metadynamics simulations were performed
using the PLUMED 2.7.2 plugin63 patched to GRO-
MACS package 2021.4.64 WTmetaD simulations
based strategy developed in the previous studies
to investigate the antibiotics/substrates transport
across the bacterial channels is implemented
here.65–67 A total of 8 walkers were used in WTme-
taD simulations, and the simulation time was set to
250 ns for each walker, resulting in total time scale
of 2 ls. Each calculation was carried out on the Chi-
coma supercomputer located at Los Alamos
National Laboratory by distributing 8 walkers on 8
nodes, each containing 4 NVIDIA A100 GPUs and
1 AMD EPYC 7713 processor having 64 core @
2 GHz. The computation time for each 2 ls simula-
tion was approximately 3 days. For the SAM-I sys-
tem with SAM bound in binding pocket and having
150 mM KCl and 7.6 mM MgCl2, four independent
WTmetaD simulations for timescale of 2 ls were
performed having four collective variables (RMSD,
Q; dmean and QTC) being biased respectively. For
all three SAM-I systems, simulations were con-
ducted biasing the collective variable QTC , and
repeated eight times for the same time duration of
2 ls. The free energy profiles estimated over the
time revealed that the landscapes had very minimal
variations from 1.5 to 2 ls in all three SAM-I setups
(Figure S5 in SI). That suggests 2 ls timescale is
enough to achieve converged free energy surfaces
for these setups. All the metadynamics simulations
related parameters are indicated in Table 1.
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Jäschke, A., Nienhaus, G.U., (2021). Exploring the

energy landscape of a sam-i riboswitch. J. Biol. Phys. 47

(4), 371–386. https://doi.org/10.1007/s10867-021-09584-7.

59. Barducci, A., Bussi, G., Parrinello, M., (2008). Well-

tempered metadynamics: A smoothly converging and

tunable free-energy method. Phys. Rev. Lett. 100 (2),

020603. https://doi.org/10.1103/PhysRevLett.100.020603.

60. Dama, J.F., Parrinello, M., Voth, G.A., (2014). Well-

tempered metadynamics converges asymptotically. Phys.

Rev. Lett. 112 (24), 240602. https://doi.org/

10.1103/physrevlett.112.240602.

61. Tiwary, P., Dama, J.F., Parrinello, M., (2015). A

perturbative solution to metadynamics ordinary differential

equation. J. Chem. Phys. 143 (23), 234112. https://doi.org/

10.1063/1.4937945.

62. Raiteri, P., Laio, A., Gervasio, G.L., Micheletti, C.,

Parrinello, M., (2006). Efficient reconstruction of complex

free energy landscapes by multiple walkers metadynamics.

J. Chem. Phys. B 110 (8), 3533–3539. https://doi.org/

10.1021/jp054359r.

63. Tribello, G.A., Bonomi, M., Branduardi, D., Camilloni, C.,

Bussi, G., (2014). PLUMED 2: New feathers for an old bird.

Comput. Phys. Commun. 185 (2), 604–613. https://doi.org/

10.1016/j.cpc.2013.09.018.

64. Hess, B., Kutzner, C., Spoel, D.V.D., Lindahl, E., (2008).

GROMACS 4: Algorithms for highly efficient, load-

balanced, and scalable molecular simulation. J. Chem.

Theory Comput. 4 (3), 435–447.

65. Prajapati, J.D., Solano, C.J.F., Winterhalter, M.,
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78. Pérez, A., Marchán, I., Svozil, D., Sponer, J., Cheatham III,

T.E., Laughton, C.A., Orozco, M., (2007). Refinement of

the amber force field for nucleic acids: Improving the
14
description of a=c conformers. Biophys. J. 92 (11), 3817–

3829. https://doi.org/10.1529/biophysj.106.097782.

79. Zgarbová, M., Otyepka, M., Šponer, J., Mládek, A., Banáš,
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