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Thermodynamics of Nanocrystal-Ligand Binding 
Through Isothermal Titration Calorimetry 
Andrew B. Greytak,*a Sakiru L. Abiodun, Jennii M. Burrell, Emily N. Cook, Nuwanthaka P. Jayaweera, 
Md Moinul Islam, and Abdulla E Shaker  

Manipulations of nanocrystal (NC) surfaces have propelled the applications of colloidal NCs across various fields such as 
bioimaging, catalysis, electronics, and sensing applications. In this Feature Article, we discuss the surface chemistry of 
colloidal NCs, with an emphasis on semiconductor quantum dots, and the binding motifs for various ligands that coordinate 
NC surfaces. We present isothermal titration calorimetry (ITC) as a viable technique for studying the thermodynamics of the 
ligand association and exchange at NC surfaces by discussing its principles of operation and highlighting results obtained to 
date. We give an in-depth description of various thermodynamic models that can be used to interpret NC-ligand interactions 
as measured not only by ITC, but also by NMR, fluorescence quenching, and fluorescence anisotropy techniques. 
Understanding the complexity of NC surface-ligand interactions can provide a wide range of avenues to tune their properties 
for desired applications.

1. Introduction 
The ability to establish the identity and purity of nanocrystal 
samples with sufficient confidence to quantitatively predict 
chemical reactivity and physical properties, as is done routinely 
for molecular products, will have a transformative effect on 
synthesis, spectroscopy, and applications of many types of 
nanocrystals (NCs).1–3 The challenge is that NCs in solution 
(colloidal NCs) are typically complex assemblies of a crystalline 
core and an interfacial layer that, given time, may exchange 
matter with the solution and with other NCs.4 Changes in NC 
surface chemistry may strongly affect physical properties, 
subsequent surface reactions, and colloidal stability.5–10 A very 
prominent example of such challenges is found in colloidal 
quantum dots, where surface chemistry can affect 
photoluminescence quantum yield (PLQY), and is critically 
important to many applications.11,12 For example, in 
optoelectronic devices, surfaces influence the stability of 
quantum dot inks and transport in assembled films.10,13 In 
bioimaging applications, surfaces influence brightness, 
nonspecific binding, and addition of specific targeting or sensing 
functions.14 In photocatalysis and upconversion, surfaces 
mediate access of molecular reactants to NC surfaces for 
photochemical processes.15–19 Accordingly, the chemistry of NC 
surfaces has been intensely investigated for many years in the 
context of semiconductor quantum dots (QDs)14,20–25, metal 
oxides including magnetic nanoparticles (NPs)26–30 and metal 
NCs.31–43 In recent years, efforts by many groups have led to 

much greater understanding of the identity, surface density, 
and exchange equivalencies of organic ligands coordinating NC 
surfaces. These achievements put us in a position to define the 
thermodynamics of NC surfaces, which depends on well-
defined initial and final states for representative reactions. 

Experimental measurement of the thermodynamics of NC 
surfaces requires techniques that probe the extent of reactions 
at equilibrium. Techniques including NMR spectroscopy, 
fluorescence quenching, and fluorescence anisotropy (FA) are 
able to measure fractionation of molecules between surface 
and solution. An emerging technique is isothermal titration 
calorimetry (ITC), which measures the progress of binding 
interactions via the heat evolved as a reactant is titrated in. ITC 
is an established method in biochemistry,44–51 but its 
applications to NC surfaces are emerging and have not yet been 
reviewed to our knowledge. 

This Feature Article will focus on ITC as part of an expanding 
toolbox for studying the thermodynamics of NCs, with an 
emphasis on colloidal quantum dots. Via its sensitivity to the 
enthalpy change of reaction, it is able to resolve different types 
of binding sites and reveal information about inter-ligand 
interactions that may be difficult to access by other techniques. 
However, we also emphasize that the processes that are 
observable in ITC must also underlie the behavior of NCs in 
other measurements and in applications. Accordingly, the 
development of empirical thermodynamic models for ligand 
binding and exchange that can explain observed results, several 
of which we explore below, is applicable not only to ITC results, 
but also for interpreting results from the complete set of 
techniques including NMR.  

It is possible to approach a description of NC surfaces from 
two opposing levels of detail. One approach is to start by 
considering what is known (or proposed) about surface 
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structure at the atomic level, and attempt to predict observable 
behavior, introducing approximations as needed to deal with 
complexity. Given the diversity of crystal termination sites, 
ligand bonding arrangements, and non-covalent interactions 
among ligands and solvent, such models are computationally 
intensive. While some interactions can be calculated with 
precision, necessary choices about structures to consider52 and 
the level of computational detail may result in such microscopic 
models retaining a large number of adjustable parameters that 
cannot be uniquely solved by comparison to experiment. The 
other approach – empirical thermodynamic models – starts by 
considering the simplest approximations, such as identical and 
independent sites for ligand binding, and introducing additional 
parameters (to describe different types of sites, or inter-ligand 
interactions) only to the extent that can be supported by 
reduction in residual error.53,54 By limiting the number of 
adjustable parameters, it is often possible to obtain unique 
solutions that can be used to predict experimental results. The 
limitation is that the parameters obtained may represent a 
weighted average of more detailed microscopic factors, and it 
may be challenging to compare them to computational 
predictions. Despite these limitations, we argue that empirical 
thermodynamic models are extremely valuable in revealing NC 
surface chemistry that is useful in applications. In particular, if 
several sites with different microscopic structures cannot be 
distinguished in their reactivity under experimental conditions, 
it will not be possible to selectively modify them. Moreover, 
trends in empirical parameters across ligand structures, NC 
composition, or NC size can help to reveal the underlying 
microscopic factors at play. We will therefore emphasize 
empirical models in this article, while recognizing that a goal for 
the field must be to reconcile them with microscopic models 
guided by detailed knowledge of equilibrium structures.  

Several groups have turned to ITC in recent years as a means 
to study NC surface chemistry.51,55–66 It is able to detect ligand 
binding at a wide range of NC concentrations, which enables 
measurement of different binding constant ranges, and it is not 
limited to studying processes with distinctive NMR, UV-visible, 
or IR spectroscopic signatures.55,67–69 A key feature of ITC is the 
ability to resolve sites with different binding constants based on 
different enthalpies of binding.48,49,59,64,70,71 The value of ITC is 
multiplied if it can be combined with other techniques that 
independently monitor the extent of reaction, such as NMR, 

because these measurements can help to refine empirical 
models that account for the presence of multiple simultaneous 
reaction coordinates, and inter-ligand interactions on NC 
surfaces.57,62,72  

Figure 1 illustrates the essential design and operation of ITC, 
originally described by Wiseman et al. as a method to study 
bioaffinity reactions.44,48,49,73,74 A sample cell containing a 
solution of one reactant, typically a macromolecule such as a 
protein (or NC), is maintained at a setpoint temperature. This 
temperature control is achieved by maintaining a heat sink, 
separated from the laboratory by an adiabatic shield, at a 
temperature slightly below the setpoint. A feedback circuit 
continuously supplies power to the sample via a heater to keep 
it at the setpoint, while power is lost to the heat sink according 
to the difference in temperature. A syringe pump contains a 
solution of a second reactant, typically a ligand that may bind to 
or otherwise react with the first reactant, and is connected to 
the sample cell by a cannula.  

When the syringe pump is advanced to combine the 
reactants, an exothermic or endothermic reaction may take 
place, causing a fluctuation in the power that must be supplied 
to the sample heater to maintain the sample at the setpoint 
temperature; when integrated over time, this difference in 
power represents the enthalpy change as the system is at 
constant pressure. To improve accuracy, a reference cell, filled 
with the same solvent, is maintained at a constant temperature 
and in contact with the sample cell, so that the signal is obtained 
from the difference in power supplied to the sample and 
reference cells to minimize their difference in temperature. In 
describing ITC data, the plot of differential power (heat rate) 
versus time is the thermogram (Figure 1C). In typical practice, 
the solution in the syringe is injected in a series of small steps 
with the same incremental volume; after each injection, the 
thermogram will show a deviation from the baseline value 
(more power for an endothermic process, less for an 
exothermic one), which relaxes back to the baseline as chemical 
and physical processes subside and the system within the 
sample cell returns to equilibrium at the new set of total 
concentrations. The peaks for each of the injections can then be 
integrated over time to obtain the total enthalpy change 
associated with each incremental step. In ITC parlance, the 
integrated data is the isotherm, and is usually the basis for 
further analysis.  
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Figure 1. A, Schematic diagram of ITC instrument. B, Ligand association to a macromolecule (nanocrystal) with multiple binding sites. C, D, E, Baseline-corrected thermogram and 
integrated isotherm for a representative ligand exchange reaction performed on CdSe/ZnS quantum dots in aqueous buffer, with least-squares fit to an empirical model of identical, 
independent sites (Langmuir-Wiseman isotherm) giving N≈200 sites and ΔH≈−57 kJ/mol. Adapted with permission from Dunlap et al., Ref. 56. Copyright 2022 American Chemical 
Society.   

Isotherms can be plotted as enthalpy per injection number 
(Figure 1D), or, since the ligand concentration in the syringe is 
known, the enthalpy can be divided by the number of moles 
injected in each step. With knowledge of the macromolecule 
concentration in the cell, the enthalpy per mole injected can be 
plotted against the total ligand-to-macromolecule 
concentration predicted to be in the cell after each injection 
(Figure 1E). In modern instruments typical cell volumes are less 
than 200 μL, with the ability to detect heat signals less than 10 
nJ per injection, and cell and syringe materials are designed for 
tolerance of a wide range of solvent and aqueous buffer 
conditions. 

Basic data interpretation can be understood from a model 
where a macromolecule has some number of identical binding 
sites for a ligand that are independent, in that the equilibrium 
from binding of a ligand to any site does not depend on the 
occupancy of other sites. At the start of a titration in which the 
sites are initially empty, much of the ligand that is introduced 
will bind to vacant sites. The enthalpy change (ΔH) measured 
per mole of ligand added is thus similar to the standard ΔH for 
ligand association. However, as the sites become saturated, 
much of the ligand that is added remains in solution, and the 
heat measured per injection will diminish. The slope of the roll-
off depends on the association constant Ka (or dissociation 
constant Kd=Ka−1), with larger association constants resulting in 
a sharper transition. Least-squares fitting can obtain values for 
N, Ka, and ΔH. The biochemical literature describes the 
characteristics of this approach and ways to address 
cooperative binding, competitive binding, and sets of dissimilar 
sites.45,46,48,49,51,70 ITC has been adapted to molecular binding in 
organic solutions,75 and techniques have been devised for 

interpretation of continuous injections that may obtain 
parameters in less time in favorable circumstances.76,77 

Particular challenges in the case of NC reactions studied via 
ITC are the large number of binding sites, heats of solution or 
mixing in organic solvents, polydispersity, and the need to 
maintain solubility of reactants and products in a homogeneous 
solution. Many of these challenges are endemic to any 
experimental approaches to thermodynamics of NC surfaces. In 
what follows, we will first describe common motifs for 
coordination of semiconductor NC surfaces by organic ligands, 
and some examples of reaction conditions for ligand exchange. 
We will then discuss complementary measurement techniques 
to study surface exchange reactions. Next we will examine 
empirical thermodynamic models in more detail, and steps 
towards an applicable microscopic picture. Finally, we offer 
some examples of the possibilities that await those who can 
develop improved control of NC-ligand binding.  

2. Overview of surface coordination in nonpolar 
and polar solvent environments 

Surface passivation is critical for the NC growth process and 
the colloidal stability of the post-synthetic product.78,79 
Importantly, surface passivation with either organic or inorganic 
ligands80 aid in preserving physical and electronic properties of 
individual particles, while providing a structural feature that is 
tunable across a variety of solvent systems.  

Surface passivation of NCs involves two main components: 
(1) direct interactions between the binding motif of the ligand 
and surface atoms of the NC and (2) steric or electrostatic 
interactions of the organic ligands extending into the solution 
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for colloidal stability. Structural components of the NC-ligand 
system, which can be altered for colloidal stability and 
functionality in a variety of environments, are schematically 
represented in Figure 2.  

 
Figure 2. Typical organic ligand structural components including the binding motif, 
possible linker, and solvating tail group are illustrated. Additionally, inorganic ligands 
such as halides, are shown coordinating to a metal atom at the surface of a 
representative metal chalcogenide NC. 

2.1 Representative binding motifs  

Metal chalcogenides and pnictides. Colloidal NCs composed 
of polar-covalent compounds such as common II-VI, III-V, and 
IV-VI binary semiconductors are generally stabilized by a layer 
of ligands that coordinate the surface metals through covalent, 
ionic, or dative bonding.1,81 Metal-rich surfaces with cationic 
character require charge-balancing that can be achieved by 
ligands with anionic, one electron donor ligands, referred to as 
X-type ligands. Neutral, two electron donor ligands that act as 
Lewis bases provide additional passivation for metal-rich 
surfaces and are known as L-type ligands. Electrophilic Z-type 
ligands, often metal complexes of that can be represented as 
MXy, passivate under-coordinated chalcogen- or pnictogen-rich 
surfaces by acting as neutral electron acceptors. Structural 
examples of these binding motifs can be found below in Figure 
3. 

A model of charge neutrality in direct coordination of NC 
surfaces may be inaccurate: chalcogenide and pnictide NCs 
stabilized by only neutral ligands are difficult to find. Polar 
solvents can support dispersions of charged colloidal particles, 
and even in nonpolar solvents, stabilization by secondary 
electrostatic ligands or groups has been observed in samples 
where charge-neutral coordination had been previously 
proposed.82 We have recently observed that histidine-based 
small-molecule ligands stabilize CdSe/ZnS core/shell NCs via 
both neutral binding of imidazoles, and X-type chloride binding 
facilitated by presence of a primary amine in the tail of the 
histidine-based ligands that contributes to the charge balance 
at the NC surface.83 

Halide perovskite compounds. The binding motifs 
encountered with halide perovskite NCs (e.g. CsPbX3) differ 
from what has been observed in polar-covalent NCs due to their 
more strongly ionic character. Work by several groups84–87 has 
indicated that CsPbX3 NC surfaces can be represented as an 
inner core, a final PbX2 plane, and a terminal A+X- layer in which 

Cs+ and/or X− ions may be substituted by ligands, as illustrated 
in Figure 4. Among several ligands that have been investigated, 
primary, secondary, tertiary, and quaternary alkylammonium 
ions that can substitute the A+ sites, and various halide, 
sulfonate, or thiocyanate counterions that may substitute the 
X− sites, were found to be effective. The absence of 
exchangeable protons on quaternary ammonium ligands helps 
to prevent detachment of the ligand from the NC surface, 
enabling improvement in PLQY and stability toward purification, 
including by gel permeation chromatography (GPC).88,89  
2.2 Ligand architecture and colloidal stability  

Ligands provide colloidal stability by controlling 
intermolecular interactions between surface ligands, solution 
components and other NCs present. These are the primary 
function of the linker and tail portions of organic ligands as 
shown in Figure 2. The architecture of surface ligands describes 
how solution-facing structures are connected to the binding 
motifs, and may encompass alkyl chains in small molecules, 
oligomeric structures with several binding motifs, and polymer 
sequences that include multiple binding motifs. These aspects 
of ligand design and several prominent examples are illustrated 
in Figure 3. 

In general, the ideal ligand shell for a particular environment 
provides a balance of weak attractions between ligand and 
solvent molecules to maintain suspension, while providing a 
macroscale steric repulsion that keeps the inorganic cores from 
physically interacting and diminishing their size-specific physical 
properties. The overall thermodynamic picture of the system 
includes contributions from direct binding interactions of the 
binding motifs, and also enthalpic and entropic contributions 
from ligand-ligand and ligand-solvent interactions that can be 
strongly influenced by differences in architecture.61,90,91  

Stabilization in hydrophobic solvents. NC syntheses typically 
involve the use of nonpolar, high boiling point solvents to 
initiate crystal nucleation and growth at high temperatures.92–

97 The resulting NCs produced by these high-temperature 
growth methods typically have ligands with nonpolar linker/tail 
groups coordinated to the surface. A commonly used 
passivating ligand is oleic acid, with an 18-carbon chain 
extending from the carboxylate binding motif. Weakly 
attractive London dispersion forces are at work here between 
hydrophobic ligands and solvent molecules, keeping the 
particles stably suspended, while providing a collective steric 
repulsion between individual NCs.  

Stabilization in polar solvents. At the surface of NCs, charge 
balancing interactions that occur between the surface atoms of 
the NC and ligand binding motif, or electrostatic associations 
with ions in solution, are just one part of the story. Beyond 
these interactions at the surface, the outer components of the 
ligand architecture may take part in many different types of 
attractive interactions in polar and aqueous environments. 
Polar ligand architectures may include molecules functionalized 
with carbonyl groups, hydrogen bonding donors and acceptors, 
and zwitterionic moieties which all contribute toward increased 
stability in polar-organic and aqueous environments. Common 
ligand architectures used in polar and aqueous environments 
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are highlighted in Figure 3 and range from small molecules to 
zwitterionic and polymeric architectures.  

 
 

 

Figure 3. Surrounding a representative core are common binding motifs categorized as X-, L-, and Z-type. Examples of ligand architectures common to different solvent contexts are 
featured in the outer sections, including nonpolar [Refs: 98 99 100 101 102], polar and aqueous [Refs: 28, 103 104 83 105 106 107 108]. The examples listed are primarily used with 
metal-chalcogenide, metal-pnictide, and lead halide perovskites. 
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Figure 4. Surface termination and ligand binding motifs for halide perovskite NCs. Part A 
is adapted with permission from Bodnarchuk et al., Ref. 85 (CC-BY-NC-ND 4.0). Part B is 
adapted with permission from Ye et al., Ref. 109 (CC-BY-4.0). 

Because of their robust size-tunable photophysical 
properties, many studies have focused heavily on adapting the 
surface chemistry of NCs for applications in aqueous solutions 
toward the goal of applying these properties to diagnostic 
bioimaging and biosensing pursuits.11,20 Additionally, NC-based 
electronic inks often depend on solution-phase ligand exchange 
with small molecules that require stabilization in polar organic 
solvents as they lack the steric stabilization capabilities of 
typical native ligands.110,111 For example, 3-mercaptopropionic 
acid (MPA) is one of the most explored short organic ligands for 
PbS NCs.112,113 Its carboxylate group can help to confer solubility 
in polar liquids via hydrogen bonding and/or charge 
stabilization. However, stable solutions in polar organics have 
required the addition of halide ligands balanced by ammonium 
counterions. To form p-type PbS inks without halides, we paired 
MPA with a weakly coordinating and basic solvent, 
benzylamine, achieving inks stable over a period of weeks or 
longer.10 

Polymeric ligands. The multiply-binding character of 
copolymer architectures with separate binding and solvating 
monomer residues106,107,114–118 offers increased colloidal 
stability in polar-organic and aqueous media for many types of 
semiconductor and metallic NCs, when compared to small 
molecules with only one or several binding motifs.  

Compared to polymer encapsulation strategies that preserve 
the native ligand set,119–121 multiply-binding ligands afford 
smaller hydrodynamic sizes, while suppressing nonspecific 
binding of NCs to biological molecules and surfaces. The 
solvating units may be polar polymeric groups such as 
poly(ethylene glycol) (PEG),122,123 zwitterionic groups such as 
sulfo- and carboxybetaine,124–126 and charged groups like 
carboxylates or quaternary amines.122,127 Copolymer ligands can 
be prepared by copolymerization of separate binding (e.g. 
imidazole, thiolate, catechol) and solvating/linking monomers 
that interact directly with the environment, or by partial 
modification of homopolymers.106,107,114,124,128,129 
Poly(isobutylene-alt-maleic anhydride) (PIMA) is frequently 

used as a polymer backbone for  partial modification due the 
ease and versatility with which the maleic anhydride rings can 
be functionalized with binding or solvating architectures.130 
Alternatively, reversible addition-fragmentation chain transfer 
(RAFT) polymerization has been used to design copolymers, 
including block copolymers. The terminal ends of the backbone 
and/or the solvating groups may be further modified with a 
spectroscopic handle, linking sites for bioconjugation reactions, 
or polymer brushes for additional steric stabilization. 
107,114,128,131,132 

Polymer architecture appears to be important: block 
copolymers with synthetically specified sequences enable 
“binding patches'' that lead to strong binding and high surface 
coverage.133,107,106 In a direct comparison, we found that block 
copolymers were superior both in terms of stability and surface 
protection.106 However, random or alternating binding and 
solvating residues can lead to the smallest hydrodynamic 
sizes.134 Giovanelli et al. have shown that polymeric ligands also 
offer kinetic stability (Figure 5).135 However, the 
thermodynamic implications of copolymeric ligand coatings in 
these environments have not yet been explored fully.  

 
Figure 5. Polymeric ligands offer enhanced stability, in part through slower desorption 
rates compared to small molecules, detected for CdSe/CdS/ZnS NCs using fluorescently 
labeled ligands. Reprinted with permission from Giovanelli et al., Ref. 135. Copyright 
2012 American Chemical Society. 

2.3 Symmetry concerns 

Nanocrystal core structures are typically represented by a 
truncated form of a bulk crystal phase, a polycrystalline 
structure in which periodic domains are joined by grain 
boundaries, or quasi-periodic structures built around a singular 
point such as in some icosahedral metal NC structures. In each 
case, the limited set of symmetry operations that can be applied 
to the core structure will generally require that their surfaces 
present at least several different types of coordination 
environments associated with different lattice planes, edges, 
and corners. These environments may have different spacing 
for coordination sites, different bonding geometries, and/or 
different charge balance requirements. Additional complexity 
results from NC shape, size, and local curvature,136 which affect 
the volume available to ligands anchored at surface 
coordination sites.60,137,138 As a result, we expect that a 
complete thermodynamic description of NC-ligand interactions 
should include multiple types of sites.4,61,139,140 Experimental 
measurements may or may not present sufficient evidence to 
describe such differences; however, if reactivity at different 
sites can be resolved, it opens the possibility of using the NC 
core as a scaffold for designing complex structures, or for using 
ligand mixtures to direct NC shapes.141,142 
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For example, the dominant binding sites for octahedral PbS 
NCs smaller than 3 nm are polar (111) facets. However, as the 
size of PbS NCs increases, the octahedral vertices become more 
truncated, forming a cuboctahedral shape therefore changing 
the dominant sites to polar (111) and neutral (100) facets.143  
2.4 Ligand exchange and phase transfers 

Deliberate ligand exchange procedures are vital in colloidal 
chemistry because they allow NC synthetic considerations to be 
separated from optimization of surface interactions, so that 
narrowly distributed physical properties can be achieved in any 
desired phase. 144–147 Moreover, well-defined ligand exchange 
reactions are needed to make experimental measurements of 
NC-ligand thermodynamics.  

A significant amount of research has been conducted over 
the years to understand the types of reactions that take place 
between NC surface atoms and various ligand 
types.101,146,148,148–152  

Nonpolar/nonpolar ligand exchanges. The exchange of 
native hydrophobic ligands for different nonpolar architectures 
can be advantageous in stabilizing quantum dots with high PLQY 
for luminescence applications and fundamental 
investigations.67,153,154 Nonpolar solvents do not easily support 
separated ions, which simplifies descriptions of ligand exchange 
via charge balance.155 Consequently, nonpolar solvents have 
been the context for many fundamental studies of ligand 
exchange reactions. In the case of chalcogenide and pnictide 
NCs, ligand exchange reactions have been interpreted through 
schemes such as those presented by Owen, reproduced in 
Figure 6.156  

 
Figure 6. Representative ligand exchange reactions maintaining charge balance on polar-
covalent NC surfaces. From Owen, 2015, Ref. 156. Reprinted with permission from AAAS. 

While a very useful starting point, overly simplified 
application of these schemes may give an incomplete picture of 
some real NC ligand exchange reactions. For example, diprotic 
phosphonic acids may displace multiple carboxylates, and some 
compounds can participate in multiple binding modes (e.g. X-
type or L-type) depending on protonation state as illustrated in 
a recent investigation of InP clusters by Ritchhart and Cossairt 
(Figure 7).157 Reactions among ligands with hydrophobic tails 
can often be carried out in monophasic solutions in nonpolar or 
weakly polar solvents, facilitating thermodynamic investigation 
via ITC, as well as other thermodynamic characterization 
techniques. 

 

Figure 7. Scheme representing X-type coordination of carboxylate and L-type 
coordination of carboxylic acid on atomically-precise InP nanoclusters, as evaluated from 
NMR. Reprinted with permission from Ritchhart and Cossairt, Ref. 157. Copyright 2019 
American Chemical Society. 

Nonpolar/polar ligand exchanges. Insulating native ligands 
are often exchanged for more compact and/or conductive 
ligands to decrease interparticle distance and facilitate charge 
transport between NCs in thin films for increased electronic 
performance.99,100,103 This often entails a change to a more polar 
organic solvent in which the native ligand coating may not 
provide colloidal stability, which poses additional challenges for 
conducting ligand exchange reactions. Solid-state ligand 
exchange has historically been applied most widely in the 
exchange of native nonpolar ligands for more compact ligands 
in assembled NC films for electronics, but is inefficient 
compared to preparation of stable, solution-phase inks. 
Exchange of nonpolar ligands for polar architectures may 
involve either monophasic or biphasic solvent systems. Recent 
work in our group has highlighted the successful biphasic 
solution-phase exchange of PbS and ternary AgBiS2 NCs to form 
inks for single deposition thin film fabrication.10,158 Studies in 
polar organic solvents may also aid in prototyping surface 
chemistry that is aimed at biomedical applications in water.83  

Nonpolar/aqueous ligand exchanges. Ligand exchanges to 
install hydrophilic coatings on NCs synthesized in hydrophobic 
solvents are commonly achieved via biphasic reactions with 
ligands in aqueous solution, or by co-dissolving NCs and ligands 
in homogeneous polar organic solutions followed by transfer to 
water or aqueous buffers.20 Historically, many of these 
reactions have involved large excesses of hydrophilic ligands.159 
For ITC studies, it is important to identify reactions that can be 
conducted in a homogeneous phase with controlled 
stoichiometry. For thermodynamic studies of ligand 
coordination in buffered aqueous solution, an initial exchange 
with a ligand that supports colloidal stability in water, and yet is 
labile toward exchange with more strongly binding ligands of 
interest, may be advantageous.56,160,161 Control of pH and ionic 
strength is critical, as these will modulate the protonation state 
of binding motifs and solution phase ligands, and influence 
charge balance considerations. 

3. Measurement techniques to quantify NC-ligand 
binding 

An expanding toolbox of measurement techniques that can 
be used to study thermodynamics of NC-ligand binding are 
explained below. While the focus of this Feature Article is ITC, it 
is important to explore additional techniques that can also be 
used to probe NC-ligand interactions. We are particularly 
interested in methods that do not require separation of NC-
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ligand complexes from solution, but can be used in situ to probe 
reactions at equilibrium. These methods can be used 
individually or in a complementary manner, and software 
packages are available that are designed to predict the results 
of multiple types of measurements using the same 
thermodynamic model.162 Figure 8 illustrates four such 
techniques that we will discuss below. 
3.1 NMR spectroscopy 

NMR techniques (Figure 8A) such as 1H NMR, diffusion 
ordered spectroscopy (DOSY) and nuclear Overhauser effect 
spectroscopy (NOESY) have proven to be very reliable tools for 
elucidating the identity of ligands that are binding to NC 
surfaces, molecular-level structural relationships between 
neighbouring ligands, and binding thermodynamics.27,149,163,164 
The difference in the position and line shape of the ligand NMR 
signals can frequently be used to differentiate ligands that are 
free in solution from those that are bound to the NC surface. In 
the case that the exchange occurs slowly on the NMR relaxation 
timescale, the spectrum may be represented by a linear 
combination of resonances for bound and free forms. 
Broadening is generally observed in the resonances of nuclei 
localized to the surface of the NCs compared to those free in 
solution, and this is attributed to the heterogeneity in the size 
and shape of the NCs, decrease in spin-spin relaxation time 
and/or slow tumbling of the large NCs.164–166 As long as steps 
are taken to provide sufficient relaxation delay between 
measurements, integrated signals are proportional to 
concentration, and by using internal or external standards, 
ligand concentrations can be estimated. When the NC 
concentration can be determined (from calibration curves, or 
analytical chemistry methods such as total elemental 
composition167 or osmometry168), ligand to NC ratios can be 
evaluated. Thus, by relating changes in bound ligand 
populations to concentrations of ligands in solution, association 
or exchange equilibrium constants can be determined. By 
running the experiments at different temperatures and using 
van’t Hoff analysis (In K vs T−1), ΔH and ΔS can be obtained.  

A key requirement for NMR is one or more unique 
spectroscopic handles whose resonances can be distinguished 
from other materials in the sample. Dempsey’s group used 
probe molecules with terminal alkene functions that can be 
distinguished from oleate species and alkane background to 
examine ligand exchange of oleate capped CdSe NCs with 
carboxylic acids, phosphonic acids, and thiols.169 Therein, they 
found undec-10-enoic acid to undergo an exchange with oleate 
with an equilibrium constant Kex of 0.83, whereas Kex for 
phosphonic acid and thiol-terminated ligands were too large to 
measure.169 The same group used 1H NMR to unravel the 
exchange mechanisms and thermodynamics of exchange of 
oleate capped PbS NCs with thiol-based ligands.147 In a similar 
vein, Brutchey’s group employed the use of 1H NMR to quantify 
the thermodynamics of ligand exchange on CsPbBr3 quantum 
dots.86 Therein, they measured Kex for the exchange of native 
oleate with undecanoic acid, and for the exchange of the 
oleylamine with undec-10-en-1-amine. Despite the many 
capabilities of the technique, there remain significant 
limitations in using NMR alone to elucidate the 
thermodynamics of ligand exchange on NCs surface. For 
example, NMR requires high NC and ligand concentrations to 
obtain signals that can be reliably integrated against 
background. This is a particular limitation in measuring large 

association or exchange constants where free ligand 
concentrations are low over a wide range of surface occupation 
states. Sometimes, exchange between bound and free 
populations is too fast to produce distinct signals.147 In such 
cases, we have employed variable temperature NMR83,138 and 
DOSY10,89,170 to identify ligands that are interacting with the NC 
surface, but these approaches may be insufficient to yield 
reliable equilibrium constants. 
3.2 Fluorescence Anisotropy 

Fluorescence anisotropy (FA) relies on exciting a fluorophore 
whose transition dipole undergoes rotational diffusion.53 It can 
be used to measure adsorption of a fluorescent probe molecule 
to the NC surface. As illustrated in Figure 8B, a free ligand in 
solution will exhibit low anisotropy r due to constant free 
rotation of the molecule in solution. However, when bonded to 
macromolecule or NCs surface, r increases due to increased 
local viscosity from interaction with other molecules bound to 
the surface, and slow rotational diffusion of the macromolecule 
as a whole. This technique has been extensively applied to 
detect and measure binding interactions in biomedical fields 
including drug discovery.171–174 FA has been used to measure 
the dynamic properties of the ligand shell on the surface of CdSe 
NCs 175 as well as to measure the dynamics of the self-
assembled monolayer on gold NC surfaces.176 

The advantage of using FA to elucidate the binding strength 
of ligands to macromolecules is that it only requires a small 
amount of ligand and macromolecules and can be automated 
for fast measurement of large number of samples. The signal is 
intrinsically related to the ratio of bound and free populations, 
and it can be designed to probe low and high Ka values. 
However, shortcomings of using FA include the necessity of a 
fluorescent ligand, and the saturation of fluorescence signals 
due to self-quenching at high fractional occupation of surface 
sites, as well as fluorescence background from NCs themselves. 
3.3 Fluorescence Quenching  

Just like FA, quenching of a fluorophore due to complexation 
can be used to measure the binding affinity of a ligand to a 
macromolecule.53 Quenching can be classified as dynamic or 
static. Dynamic quenching of a molecule occurs when there is 
energy or electron transfer between the donor and the acceptor 
species as a result of collisions within the donor decay lifetime, 
causing a decrease in average lifetime177 that varies with 
acceptor concentration. However, static quenching occurs due 
to a quencher (ligand) that is already bound to a donor 
fluorophore (macromolecule), resulting in emission from an 
equilibrium distribution of NC-ligand complexes as represented 
in Figure 8C. Thus, static quenching is more useful in assessing 
the binding strength of a ligand to a macromolecule. In 
measuring the binding strength of a ligand using PL quenching, 
a quencher molecule is titrated into a solution of fluorescent 
macromolecules and the intensity change (final fluorescence 
intensity) upon complex formation is then monitored. By 
monitoring the concentration of the quencher that is titrated 
into the macromolecule and the resulting reduction in 
fluorescence intensity, the binding affinity of the quencher to 
the fluorophore macromolecule can be estimated. 
Fluorescence quenching can be performed in continuous-wave 
or time-resolved modes. It is well suited to quantum dot NCs 
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due to their intrinsic PL, and has been used in some of the 
earliest thermodynamic investigations of quantum dot-ligand 
interactions.178–183 Mulvaney and Bullen179 used this technique 
to estimate the adsorption equilibrium constant of different 
amines and thiols on the surface of CdSe NCs. Munro et al., also 
estimated the Ka for amines on the surface of CdSe NCs to be on 
the order of 106 M-1 (lower limit) using PL quenching.180 Despite 
the wide accessibility of this technique,182,184 the use of PL 
quenching to measure the binding of ligands to NC surfaces is 
challenging because the reduction in PL intensity associated 
with ligand binding is strongly ligand-dependent and is not 
necessarily proportional to fractional ligand coverage over a 
wide range. As such it is best suited to probing a small number 
of vacant binding sites on NCs stabilized by other 
ligands178,182,185 or uptake of metal ion quenchers184 rather than 
complete ligand exchanges.  
3.4 Microscale Thermophoresis (MST) 

MST (illustrated in Figure 8D) is another technique that can 
be used to estimate the binding of ligands to a fluorophore-
labelled (or naturally fluorescent) macromolecule.186,187 
Designed as an approach to measuring bioaffinity interactions 
in conditions that are as close to physiological as possible, it is 
marketed as a competing technology to ITC. A sample consisting 
of a homogeneous mixture of macromolecule and proposed 
ligand is locally heated with a focused infrared laser, while 
fluorescence is probed via UV or visible excitation. The heating 
tends to cause macromolecules to diffuse away from the focal 
point (thermophoresis), causing a reduction in fluorescence 
that may be augmented by temperature-related changes in 
brightness. Both of these properties may change when a ligand 
is bound to the macromolecule: for example, the mobility is 
diminished by an increase in hydrodynamic size. The details of 
the response to local heating are not necessary to determine a 
binding constant: instead, the experiment is repeated on a 
series of samples prepared with a wide range of ligand and/or 
macromolecule concentrations. Only very low sample volumes 
are needed, and can be prepared in disposable capillary tubes. 
This feature avoids many concerns with sample contamination 
and in principle permits almost any solvent to be used including 
strictly air-free preparation and measurement. This technique 
has been used to study binding affinity in various biological 
examples188–190 but its applications to NCs is still limited. 
Compared to ITC or NMR, MST may face difficulties in resolving 
complex thermodynamic models due to the limited number of 
concentration points. Also, changes in thermophoresis are 
related to changes in hydrodynamic size that might not be very 
significant for small molecule exchange at NC surfaces. 
However, the intrinsic fluorescence of quantum dots could 
make them easy to study with MST, or even make them usable 
as part of a labelling system for studying affinity interactions 
between biomolecules.  

 

Figure 8: Several measurement techniques for NC-ligand thermodynamics. We note that 
panel A represents the limit of slow exchange on the NMR measurement timescale. 

3.5 Comparison with ITC 

Compared with the above techniques, ITC is unique in that it 
can simultaneously determine all binding parameters 
(equilibrium constant, enthalpy change ΔH, reaction 
stoichiometry, Gibbs free energy ΔG, and entropy change ΔS) in 
a single experiment, can probe a wide range of binding constant 
values, produces a large number of isotherm points supporting 
evaluation of complex models, and does not require specific 
spectroscopic handles. ITC is also non-destructive in that 
samples may be recovered for spectroscopic analysis. However, 
the technique does pose some unique challenges in that 
because it measures all sources of enthalpy change, it is 
sensitive to heats of mixing and dilution (including mixing of 
organic solvents with different amounts of adventitious water), 
thus requiring careful attention to background runs. Sample 
quantities are typically smaller than those required for NMR, 
but much greater than required for optical spectroscopy. It is 
difficult to prepare samples in a strictly air-free manner, though 
the small diameter of sample and reference loading tubes limits 
exposure. Analysis of ITC data requires consideration of the 
volume displaced from the cell by each injection (as the cells are 
typically overfilled to improve signal quality), which is handled 
by built-in software but requires attention in custom analysis. 
3.6 Preparation of NC samples for reliable measurements  

Thermodynamic measurements depend on knowledge of 
reagent concentrations. For colloidal NCs, this means 
developing measurements for, and control of, total ligand and 
NC concentrations. A variety of purification techniques can be 
used to separate NCs and strongly-bound ligands from solution-
phase components.191,192 Total concentrations of ligands 
retained by NC samples can frequently be obtained from NMR 
or ultraviolet-visible spectroscopy, or from thermogravimetric 
analysis. Based on such analysis, we have found gel permeation 
chromatography (GPC) to be an especially helpful technique for 
obtaining samples with reliable properties such as native ligand 
density and ligand exchange equivalency,191,193 and it has also 
been adopted by other groups.157,194,195 Assignment of NC 
concentrations can be more problematic because it typically 
requires knowledge of both the total amount of compound and 
the average particle volume. The average particle volume can in 
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principle be assigned from the distribution of particle diameter 
or projected areas as determined, for example, by microscopy.  

In practice, especially for quantum dots, NC concentrations 
are frequently assigned from calibration curves that assign total 
concentrations and/or size based on electronic (UV-vis-NIR) 
absorption spectra. For example, calibration curves for size and 
concentration are available for wurtzite (WZ) CdSe,168,196–198 WZ 
CdS,198 zincblende (ZB) CdSe and CdS,199 tetragonal CuInS2,200 
CsPbX3,201,202 CdTe,198,203,204 PbSe,205,206 PbTe, PbS,207,208 InP, 
InAs,209  and ZnSe.210 

4. Thermodynamic models 
In what follows, we will describe empirical thermodynamic 

models that are suited to describing the binding of ligands to a 
macromolecule M (here, the NC) with a multitude of potential 
binding sites. These models, some of which are highlighted in 
Figure 9, can be used to describe and predict the results of 
ligand exchange reactions while remaining agnostic as to the 
identity or detailed structure of the actual surface coordination 
and ligand conformation environments. However, independent 
data on structure of NC or NC-ligand complexes may provide 
constraints on empirical model parameters that make the 
results more likely to be useful over a range of NC sizes and 
ligand scope. 
4.1 Langmuir 

The starting point for thermodynamic analysis of ligand 
binding is the biomolecular association of a ligand L to some site 
S to form a ligand-site complex SL. This can be described by the 
following chemical equation, which defines Ka: 

 S+L=SL (1a) 

 𝑲𝑲𝐚𝐚 = [𝐒𝐒𝐒𝐒]
[𝐒𝐒][𝐋𝐋]

= 𝜽𝜽
(𝟏𝟏−𝜽𝜽)[𝐋𝐋] (1b) 

Where [S] and [SL] describe the molar concentration of free 
and occupied sites. This simple model is widely used to describe 
binding of ligands to biomacromolecules (though often the 
dissociation constant Kd=1/Ka is used to describe the 
equilibrium, as it is numerically equal to [L] at 50% occupancy, 
i.e. when [S]=[SL]). When attempting to identify Ka from a 
titration experiment, the number of sites per macromolecule, 
N, might not be known. In the case that all sites per 
macromolecule are identical and their binding equilibria are 
independent (Figure 9A), we arrive at a model very similar to 
the Langmuir model for gas adsorption at surfaces, in which the 
fractional occupation (probability of being occupied by a ligand 
at any time) θ of all sites simply depends on the free ligand 
concentration [L] and Ka. This is known as the Langmuir 
isotherm. In titration experiments, it is frequently the total 
concentrations of ligand ([L]t = [L]+[SL]) and macromolecules 
[M]t (i.e. the NC: in what follows NC concentrations will be 
referred to as [M] for consistency with biochemical literature) 
that are controlled. Allowing the possibility of some number of 
identical, non-interacting sites N per macromolecule, the total 
concentration of sites is given by N[M]t, and in such a case [L] 
and θ can be obtained from a quadratic equation given Ka. The  

 

Figure 9. Common empirical thermodynamic models for NC-ligand interactions. 
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form when θ is expressed as a function of [L]t is known as the 
Langmuir-Wiseman isotherm,44 which is frequently 
encountered in ITC. Langmuir-Wiseman isotherms have a 
characteristic shape determined by the Brandts “c parameter” 
c=KaN[M]t, while ITC can additionally provide a value for the 
enthalpy ΔH per site. When c > 1, unique values for N, Ka, and 
ΔH can often be resolved from fits to experimental data; curve 
shapes and analysis including at low c have been reviewed.211,212 

The Langmuir model is a useful starting point for describing 
ligand binding to NCs because of its simple form, its ability to 
describe binding to a large number of sites, and because more 
complex ligand exchange models can often be reduced to 
behavior very similar to the Langmuir model in certain limits.  

Use of the Langmuir isotherm is routine in ITC measurements 
of noncovalent adsorption of proteins to nanoparticles.51 It has 
also been applied to the earliest ITC studies of L-type ligand 
coordination to NC surfaces by Jones’s group55 and ours.67 Using 
ITC in toluene, we demonstrated that trioctylphosphine (TOP) 
and oleylamine can adsorb to vacant sites on purified, oleate-
capped WZ CdSe/CdS core/shell NCs with Ka~104 M−1, whereas 
trioctylphosphine oxide (TOPO) showed negligible binding 
(Figure 10). Prior to this, Bardeen and Tang’s groups found that 
a Langmuir isotherm described adsorption of carboxylic acids to 
oleate-capped CdS NCs using fluorescence quenching.178 
However, many NC surface reactions entail exchange, not 
merely adsorption, and detailed investigations are revealing 
evidence of multiple types of sites and/or interactions. Before 
considering more complex models for NC-ligand binding, it is 
worth examining the most general approaches to describing 
binding at multiple sites, which has been explored at length in 
biochemical literature.  

 
Figure 10. Titration of several nucleophiles into wurtzite CdSe/CdS core/shell NCs with 
pre-existing Cd(oleate)2 coordination in THF solution at room temperature. Despite a low 
c parameter in this experiment, exothermic association of oleylamine and TOP can be 
seen with Ka~104 M−1, in contrast to TOPO. Adapted with permission from Shen et al., 
Ref. 67. Copyright 2015 American Chemical Society. 

Beyond Langmuir: general case of multiple sites. The most 
general approach makes use of a “binding polynomial” that is 
the partition function for the macromolecule in the system.70 It 
relies on a set of cumulative, or total, association constants βi 
that describe the formation of complex(es) with a certain 
number i of ligands bound: 

 M + iL = MLi (2a) 

 𝜷𝜷𝒊𝒊 = [𝐌𝐌𝐌𝐌𝒊𝒊]
[𝐌𝐌][𝐋𝐋]𝒊𝒊

 (2b) 

The concentrations of all these possible complexes must 
simultaneously be in equilibrium with the free concentrations 
[M] and [L]. The binding polynomial P is defined as: 

 𝑷𝑷 = ∑ [𝐌𝐌𝐋𝐋𝒊𝒊]
[𝐌𝐌]

𝑵𝑵
𝒊𝒊=𝟎𝟎 = 𝟏𝟏 + ∑ 𝜷𝜷𝒊𝒊[𝐋𝐋]𝒊𝒊𝑵𝑵

𝒊𝒊=𝟏𝟏  (3) 

where N is the largest possible number of ligands bound, and 
it can be used, given values for βi and the free ligand 
concentration [L], to obtain the fractional populations of free M 
and each MLi complex at equilibrium. The total fractional 
occupancy θ, now representing the total concentration of 
bound ligands [L]b divided by the total concentration of sites 
N[M]t, is given by: 

 𝜽𝜽 = [𝐋𝐋]𝒃𝒃
𝑵𝑵[𝐌𝐌]𝒕𝒕

= 𝟏𝟏
𝑵𝑵

∑ 𝒊𝒊[𝐌𝐌𝐋𝐋𝒊𝒊]𝑵𝑵
𝒊𝒊=𝟏𝟏

[𝐌𝐌]+∑ [𝐌𝐌𝐋𝐋𝒊𝒊]𝑵𝑵
𝒊𝒊=𝟏𝟏

= 𝟏𝟏
𝑵𝑵
∑ 𝒊𝒊𝜷𝜷𝒊𝒊[𝐋𝐋]𝒊𝒊𝑵𝑵
𝒊𝒊=𝟏𝟏

𝑷𝑷
 (4) 

In an ITC experiment, we know [L]t and [M]t at the conclusion 
of each titration step. Through conservation of matter, we can 
write: 

 [𝐋𝐋]𝐭𝐭 = [𝐋𝐋] + 𝑵𝑵[𝐌𝐌]𝐭𝐭𝜽𝜽 = [𝐋𝐋] + [𝐌𝐌]𝐭𝐭
∑ 𝒊𝒊𝜷𝜷𝒊𝒊[𝐋𝐋]𝒊𝒊𝑵𝑵
𝒊𝒊=𝟏𝟏

𝑷𝑷
 (5) 

Multiplying by P produces a polynomial of order N+1 that can 
in principle be solved analytically or numerically to find [L] at 
equilibrium for any set of βi. By assigning an average ΔHi for 
each set of complexes MLi, the entire isotherm can be simulated 
and compared with experiment.  

This approach can completely account for interactions and 
differences among sites: the βi’s can be expressed as a product 
of incremental association constants Ki describing the addition 
of each additional ligand, which may naturally depend on what 
sites are already occupied. However, the set of Ki’s is not unique 
as they may depend on the order in which sites are filled. The 
connection to the Langmuir isotherm, and deviations associated 
with interactions, can be seen through microscopic association 
constants ki describing the association of a ligand to a particular 
site i in the absence of any other interactions. The βi can then 
be described in terms of the various combinations of site 
occupancy, with an interaction parameter describing 
cooperative or anti-cooperative behavior. For identical and 
independent sites, ki is simply the Langmuir association 
constant Ka and βN=kN. Binding to two identical, but interacting 
sites finds β1=2k and β2=κk2 where k is the microscopic 
association constant for either site and κ is an interaction 
parameter; κ>1 for cooperative binding, κ<1 for anti-
cooperative, and κ=1 for the independent case. The approach is 
well suited to small numbers of interacting sites such as metal 
ions binding to peptides or synthetic cryptand 
macrocycles,45,50,213 but it should be clear that the complete 
description of large numbers of sites, as found on NC surfaces, 
according to the binding polynomial approach is mathematically 
unwieldy (requiring high-order polynomials) and has a 
parameter set that is far too large to be resolved 
experimentally.  

A simplified approach to considering cooperativity is found in 
the Hill equation, originally developed to interpret O2 binding to 
hemoglobin and commonly encountered in biochemical 
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literature. Only the completely occupied and unoccupied cases 
are considered, equivalent to retaining only the terms with i 
equal to a “Hill parameter” n in Equation 5. In practice, n is 
allowed to vary with n>1 representing cooperativity. Here, we 
emphasize that the Hill equation has substantial limitations in 
describing interactions with multiple sites on NCs. Most 
importantly, the Hill parameter n does not describe the number 
of sites per particle N: indeed, a macromolecule with N 
identical, independent sites (Langmuir model) will always show 
a Hill plot with n=1.  

We return to approaches for describing ligand interactions 
on NCs below, but first, we will look at extensions to the case of 
independent (non-interacting) sites. 
4.2 Ligand exchange reactions and Langmuir-like limits 

In many cases, NC surface chemistry entails ligand exchange, 
not ligand association to vacant (solvent-occupied) sites. Ligand 
exchange, in which a pre-existing ligand is displaced, can be 
modeled thermodynamically as competitive binding of pre-
existing (native) and new ligands to sites on the NC surface 
(Figure 9B). In the case of identical independent sites, the most 
general solution requires simultaneous equilibrium of the 
chemical equations for binding of each ligand to vacant sites S: 

 𝐒𝐒 +  𝐋𝐋𝟏𝟏  =  𝐒𝐒𝐋𝐋𝟏𝟏 (6a) 

 𝐒𝐒 +  𝐋𝐋𝟐𝟐  =  𝐒𝐒𝐋𝐋𝟐𝟐  (6b) 

where L1 is the initial ligand, L2 is the new ligand, and SL1 and 
SL2 respectively represent sites occupied by each, with the 
corresponding mass action expressions for the association 
constants Ka,L1 and Ka,L2 for each ligand, where θ1 and θ2 
represent the fractional occupancy of sites by L1 and L2 
respectively: 

 𝑲𝑲𝐚𝐚,𝐋𝐋𝐋𝐋 = [𝐒𝐒𝐒𝐒𝟏𝟏]
[𝐒𝐒]

𝟏𝟏
[𝐋𝐋𝟏𝟏]

= 𝜽𝜽𝟏𝟏
(𝟏𝟏−𝜽𝜽𝟏𝟏−𝜽𝜽𝟐𝟐)[𝐋𝐋𝟏𝟏]

 (7a) 

 𝑲𝑲𝐚𝐚,𝐋𝐋𝐋𝐋 = [𝐒𝐒𝐋𝐋𝟐𝟐]
[𝐒𝐒]

𝟏𝟏
[𝐋𝐋𝟐𝟐]

= 𝜽𝜽𝟐𝟐
(𝟏𝟏−𝜽𝜽𝟏𝟏−𝜽𝜽𝟐𝟐)[𝐋𝐋𝟐𝟐]

 (7b) 

With the number of sites and association constants as 
parameters, these linked quadratic equations can be solved for 
[L2], and used to determine the amount of each ligand bound 
for any combination [M]t, [L1]t, and [L2]t.  

Competitive binding is routinely encountered in 
biochemistry and catalysis, and programs to fit analytical 
results, such as ITC, in terms of a competitive binding model are 
routinely available. However, it may not be possible, or 
necessary, to resolve the complete parameter set (Ka,L1, Ka,L2, N, 
plus ΔHL1 and ΔHL2 for ITC) to describe the results for a particular 
experiment. A common situation for NCs is that that surface is 
initially saturated with one ligand so that there are very few 
vacant sites throughout the course of the experiment. In this 
case, binding of one ligand always requires displacement of the 
other, and the two equilibria can be collapsed to a single 
expression defining the exchange equilibrium constant Kex: 

 𝐒𝐒𝐒𝐒𝟏𝟏  +  𝐋𝐋𝟐𝟐  =  𝐒𝐒𝐋𝐋𝟐𝟐 + 𝐋𝐋𝟏𝟏 (8a) 

 𝑲𝑲𝒆𝒆𝒆𝒆 = 𝑲𝑲𝐚𝐚,𝐋𝐋𝐋𝐋

𝑲𝑲𝐚𝐚,𝐋𝐋𝐋𝐋
= 𝜽𝜽𝟐𝟐[𝐋𝐋𝟏𝟏]

(𝟏𝟏−𝜽𝜽𝟐𝟐)[𝐋𝐋𝟐𝟐]
 (8b) 

Where θ2 is the fractional occupation of sites by the new 
ligand L2. The condition at equilibrium can be solved exactly 
when the total concentrations of ligands and macromolecule 
are known, for any set of N and Kex. ITC will also obtain the 
difference in enthalpy of binding ΔHex between L1 and L2, 
reducing the parameter set to 3 from 5 for the general case. 
However, in general we do not know what will be an 
appropriate thermodynamic model for a reaction before we 
conduct an experiment, and so it is helpful to examine the 
behavior of the 1:1 ligand exchange model in several limits. 

The simplest limit mathematically is saturating conditions, in 
which the concentration of L1 in solution is much greater than 
the total concentration of sites ([L1]≫N[M]t) so that 
displacement of L1 from the surface makes a negligible change 
in [L1] over the course of the reaction, so that [L1] can be 
considered constant. In this case, we can define an effective 
association constant Ka,eff for new ligand L2 that applies at this 
particular concentration of [L1]: 

 𝜽𝜽𝟐𝟐
(𝟏𝟏−𝜽𝜽𝟐𝟐)[𝐋𝐋𝟐𝟐]

≈ 𝑲𝑲𝐚𝐚,𝐞𝐞𝐞𝐞𝐞𝐞 = 𝑲𝑲ex
[L1]

 (9) 

A Langmuir-like mass action expression is recovered; 
experimental data can be fit in terms of the Langmuir model to 
arrive at Ka,eff, and with knowledge of [L1], the exchange 
equilibrium constant Kex can be obtained. This technique is 
somewhat unwieldy in that it requires a large excess 
concentration of the initial ligand, which tends to suppress 
ligand exchange; only for sufficiently large values of Kex and 
[M]t, such that c=Ka,effN[M]t≫1, can the number of sites N be 
obtained with precision from ITC alone. However, saturating 
conditions can be useful in providing colloidal stability when 
using a weakly associating initial ligand L1 as a “leaving group” 
for installation of several stronger binders L2, for which Kex and 
ΔH can be compared from parallel titrations.56 

The more common case for NC ligand exchange is that the 
sites are nearly filled with the initial ligand L1, but the 
concentration of L1 in solution is low, such that [L1]t is 
approximated by the total concentration of sites ([L1]t≈N[M]t). 
This is typically the case for quantum dots with anionic organic 
ligands following initial purification in nonpolar solvents, for 
example.60,170,214 In such cases, the primary source of L1 in 
solution will be displacement by binding of new ligand L to some 
of the sites on the NC surface: [L1]≈θ2N[M]t. Unlike in the 
saturation limit, [L1] changes by a large factor as L2 is introduced. 
However, with Kex≫1, the dependence of θ2 (or measured heat 
in ITC) on [L2]t once again resembles a Langmuir-Weissman 
isotherm. This is because the system only deviates from 
quantitative exchange near the equivalence point where 
[L2]t≈N[M]t. Here, θ2 is approaching 1, and so [L1]≈N[M]t, giving 
an effective association constant Ka,eff=Kex/(N[M]t). Hence, 
analyzing isotherms from such an experiment in terms of the 
Langmuir model will give Ka,eff, N, and ΔHex, and N and [M]t can 
be used to obtain Kex. The exact solution to Equation 8b closely 
resembles this limit for Kex≥5.59 

Exchange at identical independent sites has been relatively 
successful at describing X-type anionic exchange of 
alkylcarboxylate with thiols on CdSe60 and PbS147 NCs and InP 
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clusters157 in anhydrous solvents, though deviations appear 
under some conditions as described below. It has been less 
successful at describing exchange of alkylcarboxylates with 
phosphonic acids,59,62,157 where deviations from the Langmuir-
like limits described above appear. At least in the case of InP, it 
appears this may be partly corrected by considering 2-for-1 
exchange due to the diprotic character of phosphonic acids.157 
Likewise, Jharimune et al. observed excellent compliance with 
the Langmuir limit for bulk cation exchange of Cd2+ in CdSe NCs 
with 2 equivalents of Ag+.65 While not strictly a ligand exchange 
reaction, they were able to resolve variation in the ion exchange 
enthalpy and entropy among different ligand coatings on the 
NCs (Figure 11). 

 
Figure 11. Left, thermogram and isotherm for ion exchange of CdSe NCs to yield Ag2Se. 
The first titration point is neglected as is conventional due to pre-mixing. Right, ΔH and 
ΔS for ion exchange in the presence of several surface ligands. Adapted with permission 
from Jharimune et al., Ref. 65. Copyright 2018 American Chemical Society. 

4.3 Multiple types of independent sites  

The surfaces of NCs are intrinsically heterogeneous due to 
the presence of facets (often several types), edges, corners, and 
various defects and reconstructions. In some cases it is possible 
to resolve ligand populations in different surface environments 
spectroscopically, for example by shifts in NMR or IR spectra. It 
may also be possible to resolve different types of binding sites 
thermodynamically. In principle, one set of sites could react 
completely with an added ligand under conditions where other 
sites react negligibly; in this case, the Langmuir assumption of 
identical sites might hold for describing those sites that do 
react. However, in other cases, multiple sets of sites may be 
able to undergo reactions at experimentally accessible reagent 
concentrations, but with different equilibrium constants. In this 
case, the extent of reaction (fractional occupation, for ligand 
binding or exchange) at multiple sets of sites must 
simultaneously reach equilibrium with reactant concentrations 
in solution, and we may be interested in understanding whether 
it is possible to selectively modify one set, or whether observed 
spectroscopic or ITC data can be explained in terms of reactions 
at several types of sites, each with a unique set of 
thermodynamic parameters. As in the case of identical sites, the 
simplest model considers independent sites (Figure 9C). 

Consider binding of a ligand L to two types of initially vacant, 
independent sites with association constants Ka1 and Ka2: 

 𝑲𝑲𝐚𝐚𝐚𝐚 = 𝜽𝜽𝟏𝟏
(𝟏𝟏−𝜽𝜽𝟏𝟏)[𝐋𝐋]

 (10a) 

 𝑲𝑲𝐚𝐚𝐚𝐚 = 𝜽𝜽𝟐𝟐
(𝟏𝟏−𝜽𝜽𝟐𝟐)[𝐋𝐋]

 (10b) 

These linked equations can be solved exactly (now requiring 
a cubic polynomial) to determine the isotherm for any set of the 
6 parameters Ka1, Ka2, ΔH1, ΔH2, N1, and N2 where N1 and N2 are 
the number of sites of each type per macromolecule. Ligand L 
will tend to bind first to the sites with the largest Ka. A particular 
advantage of ITC is that it can distinguish binding to different 
types of sites based on differences in ΔH;48,49 this can enable the 
populations of different types of sites to be resolved and 
compared to structural measurements. In contrast, NMR may 
be limited to measuring the total populations of bound and free 
ligands, which can be hampered by very low free ligand 
concentrations. Talapin has compared electrochemical 
measurements of free ligand concentration (which depend on 
log [L]) to NMR and shown that, if the different bound forms 
cannot be resolved, NMR is limited to resolving sites with 
Ka1/Ka2≥106 while electrochemical methods can get to ≥104.215 
We have pointed out59,141 that ITC can resolve sites with 
Ka1/Ka2>102 as long as ΔH1 and ΔH2 are significantly different. ITC 
analysis software is routinely equipped to fit data in terms of 
association to two or three types of independent sites; Rioux 
has applied this analysis to thiol association to Au NCs.64  

Models for exchange at multiple types of sites (in which sites 
may be initially occupied) involve a similar parameter set but 
will generally require use of effective association constants as in 
section 4.3 and/or customized analytical solutions; symbolic 
math software can assist in solving for [L] in terms of [L]t, [M]t, 
and initial ligand concentration(s) in these cases. We found 
evidence via ITC that phosphonic acids can bind to ZB CdSe NCs 
with initial oleate X-type ligand coordination both through X-
type exchange of oleate, and through adsorption of the neutral 
compound to vacant sites.59 Similar behavior has been reported 
for carboxylic and phosphonic acids on InP clusters, in contrast 
to the case for thiol addition where X-type exchange 
predominated.157 Banin’s group has found that isotherms for 
titration of oleate-capped ZB CdSe with thiols reveal multiple 
types of X-type exchange sites in the case of short, linear alkane 
tails.60 Examination of a family of branched and linear tails 
showed the branched ones could maintain high Ka, despite 
being less exothermic, due to a smaller entropic penalty on 
binding, as well as evidence for sites with different steric 
constraints (Figure 12).61 NMR studies of displacement of 
Cd(oleate)2 (Z-type ligands) from ZB CdSe NCs216 and Pb(oleate)2  

 
Figure 12. Thermograms (A) and isotherms (B) for exchange of oleate with linear and 
branched thiols on ZB CdSe NCs. The curves represent exchange at two sets of 
independent sites and in this case, the sites with the largest Kex have the less negative 
enthalpy change. Adapted with permission from Elimelech et al., Ref. 61 (CC-BY-4.0). 
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from rocksalt PbS NCs140 by high concentrations of amine 
nucleophiles have also been interpreted in terms of two sets of 
sites. In the latter case, the site numbers for weaker binders 
could be indexed to corners on an octahedral structural model 
for the NC. 
4.4 Fowler adsorption isotherm 

Interactions among molecules at nearby binding sites are 
known to strongly influence the growth of crystals142,217 and the 
thermodynamics of self-assembled monolayers;218 they also 
play a prominent role in NC surface chemistry. The influence of 
interactions can be seen, for instance, in ligand densities for 
nucleophiles with different steric requirements on NCs in non-
polar solvents,219,220 and in the relative stability of NCs 
protected by small molecule ligands with longer alkyl linkers in 
aqueous solution.221  

From the perspective of thermodynamic models, the 
question is whether such interactions can be interpreted simply 
in terms of corrections to the parameter set for independent 
binding, or whether interactions must be considered explicitly. 
Even in the former case, examining models that incorporate 
interactions could help to understand how the empirical 
thermodynamic parameters obtained from experiments may 
differ from those predicted from simple structural models. 

One of the simplest approaches to treating interactions is the 
Fowler adsorption isotherm,222 summarized in Figure 9D, in 
which an interaction term is added to the free energy of the 
system that depends linearly on the fractional occupation θ. An 
interaction parameter W is defined, representing a sum of 
pairwise interactions experienced by each ligand, such that the 
average interaction free energy per site is W/2 as θ approaches 
1. The mass action expression becomes: 

 𝑲𝑲𝐚𝐚 = 𝜽𝜽
(𝟏𝟏−𝜽𝜽)[𝐋𝐋]

𝒆𝒆
𝟐𝟐𝑾𝑾
𝑹𝑹𝑹𝑹
𝜽𝜽 (11) 

with W<0 representing cooperative interactions such that 
the association constant appears to increase with θ, and W>0 
the opposite. A linearized plot may be obtained by plotting 
ln([L](1-θ)/θ) versus θ: 

 𝒍𝒍𝒍𝒍 �[𝐋𝐋] 𝟏𝟏−𝜽𝜽
𝜽𝜽
� = −𝒍𝒍𝒍𝒍 𝑲𝑲𝐚𝐚 + 𝟐𝟐𝑾𝑾

𝑹𝑹𝑹𝑹
𝜽𝜽 = 𝜟𝜟𝜟𝜟

𝑹𝑹𝑹𝑹
+ 𝟐𝟐𝑾𝑾

𝑹𝑹𝑹𝑹
𝜽𝜽  (12) 

We see that Ka and ΔG in the above expression are those that 
would describe the Langmuir model in the limit of low θ. This 
model was used by Quarta et al. to infer anti-cooperative 
interactions between sterically bulky ammonium ligands on 
halide perovskite NCs, while primary ammonium ligands 
showed cooperative interactions, with turbidity used as a proxy 
for ligand binding.223 Interestingly, cooperative interactions 
were reported earlier by Moreels et al. for TOP/TOPO ligands 
on InP NCs;54 the difference might be related to particle size or 
shape, with the InP NCs having a smaller radius permitting a 
greater cone angle for bound ligands. Kroupa et al. used the 
Fowler isotherm to describe ligand exchange of cinnamic acids 
onto oleate-capped PbS QDs and observed strongly cooperative 
behavior with 2W≈−15 kJ/mol.224 Such cooperativity could help 
to explain the success of fluorocinnamic acids in preparation of 
stable PbS and AgBiS2 NC inks.158 A limitation of the Fowler 

model is that it only considers association of a single type of 
ligand and the value of the interaction free energy obtained 
may be difficult to compare directly to computational results or 
structure-based estimates of ligand size. We are unaware of 
examples of the Fowler isotherm applied to NC ITC studies, but 
note that isotherms would be sensitive to entropic and 
enthalpic contributions to W. 
4.5 McGhee-von Hippel adsorption isotherm 

A step beyond mean-field approaches to ligand interactions 
are lattice models, in which ligands bind to a 1-dimensional (1D) 
or 2D lattice of possible binding sites.222 The 1D lattice model 
has been applied to binding of ligands to biopolymers such as 
nucleic acids. An important feature is the ability to consider 
steric effects that arise when binding of a large ligand occupies 
several contiguous binding sites. At low occupancy, there are 
many possible locations such a ligand can bind; at high 
occupancy, even if some sites are vacant, it is less probable that 
contiguous sites are available that can accommodate the 
“footprint” of the bulky ligand. The McGhee-von Hippel 
formalism45,225 gives closed-form solutions to binding of ligands 
with footprint length l sites to a 1D lattice. For length l>1, an 
anti-cooperative effect (compared to a Langmuir model with 
the same maximum number N of ligands at saturation) is 
observed simply from the combinatorial (entropic) effect of 
requiring contiguous sites for binding (Figure 9E). This can be 
seen by adapting the notation used in Brown’s review,45 which 
derives from Scatchard analysis in molecular biology, to that of 
the present article. Letting Ns represent the number of lattice 
sites, with N continuing to represent the maximum possible 
number of ligands bound per macromolecule so that N≈Ns/l, 
and allowing θL to represent the average number of ligands 
bound as a fraction of N (θL=[L]b/(N[M]t)), and solving for the 
association constant Ka for binding of a ligand to the lattice in 
the limit of low occupancy, we can write: 

 𝐾𝐾a = 𝜃𝜃L
𝑙𝑙(1−𝜃𝜃L)𝑙𝑙[L]

�1 − 𝜃𝜃L �
𝑙𝑙−1
𝑙𝑙
��
𝑙𝑙−1

 (13) 

It can be seen that this reduces to the Langmuir model for 
l=1. Additional parameters for nearest-neighbour cooperativity 
and enthalpy corrections can be included.45 Ligand densities at 
NC surfaces are known to frequently be below the density of 
possible coordination sites as dictated by the crystal 
lattice.61,134,138,149,219,226 Many studies have used 2D or 3D lattice 
models to enable statistical consideration of steric and solvation 
effects in the binding of polymer chains to surfaces.133 In 
addition to considering homogeneous or inhomogeneous227 
planar surfaces, these expand on the conformations 
enumerated in the McGhee-von Hippel model by considering 
polymer segments as “trains” (occupying consecutive nearest-
neighbour sites), “loops” (unbound segments between trains), 
and “tails” (unbound ends). Such approaches these are likely to 
be relevant to consideration of polymer ligand coordination of 
NCs134 but we are unaware of examples that implement such 
models for quantitative interpretation of ITC data or NC-ligand 
binding equilibria.  
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4.6 Lattice simulations 

An alternative approach to lattice-based models of ligand 
binding to NC surfaces is simulations that simply add up ligand-
surface and nearest-neighbour interactions for representative 
surface configurations (Figure 9F). Configurations can be 
permuted or evaluated in a Monte-Carlo fashion to learn the 
characteristics of the ensemble when the free energy is 
minimized at a given temperature.228 This approach has 
recently been used by the Alivisatos group to analyze deviations 
from the Langmuir model identified from correlated NMR and 
ITC measurements in several types of small molecule ligand-NC 
binding interactions.62,63 Advantages include the ability to 
consider 2D surfaces, interactions among multiple ligand types 
as encountered in ligand exchange reactions, phase separation, 
and the possibility of vacant sites. A 2D “Ising model” considers 
only that nearest-neighbour sites be occupied, or not occupied, 
by the ligand being introduced: it can consider association to a 
vacant surface, or strict exchange, as a function of free ligand 
concentration; nearest-neighbour terms are notated as “tail” 
parameters. A modified Ising model was applied to consider 
exchange in the presence of vacant sites, in which case terms 
for same (A-A,B-B) and different (A-B) interactions must be 
included. These models can account for many features of 
experimentally observed isotherms (Figure 13). Challenges 
include the large parameter set, particularly for exchange and 
association, that places high demands on experimental data to 
obtain unique solutions. A useful innovation in these papers is 
using the NMR measurements of surface occupancy to produce 
plots of the incremental enthalpy per mole ligand added to the 
surface, rather than incremental enthalpy per mole ligand 
added to the system as a whole. 

 
Figure 13. Isotherms (left, experimental: right, calculated via modified Ising lattice 
model) for titration of several saturated alkylcarboxylic acids into oleate-capped InP NCs 
in toluene. Here, the vertical axis represents the measured heat per injection (from ITC) 
divided by the change in the moles of bound ligand (from NMR). Adapted with 
permission from Calvin et al., Ref. 62. Copyright 2021 American Chemical Society. 

5. Reconciling with structural models 
5.1 Solid State NMR 

While transmission electron microscopy and X-ray diffraction 
are useful in probing the core structure of NCs, solid-state NMR 
(SSNMR) is beneficial in acquiring structural information of the 
bound ligands and providing information about the 
heterogeneity of the NC surfaces. Conventional nuclei found in 
NCs like 29Si, 31P, 77Se, 113Cd, 123Te, 133Cs, and 207Pb show narrow 
SSNMR signals assigned to the core atoms of the NCs however 

the surface atoms of a similar diameter NC may show 
broadened and shifted SSNMR signals. 

Cross-polarization magic angle spinning (CP-MAS) SSNMR 
spectroscopy technique has been identified in numerous 
applications in characterizing the surface selective structures of 
NCs. For example, 1H → 77Se CP and CP-heteronuclear 
correlation (CP-HETCOR) experiments on CdSe NCs showed 
distinctive surface 77Se chemical shifts compared to the core Se 
atoms confirming that surface Se atoms have unique structural 
parameters and chemical environments that deviate from their 
bulk counterparts.229,230  Recent work from Rossini and 
coworkers has shown advancement of the field by utilizing 
dynamic nuclear polarization (DNP) enhanced 77Se and 113Cd 
SSNMR to further reveal the surface structure of the CdSe 
nanoplatelets and nanospheroids.231  They found that the 
surfaces of both CdSe nanoplatelets and nanospheroids 
primarily consist of {100} Se surfaces [Se(Cdcore)2(Cdsurface)2 
units], where the cadmium atoms at the surface comprise 
Cd(Sesurface)2(O2CR) units. CsBr termination of the CsPbBr3 NCs 
was identified by Rossini and Brutchey applying SSNMR 
spectroscopy.87 Fast magic angle spinning (MAS) SSNMR has 
been used to enhance the surface selectivity where 133Cs 
spectra show the presence of an additional 133Cs NMR signal, 
indicating the NC surface is terminated with Cs ions. Further, 
1H–133Cs and 1H–207Pb internuclear distance measurements 
between dodecylammonium−NH3+ ligand protons and surface 
and subsurface 133Cs and 207Pb spins indicate that the CsBr is 
interacting with alkylammonium ligands on a particular surface 
site.  
5.2 Computational models 

The complex nature of NC surfaces makes them challenging 
to study experimentally, and also an interesting computational 
challenge. Density functional theory (DFT) calculations have 
emerged as the primary techniques to predict structure at the 
NC-ligand interface and to link such structures to NC 
optoelectronic properties, while atomistic molecular dynamics 
calculations provide a view into inter-ligand and ligand-solvent 
interactions.52,113,217,232–239 

To simplify the NC system and reduce the computational 
cost, often clusters or smaller size NCs have been used for DFT 
calculations. In 2011, Voznyy provided the first atomistic model 
to explain the emission wavelength and lifetime variations, and 
blinking of the NCs using realistic CdSe NCs with carboxylic acid 
ligands (Figure 14).232 He showed it is possible to construct NCs 
without electronic traps even in the presence of surface atoms 
with dangling bonds. Extending this lead, Infante and coworkers  

 
Figure 14. Left, optimized structure of a [Cd56Se50(OAc)13]1− NC used in calculations by 
Voznyy. Right, optimized geometries of acetate on CdSe NC surface: a,b on (001) Cd-rich 
surface facet: c,d on (111) Cd-rich facet. Adapted with permission from Ref. 232, 
published 2011 American Chemical Society. 
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studied ligand surface coordination in terms of L-, X-, and Z-type 
ligands; they showed that most under-coordinated “dangling” 
atoms do not form traps and that L- and X-type ligands are 
gentle to the NC structure.238 Also, they found clear evidence 
that Z-type displacement generates midgap states, localized on 
the 4p lone pair of 2-coordinated selenium surface atoms in ZB 
II–VI metal chalcogenide NCs of any size and shape.  

6. Thermodynamics as a guide for future 
development of NC coordination 

A deeper understanding of thermodynamic parameters in 
NCs can resolve trade-offs in design where variation in ligand 
concentration can result in either beneficial surface passivation 
or detrimental etching.57,89,216 It can also streamline the choice 
of polymer binding motifs and architecture for the creation of 
highly stable water soluble NCs, as discussed in Section 2. 
Thermodynamic studies can also lead to superior regioselective 
control of NC surface chemistry. We consider a few of these 
possibilities below. 
6.1 Optimizing ligand coverage for stable perovskite NCs 

Thermodynamic investigations can help navigate gaps in the 
understanding of various NC-ligand systems. For example, we 
were inspired by apparent discrepancies regarding the 
stabilization of CsPbBr3 NCs through surface modification with 
dimethyldidodecyl ammonium bromide (DDAB). Some 
researchers reported the occurrence of a phase transformation 
into two-dimensional (2D) CsPb2Br5 nanoplatelets240 upon 
DDAB treatment while others reported improved quantum 
yield and stability.88,102 Through 1H NMR titration, ITC, and TEM, 
we were able to distinguish two key processes that occur during 
the NC-ligand exchange with DDAB.57 The first step of the 
process is endothermic and involves the dual exchange of 
oleate and oleylammonium with DDA+/Br- on the NC surface. 
As the first step approaches completion, a second step 
commences where Pb-containing complexes are displaced. This 
step is exothermic and initiates a third, more slowly-proceeding 
step involving Ostwald ripening of the NCs due to the Pb-
containing complexes in solution. Arresting the exchange at the 
conclusion of the first step enables isolation of highly stable, 
DDAB-capped CsPbBr3 NCs.89 The sensitivity of ITC to ΔH 
allowed the processes to be distinguished clearly (Figure 15), 
while 1H NMR helped to identify the products.  
6.2 Polymer ligands: optimizing stability, surface protection, and 
interactions with different NC surfaces 

While the high stability of semiconductor NCs coated with 
multiply-binding polymers compared to small molecules with 
similar binding motifs has been noted,135 there remains interest 
in how the architecture, for example the monodentate or 
bidentate binding motifs241 and the sequence of binding vs. 
stabilizing monomer residues in polymeric ligands, influences 
colloidal stability and protection of the surface against 
undesired interactions with endogenous molecules in biological 
systems. In our comparison of block- and random-copolymer 
methacrylate-based polymeric imidazole ligands, CdSe/CdZnS  

 

Figure 15. A, NMR titration and B, ITC titration of DDAB into CsPbBr3 NCs with native 
oleate/oleylammonium ligands. Arrows indicate points equivalent to first 3 NMR 
titration points. Adapted with permission from Abiodun et al. Ref. 57. Copyright 2021 
American Chemical Society. 

NCs exchanged with polymers were titrated with L-glutathione 
(an intracellular antioxidant) at physiological pH. Stability of the 
NCs was assessed by PL changes;106 it was found that NCs 
coated with block copolymers were least susceptible to 
glutathione association and were overall more stable than 
random copolymer NCs. Multiply-binding block copolymers are 
also of interest for magnetic oxide NCs242 and more detailed 
thermodynamic investigation could aid in development of 
improved bioimaging probes. 
6.3 Regioselective surface chemistry  

Progress in the understanding of thermodynamic parameters 
of NC surface chemistry would also permit regioselective 
control over the NC surface. As noted by Hoang et al., currently, 
it is very challenging to accurately determine ligand shell 
structure on NC surfaces, though NMR and scanning electron 
energy loss spectroscopy (EELS) have shown great potential.43 
Combining ITC with such spectroscopic and structural analyses 
could help separate the role of entropy and enthalpy in 
determining phase separation and formation of locally-ordered 
phases on NC surfaces, aiding in rational design of NC surfaces 
for various applications. For example, NCs have found use as 
fluorescent probes in neuroscience applications;14,243 one goal 
in this field is to develop cell membrane-targeted voltage 
sensors that provide the fastest response time and best optical 
resolution for imaging the propagation of action potentials. In 
2013, Marshall and Schnitzer proposed the use of NCs as 
voltage sensors that would out-perform standard biological 
voltage sensors in their response speed, size, and voltage-
dependent optical properties (Figure 16).244 They outlined two 
ways in which NCs could function as voltage sensors: one where 
the NCs are coated uniformly with hydrophobic surface 
molecules and are embedded within the cell membrane,245 and 
another where the NCs have distinct hydrophobic and 
hydrophilic surface regions so that they can be implemented as 
transmembrane molecules. In order to efficiently and 
successfully produce these NC voltage sensors, a strong 
foundation of NC surface thermodynamics would need to be 
established and this could be completed with the aid of ITC 
experimentation to resolve, for example, sites on the hexagonal 
axes and orthogonal sidewalls of wurtzite NCs.246 
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Figure 16: Concept for membrane-embedded NC voltage sensors envisioned by Marshall 
and Schnitzer. Reprinted with permission from Ref. 244. Copyright 2013 American 
Chemical Society. 

A recent step toward regioselective control of NC surfaces 
has been made by Wang et al. involving m-terphenyl isocyanide 
ligands on Au NCs (Figure 17).220 It was shown, both 
experimentally and computationally, that the steric 
interference between the anchoring group of the ligands and 
the surface of the NC was the dominating force driving the 
ligand’s affinity for the curved edges of the NC rather than the 
planar facets. This research further emphasizes the role of 
ligand design, including entropic contributions to 
thermodynamics that are challenging to model 
computationally, in enabling advanced control of NC-based 
structures. It could be an exciting system to study with ITC. 
6.4 Translation of thermodynamic understanding across various 
nanocrystalline chemistries 

While this Article has focused heavily on chalcogenide, 
pnictide, and perovskite semiconductor NCs, NC-ligand 
interactions are important to the function of many other types 
of inorganic nanoparticles (NPs) including metals and metal 
oxides that comprise a major portion of inorganic NPs 
successfully adapted for clinical use. These can be evaluated 
with similar techniques, but will display very different 
chemistry, from the semiconductor NCs described above. 
Extensive investigation into surface modification techniques 
and subsequent colloidal stability of metal and metal oxide NPs 
has been carried out, largely in aqueous environments. Using 
ITC, early work in the area by Chiad et al. demonstrated how 
quantitative binding profiles of polymer interactions with SiO2 
NPs could be established, resulting in a highly informative 
profile that can be used to optimize the surface chemistry of 
SiO2 for various applications.247 Additionally, magnetic iron 
oxide (Fe3O4) nanoparticles have seen major developments over 
the last few decades as magnetic tracers in bioimaging, 
biosensing, and drug delivery. A large variety of modification 
procedures have been applied to these metal oxide surfaces, 
supporting a number of ligand architectures similar to those 
previously discussed with metal-chalcogenide NCs.242 While 
Rioux’s group has used ITC to directly study thiol coordination 
of Au NPs, functionalized Au NPs have also been employed to 
study the influence of coatings on non-specific binding,248,249 
and as a platform to study specific biomolecular and biomimetic 
interactions via ITC.250–252  

 

Figure 17: Sterically-shielded isocyanide ligand selectively coordinates sites of high local 
curvature on Au NCs. Reprinted with permission from Wang et al., Ref. 220. Copyright 
2022 American Chemical Society. 

7. Conclusions 
Merely a decade ago, there were only a very few examples 

of NC-ligand thermodynamic measurements,54 or 
stoichiometric ligand exchange reactions of any kind on 
semiconductor NCs in solution,163 despite striking 
demonstrations of the unique physical properties of NCs and 
the beginning of commercial applications of quantum dots. Yet, 
the groundwork had been laid by development of syntheses for 
NCs and clusters with low dispersity, identification and 
classification of some of the most important binding motifs for 
organic ligands on NC surfaces,253 and development of atomistic 
computational models that include surface coordination.232 In 
the time since, there have been very rapid advances in 
knowledge fueled by new reactions, purification techniques, 
measurement techniques, and modeling approaches. One of 
the most important aspects has been the development an NMR 
“toolbox” that has been widely adopted.166 Wielding an ever 
greater set of tools, including ITC, will lead to even greater 
capabilities to learn and innovate with NC surface chemistry. 
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