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Abstract—Sepsis is an extreme inflammatory r esponse o f the
body to an infection. It is one of the leading causes of death
in critical care and ICUs worldwide, resulting in approximately
25% wmortality in critically ill populations. Early identification
and intervention are crucial to reducing sepsis-associated mor-
tality and improving patient prognosis because severe sepsis cases
can lead to organ failure and other life-threatening complications.
Diagnosis of Sepsis is challenging in terms of diagnostic accuracy
and timeliness due to ambiguous symptoms and individual
differences which are captured in heterogeneous varied data
sources with irregular time sequences. In recent years, numerous
efforts have been made using machine learning methods for
sepsis prediction. However, there are still very limited successful
industry scale implementations due to limitations of consistency
of input data, which often does not fitt he ¢ haracteristics of
uncertain time intervals and large number of missing values in
real-world critical care settings. In this study, we demonstrate
an innovative approach to predict sepsis occurrence in real-
time, on heterogeneous sets of variables with multiple time-
granularity, using a flexible g raph s tructure t o m odel patient
health records. Our modeling task is to predict future sepsis
risk at any time after the first4 8 h ours o fa dmission using
observations data from any time window within the past 12 hours.
To the best of our knowledge, our proposed approach is the first
ever implementation that is dynamic, uses a graph representation
to overcome the problem of irregular input features, and offers
continuous risk prediction, thereby improving the compatibility
of the model in clinical settings. Unlike prior efforts that report
results on de-identified c urated p ublic d atasets w ith synthetic
data filters, our experiments and results are validated by clinical
experts, and are based on a large level-1 trauma center’s multi-
year real-world longitudinal data.
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I. INTRODUCTION

Sepsis is a high mortality condition in ICU which leads
to organ failure, and requires immediate healthcare interven-
tions [1]-[4]. According to a global audit conducted in 2018
[3], the incidence of sepsis in ICU hospitalized patients varied
from 13.6% to 39.3% of all hospital patients in different
regions. ICU mortality of sepsis patients was 25.8% and in-
hospital mortality was 35.3% in sepsis patients, both signifi-
cantly higher than non-septic patients.

Early intervention can improve prognosis of patients [5].
Taking antibiotics can prevent sepsis from developing, or
reduce symptoms when an infection begins. For each hour
of antibiotic intervention, mortality was reduced by 15% [6].
Therefore, early and accurate diagnosis of sepsis is crucial to
the prognosis of patients. While there exists general guidance
for sepsis treatment [7], sepsis is challenging to detect early in
the critically ill trauma population because organ dysfunction
from injury can mask or obscure clinical signs of infection [8],
[9]. Physicians still lack a personalized systems for decision
support for such conditions.

Given the importance of early identification of sepsis, many
prior efforts have used machine learning models to predict the
occurrence of sepsis ahead of its onset in patients based on
data from Electronic Health Records (EHR). Various studies
use traditional machine learning models [10], [11], such as
random forest, XGboost, with EHR data in a fixed time
window as input. The drawback of these methods is the lack
of EHR data modeled as a heterogeneous high variety of
sources (demographic, labs and medications) and the inability
to extract and model temporal patterns from high velocity
sources such as vitals. Datasets like MIMIC used in prior
efforts [12] use curated perturbed datasets that don’t represent
the real-world industry setting, and results cannot be validated

Authorized licensed use limited to: University of Washington Libraries. Downloaded on May 31,2023 at 09:16:57 UTC from IEEE Xplore. Restrictions apply.



by clinicians in prospective settings. We have hence avoided
the use of such research only datasets as baselines. Some
newer methods use deep learning models [10], [13], [14] such
as LSTM and CNN to directly learn temporal features. Liu et.
al. [10] demonstrated the superiority of the LSTM method
over traditional models through experimental comparisons.
However, these new methods have very high data quality
requirements such as: (a) the input time series must be at a
fixed sampling interval, and (b) records with missing values
are not allowed as inputs when using these models for scoring
a patient. However, in clinical practice, it is difficult to ensure
such high quality of data. On the contrary, some vital sign
data are collected by sensors, and the update frequency may
only be a few minutes, while some laboratory test data
or interventions such as surgery only occur once within a
few days. Furthermore, patients may leave the ICU due to
diagnostic imaging, surgical intervention, etc. At this time,
data cannot be continuously collected, and missing values
are unavoidable. Therefore, the existing models ignore the
difference of sampling intervals in the real scenarios, and at
the same time have to discard some features that do not meet
the input requirements of the models.
In our study, we creatively use a flexible graph data rep-
resentation and Graph Neural Networks (GNN) to overcome
these challenges. The graph structure can express time inter-
vals between feature records, and the model has the char-
acteristics of naturally supporting unstructured data input, a
capability that greatly increases the implementation flexibility.
In the experimental design process, we have also further
improved the setup. Many of the earlier studies using machine
learning models [10], [11], [15]-[18] were retrospective and
identified the timestamp of the sepsis onset event, then record
input data by looking back for a fixed time interval. Only one
input window 1is selected for each patient, the experimental
conclusions of these studies are not sufficient to demonstrate
clinical utility when frequent and regular predictions are
needed for a single patient. Motivated by the unmet need for
early detection tools we designed the system described in this
paper as a solution which can predict sepsis prospectively, and
then translate the output into the clinical setting within each
hour, using input data from just the past 12 hours, to then
predict the risk of sepsis happening in next few hours so that
clinical decision support can act on the output.
Through more reasonable experiments, compared with base-
line LSTM model, our model can flexibly process EHR data
with missing values and has higher prediction performance.
Due to pragmatic data utilization of data, our GNN model is
promising for the early detection of sepsis.
The main contributions of this paper are:
o Design and development of the first ever medical Graph
Neural Network (GNN) based sepsis prediction system

o Demonstrate that graph representation helps support fea-
tures with irregular time intervals and mitigate the loss
due to missing values.

« First continuous rolling window prediction setup irrespec-

tive of time of day or hour. i.e. use previous 12 hours
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to predict risk of developing sepsis in next few hours
(variable output).

II. RELATED WORK

In this section, we will first review some related work about
the related studies in sepsis prediction. Then, we will introduce
general graph neural networks (GNN) for learning flexible
relations and its successful usage.

A. Machine Learning for Early Sepsis Prediction

Traditional machine learning models such as XGboost and
Random Forest [11], [15]-[17] have been previously applied
to sepsis prediction. Barton et al. [15] tested XGBoost for
up to 48 hour sepsis prediction with 6 vital signs as input.
Khojandi et al. [11] used Random Forest to predict sepsis and
mortality risk based on first 12, 24 and 48 hours after patients’
admission to ICU. Tang et al. [17] applied PCA and SVM to
classify the severity of sepsis. The challenge of these studies is
that traditional machine learning models rely on hand-designed
features and cannot model the continuous transition of input
data over time. These weaknesses limit the expressive ability
and predictive performance of traditional models.

Deep neural networks have also recently been applied to
sepsis prediction due to their utility as automatic feature
extraction and the capability to model time series. Through
experimental comparison, Liu et al. [10] proved that the RNN
model has better results in the early prediction of sepsis than
Generalized Linear Model and XGBoost. Moor et al. [19]
extended the Temporal CNN model to analyze EHR data
using causal convolution. These deep learning models have
better performance because they can capture slowly changing
patterns over time. However, they require temporal features be
input in a fixed sampling interval format, and missing values
are not allowed. In clinical practice, the recording frequencies
of different features are not the same, and missing values are
inevitable. These challenges limit the deployment utility of
these models in critical care settings and motivates us to use
a graph representation that could prove to be more flexible.

B. Common Evaluation Experimental Designs

In sepsis prediction literature, the most common class label
or target of machine learning models is whether sepsis will
occur within a fixed time in the future. Khojandi et al [11] used
input data from 12, 24, and 48 hours before onset of sepsis
for prediction. Van et al. [18] used a time window collected 6
hours before onset to predict the probability of developing sep-
sis. But herein lies the problem. When collecting experimental
data, these studies are based on the known onset time and
retrieve previous data in a fixed-length duration. For patients
with sepsis, only the latest time window was collected into
their dataset. This experimental setup can only be used for
retrospective studies with known onset times. Such a setting
does not evaluate the model’s false positive predictions in the
early stages of patients, and it is difficult to be confidently
applied directly to real critical care infrastructures. In our
experimental setting, sepsis onset probabilities were predicted
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every hour, and the precision of both positive and negative
predictive outcomes was assessed, more in line with the
metrics that clinicians care about.
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Fig. 1. Workflow of our sepsis prediction model

Fig. 1. Workflow of Our Sepsis Prediction Model where Features are rows and
time in hours are columns of a dataset. Notice the missing values and flexible
granularity of the hour as a unit of time capture. Then the data is represented
as nodes and edges of a graph and passed through a GNN framework for
learning the embeddings to predict the outcome.

C. Graph Neural Networks

Graph structures can flexibly describe unstructured relation-
ships between objects in the real world. To extract information
from graphs, graph neural networks (GNNs) are proposed.
Recently, GNNs have been applied in various fields, including
traffic prediction [20], antibacterial discovery [21], recommen-
dation systems [22], etc.

In recommendation systems, there is a group of GNN
models [23]-[26] that predict next action (e.g. which item to
click) of a user by modeling user historical behaviors. This
type of model uses a graph structure to express user behavior
history, and uses GNN models to extract transition patterns
of historical events. These studies demonstrate the feasibility
of analyzing temporal events using GNNs. However, these
models only support input sequences of events with an explicit
order, and ignore the length of time intervals between events.
In this study, We extended these methods to better support the
characteristics of EHR data.

III. PROPOSED METHOD

In this section, we will describe in detail our proposed
method. We first begin by describing the setup of the problem
as a prediction task that lends the flexibility to prediction.
Then we will describe the different raw features and how we
developed a systematic process for categorizing these features
into categories to merge and combine the data in a way that
allows us to study the efficacy of the modeling technique.
The categorization and corresponding modeling was based
on input from the clinical team on the time granularity of
different feature groups such that the solution can be deployed
in critical care even if several features are missing at the per-
patient level. Then we provide details of the data preprocessing
steps to ensure reproducible class labeling and results. Our
dataset is an extract from an Electronic health record deployed
at the health system but the variables we have used are
standard variables with generally accepted representations in
the medical community without any further extraction logic or
filters.
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A. Prediction Setup

We tend to train a model to make real-time predictions
for sepsis onset risk. The overall setup for input data and
prediction target is shown in Figure 2. At any time, the input
data is the recorded temporal features in previous 12 hours,
and the model could output the risk of sepsis onset in next
certain period of hours. The 12-hour input data is called the
observation window, and the certain period of hours in future
is called the prediction window. With the same observation
window, our model can predict sepsis risk in various prediction
windows.

Input Data Prediction Target:

Risk of developing sepsis

observation window
12 hours

prediction window
X hours

Current Time
of Prediction

Fig. 2. Input Data and Prediction Setup

We are treating our task as a binary classification problem.
In order to conduct and evaluate early prediction of a patient’s
first sepsis event, we excluded data after the initial onset. For
training data generation, a sliding window with a length of
12 hours is used to extract the input data, and the prediction
target would be whether the patient developed sepsis during
the prediction window.

Prediction window is a hyper-parameter which will influ-
ence the amount of positive windows. Since the amount of
negative input windows are far more than positive windows,
random sampling is used to decrease the impact of negative
windows to our model.

B. Feature Groups

We divided all temporal features into different groups.

Vital Signs are the physiological measurements of patients,
which serve as the baseline of our selected features. Vital
Signs include heart rate (beats per minute), blood pressure
(systolic, diastolic, mean arterial pressure measured in mmHg),
respiratory rate (breaths per minute), temperature (degrees
celcius) and fraction of inspired oxygen (%FiO2).

Cumulative Exposures are interventions accumulated over
time, including intravenous (IV) fluid bolus volume (Liters in
excess of 0.5 given within 1 hour), units of red blood cells
transfused, days exposed to invasive mechanical ventilation
(i.e., ventilator days), surgeries (count), and surgery duration
(hours).

Laboratory Data are laboratory test results including serum
bicarbonate (mEq/L), strong ion difference (mEq/L), blood
urea nitrogen (mg/dL), creatinine (mg/dL) and white blood
cell count (x10° cells/L).
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Fig. 4. Example of restoring accumulated values into incremental cumulative
value exposures

C. Data Preprocessing

1) Analyzing Trends of Vital Signs: Changes in physiologic
parameters (such as an increase in respiratory rate, heart rate,
decline in blood pressure, and an increase or decrease in
temperature) can be signs of an evolving infectious process,
but the strength and direction of these physiologic signals may
differ between patients depending on age and comorbidities.
Thus, the trends of vital signs may foreshadow the future
onset of sepsis development in a patient. We analyzed trends
as supplemented information for all features in the vital sign
group. At each hour ¢, the trend is defined as the difference
between current feature value f; and the rolling mean of
previous 6 hours Avg(fi—g, fi—5, .-, ft—1). Figure 3 shows
an example of calculating trends for heart rate as a feature.

2) Restore Cumulative Exposures: Features in Cumulative
Exposures group are recorded as accumulative values over
time. This recording format is beneficial for machine learning
methods since continuous exposures may cause higher risk of
sepsis, and can also cover the great amount of missing data
when intervention is not implemented. However, we aim to
model the transition of temporal recordings. In this step we
restore the accumulated values to incremental values as shown
in Figure 5, to express emergence of interventions at certain
time, which is consistent with record format of Vital Signs or
Laboratory Data in industry standard EHR data. When the
cumulative value has no change from previous record, we
determine that such exposure or intervention is not happening
within this current hour, and would be marked as blank and
treated as missing in the following preprocessing steps.

3) Features Categorization: Graphs are capable of repre-
senting relations between discrete nodes. When using graph
structure to model EHR data, it is necessary to convert con-
tinuous features into categories to then construct a knowledge
graph with different types of nodes and edge relationships.
Clinician experts helped us to formulate the categorizing
criteria and node types. The categorization thresholds for Vital
Signs and Trends are described in Table 1 of Figure 5 and
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Table 1. Categorize thresholds and significant trends for Vital Sign features

Significant Trends associated

Feature
with infection/sepsis

Categories

>120

111-120

100-110

<100 consider normal
>100 consider normal
90-100 low

<90 very low

>60

<60 low

>70 consider normal
65-70

<65

>24

22-24

12-21 consider normal
<12

>80

60-80

30-60

<30 consider normal
>38 high

36-38 consider normal
<36 low

Heart Rate Increase by 10

Systolic Blood Pressure Decrease by 10

Diastolic Blood Pressure Decrease by 10

Mean Arterial Blood Pressure Decrease by 10

Respiratory Rate Increase by 5

Fraction Inspired Oxygen (%) Increase by 10

Temperature Up one category

Table 2. Categorize thresholds for Layer features

Blood urea nitrogen /

- . White blood cell count
creatinine ratio

Feature Bicarbonate Strong ion difference

1=>22 1=>22
2 =20-22

3 =17-19 (bad)

4 = <17 (very bad)

1= <5 (low)

2 = 5-20 (normal)

3 = 20-40 (elevated)
4= >40 (high)

1= >14 (high)

2 = 12-14 (elevated)

3 = 4-11 (normal)

4 = <4 (low - also not good)

Categories

-19 (bad)
4 = <17 (very bad)

Fig. 5. Raw features are categorized into different types and thresholds to
setup the knowledge graph

standards for Laboratory Data are shown in Table 2. For each
feature of Cumulative Exposures, there is only one emergence
category. We removed the hourly dosage differences because
the recordings are too sparse, and integration of labels could
help the model to learn a more generalized representation for
these exposures or interventions. Figure 6 displays the method
of feature categorization. Every hour in the input 12-hour
window, each feature with numeric record is categorized into
discrete levels. Features with missing data is kept blank in this
step. In this way, each feature is in a category.

4) Constructing Temporal Graphs: After the categorization
of continuous temporal features, the input window becomes a
table of discrete values where each row represents one hour
and the columns are different features. Then, it can be modeled
as a directed graph. The overall design can be found again
in Figure 6. Node v; in the graph denotes the category of
one healthcare feature. To express hourly transitions, all node
pairs from two successive hours are connected, thus each edge
(vs,v;) explicitly represents the transition from the state v; in
previous hour to the state v; in current hour. This formulation
is not a clinically valid or causal formulation but even two
clinicians cannot agree on the explicit relationship between
different features across time we decided to go ahead and
construct it this way. Also, since our focus was to capture the
temporal variance and not to develop a causal framework we
consider this formulation to be more generalizable. The graph
neural network (GNN) can then automatically infer the relative
importance of sequences of feature based events and learn the
weights and embeddings directly making the formulation very
powerful for prediction tasks. We discuss this next.
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Fig. 6. Proposed method to construct an input knowledge graph representation from EHR data. There are many different ways to construct a more extensive
knowledge graph on EHR data, but we only focused on elements needed to solve for prediction of sepsis onset based on input from clinicians.

D. Graph Representation Extraction

1) Learning Event Embedding: Each healthcare event node
v; is embedded into a latent vector vi € R<, where d is the
embedding dimension. Latent vector v would be learnt from
the GNN. The GNN model could capture graph features from
complex edge relations, which is suitable for learning dynamic
transitions.

Node vectors would be updated through Gated GNN as the
following equations:

a;i = A, [vﬁfl, ..,vfjl]TH +b (1)
zli=0(W.al, + U0 (2)

re; =0 (Weal; + Ui ) 3)

vt = tanh (Woa' ; + U, (! ; © 0! 1)) o)
vb=(1-2) 0vi 428, oo (5)

In equation 1, A is the adjacency matrix of observation
graph and H and b are a weight matrix and bias applied
to the latent vectors respectively. a,; is the aggregation of
neighbor representations. 2, ; and r, ; are respectively the reset
gates and update gates of a standard Gated Recurrent Unit
(GRU) [27] with W and U being weight matrices for each
unit.

Vectors of neighbors propagate to the current node. The
final output state of current GNN layer is a combination of
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the previous hidden state and the candidate state, controlled
by the GRU update gate and reset gate. The gated update
equation can be also expressed as:

vl = GRU (vffl,at )

S,1

(©)

2) Generating Observation Window Embedding: One com-
prehensive representation is generated for the whole obser-
vation window. This global representation is dynamically
composed of all node embeddings in the graph through
an Attention Network. Specifically, the observation window
embedding considers complete 12-hour feature sequences and
also pays extra attention to the latest records.

The input window could be jointly represented with global
vector s, which is generated considering all events in the
observation window by an Attention Network.

Node vectors are gathered after feeding forward process of
GNN. The local state embedding s; is simply defined as the
average of embeddings happen at last hour s; = 7; .

Since states in a observation period could have different
impact on sepsis onset, we take the soft-attention mechanism
to capture global observation embedding s, as shown in
Equation 7.

a; = q" o (Wis; + Wav; + ¢) @)

n
Sg = E ;U5
i=1

where s, is the weighted sum of all state embeddings.
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Finally, a linear transformation is used on both local and
global observation embedding to generate the hybrid observa-
tion embedding sp:

®)

sp = Wi sy sg]
E. Making predictions and model training

After generating observation embedding sy, we can evaluate
the sepsis onset risk z; by simply dot product each candidate
outcome embedding a,; with observation embedding sy:

©))

For training our GNN model, the loss function on one ses-
sion is defined as the binary cross entropy between predicted
score and ground truth sepsis onset label.

. T
Ui = spa;

IV. EXPERIMENTS AND ANALYSIS
A. Data Description

Table 3. Characteristic of patients

All patients (N = 2802)
Non-sepsis (N = 2316) Sepsis (N = 486)

Characteristics Count (%) Count (%)

Gender Male 1698 733 380 78.2
Female 618 26.7 106 21.8

Age 16-29 542 234 106 21.8
30-39 311 13.4 82 16.9
40-49 301 13 64 13.2
50-59 402 17.4 89 18.3
60-69 354 15.3 75 154
70+ 406 17.5 70 144

The data for experiments are collected from Harborview
Medical Center in Seattle, WA between January 2012 and
December 2019. The cohort consists of 2802 severely injured
adults over 16 years in age, admitted to the trauma ICU who
required at least 72 hours of invasive mechanical ventilation.
Patients whose first hospital unit of admission was a location
other than the ICU or an emergent procedural unit (e.g.,
operating room, angiography) were excluded. The dataset
is interesting from a big data perspective because it has
multiple modalities of volume, velocity and variety embedded
in the dataset. Moreover our feature categorization is flexible
and allows for Graph representation learning to embed such
complex datasets without significant feature extraction effort.
In the cohort, 486(17%) of patients developed sepsis during
the stay in ICU. The EHR data contains demographics, injury
details, physiological records and therapeutic interventions.
Since hospital acquired infections develop after 48-72 hours
of hospitalization [28] and sepsis after injury peaks during the
first 1-2 weeks of admission, we focus on sepsis events that
developed between hospital days 3 through 14. Table IV-A
shows some demographic characteristics of the dataset.
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Post-traumatic sepsis was classified retrospectively using a
combination of clinical criteria and chart review. We used
the CDC’s adult sepsis surveillance criteria [29] with apriori
modifications utilizing readily obtainable EHR data to improve
specificity for the trauma population. We required that all of
the following be present: 1) an order for a new IV or qualifying
oral antibiotic, not administered within the previous 48 hours
and excluding antibiotics used for surgical prophylaxis, 2) a
body tissue culture was ordered within 48 hours of antibiotic
initiation, 3) a qualifying antibiotic was sustained for at least
4 consecutive days, or until death or discharge, and 4) a 2-
point increase in the maximum daily sequential organ failure
assessment (SOFA) score occurred within 3 days before and
3 days after the qualifying culture. Sepsis was confirmed by
chart review in the follow subgroups: culture negative sepsis
and patients meeting partial but not full clinical criteria.

B. Sliding Window Extraction

Table 4. Random sampling for training data

Prediction Window Training Set Testing Set
Window Label  without sampling after sampling

12h Pos 4704 (0.8%) 23520 (18.4%) 1098 (0.8%)
Neg 524867 104194 132001

24h Pos 9425 (1.7%) 47125 (31.3%) 2195 (1.6%)
Neg 520062 103233 130872

48h Pos 18510 (3.4%) 92550 (47.7%) 4285 (3.2%)
Neg 511061 101433 128814

Table 6. The proportion of missing values for each feature

All patients (N = 2802)
Non-sepsis (N = 2316)
Missing Values (%)
31%

37%

36%

37%

33%

59%

66%

98%

99%

98%

50%

30%

31%

31%

97%

97%

72%

Sepsis (N = 486)
Missing Values (%)
10%

21%

20%

21%

14%

40%

39%

98%

99%

98%

19%

17%

17%

17%

95%

95%

69%

Feature

Heart rate

Systolic BP

Mean BP

Diastolic BP
Respiratory rate
Temperature

FiO2

1V Fluid bolus volume (L)
Cumulative sum RBCs
Surgeries

Vent days

Blood urea nitrogen
Creatinine

White blood cell count
Lymphocyte count
Neutrophil count
Urine output (mL)

Feature Group
Vital Signs

Exposures

Laboratory Data

Fig. 7. Table with prediction window sizes and relative missing value rates
across features with and without sampling in training and in test datasets

We use a 12-hour sliding window to generate input graph
data from EHR data. More than 660,000 total windows are
extracted. Figure 7 shows that there exists of serious data
imbalance challenge. To relieve the imbalanced windows,
random negative down-sampling and positive up-sampling
is applied to the training set. We randomly delete 20% of
all negative windows, and duplicate all positive windows 4
times. After sampling, the positive ratio for 24-hour prediction
increased from 1.7% to 31.3%, alleviating the imbalance.
Besides, weighted cross entropy is also used to pay more
attention on positive samples while training.
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C. Evaluation Metrics

Prior work of deploying machine learning models on sep-
sis onset prediction use Area Under the Receiver Operating
Characteristic curve (AUROC) as major evaluation metric [15],
[30], [31]. Operating characteristic curve (ROC) is plotted with
true positive rate and false positive rate at different confidence
threshold settings. AUROC is suitable for binary classification
tasks, which can measure the rank correlation between pre-
dicted probabilities and targets. Also because the considers
both positive and negative samples equally, it can also serve
as a mixed measurement of sensitivity and specificity.

However, our major concern is that AUROC can be biased
when evaluating severely imbalanced data. In our collected
data, positive samples are far less than negative samples. True
positive rate (i.e., sensitivity) could be precisely measured by
AUROC, but false positive rate would be imprecise due to
large amount of negative samples. Area Under the Precision-
Recall Curve (AUPRC) shows the trade-off between precision
and recall rate across different decision thresholds. Recall rate
is exactly same as true positive rate, meanwhile precision score
is more decisive on imbalanced data. In this work, we choose
AUPRC as our key performance metric.

Besides AUPRC and AUROC, other common metrics for
binary classification including F-1 score, precision rate, recall
rate, sensitivity and specificity are also recorded to measure
diverse model performance.

D. Parameters Setup

Following similar GNN methods [32], [33], we set the
dimension of latent vectors d = 100 for all nodes. Besides,
we tune other hyper-parameters using 5-fold cross validation.
Orthogonal initialization [34] is used to initialize parameters
for GRU cells in the Readout function, based on its good
performance on RNN cells. All other parameters are initialized
using a Gaussian distribution with a mean of 0 and a standard
deviation of 0.1. We choose the Adam optimizer for training,
where the learning rate is set to 10~% and will decay by 0.5
every 20 epochs. Moreover, the batch size is set to 100 and
the L2 penalty with 10~ is added to avoid overfitting.

E. Comparison with Baseline Methods

To demonstrate the performance of the proposed approach,
we first compare with other commonly used deep learning
based sepsis prediction models. LSTM is chosen as the base-
line method, for its wide usages in sepsis prediction and other
tasks like time series analysis.

LSTM can accept input both continuous variables and
discrete variables. Since feature categorization using expert-
designed criteria is a step in our data processing pipeline,
we want to compare our complete approach with LSTM on
continuous features, to prove both the validity of categorization
and strength of GNN-based model.

For a fair comparison, LSTM and GNN have exact same
input windows and prediction targets. Identical features are
selected, and Last Observation Carried Forward (LOCF) im-
putation is applied to both methods, in order to relieve the
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restriction of LSTM that missing values are not allowed. Due
to the limitation that some features in Cumulative Exposures
and Laboratory Data have too many missing values and can-
not implement imputation, these features are excluded when
comparing with baseline model. Two feature selection setups
are used: a) Vital Signs with LOCF imputation, b) Vital Signs
with LOCF imputation + Trends.

The AUPRC score between different methods are shown
in Figure 8. When using feature groups of Vital Signs with
imputation, our proposed GNN model performs as good as
baseline LSTM in terms of AUPRC. After including Trends
features, our GNN model has a significant improvement in
AUPRC than LSTM model. This indicates that our method
has utilization ability at least comparable to LSTM, and will
even outperforms LSTM in some input feature groups.

To further inspect the prediction results, the Table 5 in Fig-
ure 8§ reports more detailed metrics for the 24-hour prediction
window setup in window 6b. GNN has a slight improvement
in terms of precision score, but has an obvious increase in
terms of sensitivity, which domains the improvement in overall
AUPRC score.

FE. Benefit of graph representation to handle missing values

The proposed GNN-based method is flexible in construct-
ing temporal transitions of various features, which naturally
supports modeling features with missing records. As shown
in Figure 7, there are some features in Cumulative Exposures
and Laboratory Data are extremely rare, which only recorded
in less than 5% of all the hours during the admission in ICU.
Data imputation cannot reliably process these features, thus,
traditional time-series models are unable to leverage infor-
mation from these features. In this section, we compare the
prediction performance between baseline Vital Signs features
and adding Cumulative Exposures and Laboratory Data with
missing values, in order to test the ability of our method to
capture patterns of features even with extreme missing values,
and measure the incremental value that these rare feature types
have for model performance.

Figure 8 reports AUPRC when adding Cumulative Expo-
sures and Laboratory Data among three prediction window
setups. A clear improvement in terms of AUPRC can be
observed when adding Cumulative Exposures or Laboratory
Data. Cumulative Exposures brings the most significant in-
crease, which matches the expectation since these exposures
are highly related to sepsis development.

This experiment verified the capability of our approach to
accept input data with severe missing values, and proved the
benefit of taking Cumulative Exposures and Laboratory Data
into account.

G. Comparing Combinations of Feature Groups

In order to analyze the impact of combining different groups
of features in our method, further experiments are applied
to study the prediction performance according to differentiate
feature selection settings.
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Fig. 8. AUPRC comparison between LSTM and GNN

Table 5. 24h prediction Metrics comparing LSTM

Model AUROC specificity sensitivity precision AUPRC F1
GNN 0.71 0.92 0.29 0.06 0.05 0.09
LSTM  0.64 0.93 0.21 0.05 0.04 0.08

The candidate feature groups are Vital Signs with or without
LOCF data imputation, Trends of Vital Signs, Cumulative
Exposures and Laboratory Data. We proposed different com-
binations of feature groups, and evaluated the performance of
each combination in 12, 24 and 48-hour prediction window
setups, in order to analyze the supportive factors of each
feature group. Figure 8 demonstrates the AUPRC metric on
various of feature groups combinations.

First we compare the influence of data imputation for vital
signs. Features in vital signs have approximately 30% of
missing values, and can be relieved by data imputation tech-
niques, which is also widely used in other studies for sepsis
prediction. Though our GNN-based method is compatible with
data containing missing values, here we tried to examine the
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Fig. 9. AUPRC comparison across adding different feature categories with
missing values into the knowledge graph across different sliding windows for
input data.

impact of imputation solely to Vital Signs as well as other
feature groups. From Figure 9 we can observe that for models
that only use vital signs as input, adding data imputation would
cause a decrease in terms of AUPRC in all prediction windows.
This fact may indicate that missed features could also serve
as contributing feature related to sepsis onset. The missing
data for Vital Signs mainly come from when the patient left
ICU due to interventions including surgeries or diagnostic
imaging, which may be related to risks of developing sepsis.
Table 6 shows that there is less missingness among patients
who developed sepsis, possibly because they are not clinically
well and being more closely monitored. Missing data is not
completely at random in this setting and rather than artificially
masking this fact with an imputation strategy, the GNN is able
to use missingness as a piece of information in its own right.
When missingness is not masked over, performance improves,
suggesting it is valuable for prediction.

Another fact according to Figure 9 is that without data
imputation for Vital Signs, adding more feature groups such
as Cumulative Exposures or Laboratory Data only slightly
affect the prediction performance. However, when including
imputed values for Vital Signs, adding more feature groups
would have a significant improvement, demonstrating that the
imputation of vital sings has positive contribution to utilize
other feature groups. It’s possible that the greater number of
Vital Sign nodes resulting from imputation allows for more
relationships between Vital Signs and other feature types to
be identified and integrated into the model.

We then compared model performance when different
feature groups were included: Vital Signs with or without
LOCF data imputation, Vital Sign Trends, Interventions and
Laboratory Values. Figure 12 demonstrates the AUPRC score
with different prediction windows and selected features. The
features of Vital Signs with imputation + Trends + Cumulative
Exposures have the best prediction performance among all
prediction windows. When limited to only two feature groups,
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Table 7. Best prediction metrics for our best prediction model is reported in Table 7.
Predict window AUROC specificity sensitivity precision AUPRC F1 .
12h 08146  0.9687 0.2437 00611 00470  0.0976 H. Comparing GNN Layers
24h 0.7786  0.8777 0.4332 0.0561 0.0603  0.0993 X . .
ash 07339 0.7009 0.6333 00657 00789  0.1191 In this section we analyze the influence of the number

of GNN layers. The number of GNN layers control the
distance of the node-level message propagation process in
the model. At the Lth layer in the model, the nodes in the
graph can receive information from at most L-hop neighbors.
Vital Signs with imputation + Cumulative Exposures gives the ~According to the directed graph construction method, each
best prediction result. A detailed evaluation with more metrics edge represents the feature transition between two successive
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hours, thus L-hop neighbor only include healthcare records
within L+1 hours. Limit a GNN model with L layers will
restrict the model to focus on transition patterns within certain
time period of L+1 hours, and a deeper model with more GNN
layers would be able to catch longer term patterns.

In the experiment, we tested the AUPRC prediction per-
formance for GNN with 1, 2, 4, or 6 layers under different
prediction window. The best feature groups combination is
used (i.e. Vital Signs with imputation + Trends + Cumulative
Exposures).

Experiment results can be found in Figure 10. In general,
a deeper model would decrease the prediction performance
in terms of AUPRC in all prediction windows. Besides, the
decrease in more notable when predicting a shorter 12-hour
length window size, and the influence of GNN layers can
be hardly observed for a 48-hour prediction window. Overall,
model with 2 GNN layers have the best performance across
different prediction windows, indicating that patterns within 3
hours may be sufficient to generate node representation in our
method.

These findings may be explained by the model relying
more on patterns extracted from acute changes in physiology
or clinical events. Studies [15], [30] show the feasibility to
predict sepsis onset based on input vital signs data within a
3-hours period, therefore the short-term patterns may be the
dominant factor of our GNN model. The rapid decrease in
terms of AUPRC of a shorter prediction window may indicate
that short-term forecast relies more on swift changes within
3 hours, but a longer changing pattern may be equivalently
supportive for 48-hour prediction.

V. CONCLUSION

Sepsis is a very urgent condition in ICU with a high mortal-
ity. Machine learning models can help predict the possibility
of ICU patients developing sepsis according to the historical
data. However, in real medical scenarios, lots of treatments
and experiments happen without a certain pattern but leading
to a very sparse data set. It is crucial for machine learning
models to handle the missing values properly.

In this paper we demonstrated that a graph representation
and a GNN model supporting sparse input data including
high proportion of missing values for sepsis prediction can
be flexible implementation option for real time prediction
scenario. Experiments on real-world ICU data, our approach
outperforms baseline LSTM models with a 13% increment
in terms of AUPRC. Furthermore, by adding different fea-
tures to the model like Cumulative Exposures and Laboratory
Data, GNN formulation shows the capability to guarantee
the prediction performance over different prediction windows
and is able to handle hetrogeneus data sources as well as
temporal variation. This suggests that GNN, with its pragmatic
use of clinical data, may have promising applications for the
early detection of sepsis in critically ill populations. Such
a knowledge graph plus GNN model can be extended to
improve the personalized healthcare interventions and provide
reasonable treatment suggestions.
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