INTERMEDIATE PRIME FACTORS IN SPECIFIED SUBSETS

NATHAN MCNEW, PAUL POLLACK, AND AKASH SINGHA ROY

ABSTRACT. Let P be a fixed set of primes possessing a limiting frequency v, as detected by the weight
1/p. We show that for any fixed o € (0, 1), the [ (n)]-th smallest prime factor of n, denoted P (n),
belongs to P on a set of n with natural density v. We prove a similar result for the largest prime
factor P<,(n) of n not exceeding y, whenever y — co. As corollaries, P(®)(n) and P<,(n) conform to
Benford’s leading digit law. Finally, we establish the equidistribution of P{®)(n) in coprime residue
classes, in an essentially optimal range of uniformity in the modulus.

1. INTRODUCTION

Given a positive integer n, we let p,,(n) denote the mth smallest prime factor of n, where primes
are counted with multiplicity. Equivalently, p,,(n) is defined by the prime factorization n =
[Ti<k<a@m) Pe(n), with the condition pi(n) < p2(n) < --- < pa@y(n). For each a € (0,1), we
call praa(n)1(n) the a-positioned prime factor of n, and we denote it as P (n); for example, P(*/?)(n)
is a natural candidate for the “middle” prime factor of n.

Over the past decade, there have been several investigations into the value distribution of the P(®)(n)
(see [5, 3, 7, 2, 4]). As a sample of what is known, De Koninck, Doyon, and Ouellet show! in [2] that
(for fixed o) the quantity loglog P(®)(n) is asymptotically normally distributed with mean aloglogn
and variance a(1 — «) loglogn.

Our first theorem considers the frequency with which P(®) (n) lands inside a specified set of primes
P. Recall that the natural density (or asymptotic density) of a set S of positive integers is the limit of
%#{n <z:n € S}, as x — oo, provided this limit exists. If P makes up a proportion v of all primes,

it is natural to guess that the condition P(®)(n) € P should cut out a set of n with natural density v.
We prove this is so as long as the proportion v is detectable by the weights 1/p (in the sense of (1.1)
below).

Theorem 1.1. Let P be any set of primes such that whenever X, Y, and Y/X — oo,

1 1
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for some constant v > 0. Then, for any fized o € (0,1), the set of n with P (n) € P has asymptotic
density v.
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Ipe Koninck, Doyon, and Ouellet state a slightly different definition of a-positioned than the one that we use. They
take the prime factor in position max{1, |«(2(n)+1)|} rather than position [af2(n)] as we do here. These two definitions
often give the same position and never differ by more than 1, however we find our definition to be both easier to work
with and to give more satisfactory answers in certain cases. The results about the a-positioned prime factor stated in
the cited papers hold for both definitions.
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As an application of Theorem 1.1, we show that Benford’s leading digit law applies to the sequence of
P (n). We now make this precise (see for instance [14] for further background on Benford’s law).

Fix a base g > 2. Let D be a positive integer. We say that the real number « > 0 begins with D
if the digits of D appear as the most significant digits in the base g expansion of a. For example,
in base 10 the number 0.02304 begins with 23 (and 2, and 230, but not 24). Benford's law is the
prediction that the frequency of elements in a dataset beginning with a positive integer D should be
log(1+ D~ 1) /logg.

Our interest is in datasets that are sequences of positive real numbers and we take asymptotic density
as our measure of frequency. This version of Benford’s law applies widely in number theory. For
example, the factorials obey Benford (in every base g > 2): For each D, the asymptotic density of n
for which n! begins with D is log(1+ D~!)/log g [6]. The same statement holds if n! is replaced by the
nth primorial, meaning the product of the first n primes [13], or by p(n), the number of partitions of n
[1]. However, the sequence of natural numbers is not Benford; in fact, for any given D, the collection
of natural numbers beginning with D has no asymptotic density. The sequence of prime numbers (in
the usual order) also fails to obey Benford’s law, for the same reason.

Recently, the second two authors showed that P*(n), the largest prime factor of n, obeys Benford’s
law [17]. More generally, let Pj(n) = P*(n) and define, inductively, Px11(n) = PT(n/Pi(n)--- Pg(n)).
Thus, Pg(n) is the kth largest prime factor of n, counted with multiplicity. It is proved in [17] that
Py (n) obeys Benford’s law for each fixed k.

That P(®)(n) obeys Benford’s law for each fixed a € (0,1) is a consequence of Theorem 1.1, applied to
the set of primes P beginning with a prescribed string of digits D. It is important in this application
that the condition (1.1) incorporates the weight 1/p; the simpler-to-prove version of Theorem 1.1
using the ‘natural’ weight 1 in place of 1/p (which could be established by the methods of [3]) would
not suffice.

Corollary 1.2. Fiz an integer g > 2, and fiz a positive integer D. Fix o € (0,1). The set of n for
which P\ (n) begins with D in base g has asymptotic density log(14+ D~')/logg.

In our work above, the “intermediate” prime factors of n are those located a certain percentage of the
way through the full list of primes dividing n. It is perhaps just as natural to consider intermediate
prime factors from the point of view of their absolute rather than relative size. To address this, we
obtain an analogue of Theorem 1.1 for the largest prime factor of n not exceeding y, which we denote
by P<y(n). (Here we set P<,(n) = 1 if n is not divisible by any prime in [2,y].) In this result we
require that the density of P be detectable by the weight 10%. (As shown at the start of the proof of
Lemma 2.1, this implies that the density of P is also detectable by the weight 1/p.)

Theorem 1.3. Let P be any set of primes such that whenever X, Y, and Y/X — oo,

(1.2) Z lozg)pNV Z lo;g)p

PE(X,Y] PE(X,Y]
peP

for some constant v > 0. Then, for any function y = y(x) tending to infinity as x — oo, the n with
P<y(n) € P make up a set of asymptotic density v.

The following corollary of Theorem 1.3 shows that Benford behavior also emerges for P<,(n).
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Corollary 1.4. Fizx an integer g > 2 and a positive integer D. For any function y = y(x) tending
to infinity with x, the set of n for which P<,(n) begins with D in base g has asymptotic density
log(1+ D~1)/logg.

Besides the Benford behavior highlighted in Corollaries 1.2 and 1.4, many other properties of primes
occur with a frequency detectable by the weights % and 10%. For instance, it follows immediately

from Theorems 1.1 and 1.3 that P{®)(n) and P<,(n) are equidistributed in coprime residue classes
mod ¢, for each fixed modulus ¢.2 Our final theorem establishes a uniform result of this kind for
P(@)(n), with a best possible range for q.

Theorem 1.5. Fiz a € (0,1) and € > 0, and let ¢(a) =1 — 2=~ The number of n < x for
which P (n) = a (mod q) is (1+ 0(1))z/@(q) as x — oo, uniformly in moduli ¢ < (log x)*®)~¢ and
in coprime residue classes a mod q.

In particular (« = 1/2), the middle prime factor is equidistributed among the coprime residue classes
to moduli ¢ < (log x)l/ 2=¢_ In a remark following the proof of Theorem 1.5, we show that the range of
uniformity in ¢ is essentially optimal in the power of log x, in that uniformity fails for ¢ > (log JL')C(Q)Jr6
for any fixed € > 0.

Notation and conventions. Most of our notation is standard. A possible exception is our use
of Qg(n) for the number of primes of E dividing n, counted with multiplicity; explicitly, Qg(n) =
> ph|n, per k- We set Qs:(n) == Q(; o) (n). We continue to use P*(n) for the largest prime factor of
n (with PT(1) = 1) and we use P~ (n) for the smallest prime factor of n (taking P~ (1) = c0). We say
n is y-smooth if P*(n) <y, and we call n y-rough when P~ (n) > y. The y-smooth and y-rough parts
of n are the largest y-smooth and y-rough divisors of n, respectively. We write log;, « for the k-fold
iterate of the natural logarithm.

2. BENFORD BEHAVIOR OF INTERMEDIATE PRIME FACTORS: PROOFS OF COROLLARIES 1.2 AND 1.4

The following lemma allows us to deduce Corollaries 1.2 and 1.4 from Theorems 1.1 and 1.3, respectively.
For related results see [21], [19, p. 76|, [8, Exercises 7.15, 7.16; p. 243-244], and [18].

Lemma 2.1. Fix an integer g > 2, and fix a positive integer D. Let P be the set of primes beginning

with D in base g. Whenever X,Y, and Y/X tend to infinity, (1.1) and (1.2) hold with v = %.
Proof. To prove Lemma 2.1 it is enough to treat (1.2). More generally, for any given set of primes
P and any v > 0, if (1.2) holds whenever X,Y, and Y/X — oo, then so does (1.1). To see this,
partition (X, Y] into disjoint intervals (X', Y] where each multiplicative width Y'/X" — oo and where
log(X") ~ log(Y"). (For example, we might write Y/X = X0/loglog X anq split (X, Y] into [#] pieces
of equal multiplicative width.) The relation (1.1) follows after applying (1.2) to each (X', Y”].

To handle (1.2) we use a strong form of a theorem of Mertens, which follows from the prime number
theorem with the usual de la Vallée Poussin error term: There is a real number C and a positive
constant K such that for all x > 3,

1
(2.1) 3 5P _loga 4 Cy + O(exp(~K /log 7).

p<z

2In fact, since primes are equidistributed in coprime progressions mod ¢ already when counted with the ‘natural’
weight 1 (the prime number theorem for arithmetic progressions), this result on P<a)(n) would already be accessible by
the method of [3].



4 NATHAN MCNEW, PAUL POLLACK, AND AKASH SINGHA ROY

Now suppose X,Y, and Y/X — oo. For each integer j, put I; = [D - ¢/, D - ¢*1), and let J be the
collection of j with I; C (X,Y]. Set jo = minJ and j; = maxJ, so that jo = g X 1 O(1) and

log g
J1= llzgg}; + O(1). The primes p € (X,Y]\ Ujes1; all lie within a bounded factor of X or Y, so that

by (2.1) the sum of 10% taken over p € (X,Y]\ Ujes1; is O(1). The estimate (2.1) also implies that

5 logp _ > L g1+ DY)+ 0(1/2).

el P peng (D41)g9)
p begins with D

Summing this estimate on j, we find that the left-hand side of (1.2) is ~ % log (Y/X). Since

D pe(X,Y] loip ~ log(Y/X), the asymptotic (1.2) follows. O

3. BEHAVIOR OF «-POSITIONED PRIME FACTORS: PROOF OF THEOREM 1.1

We begin with a lemma belonging to the study of ‘anatomy of integers’. It is a precise version of the
claim that Qg(n), for n < x, is typically of size ) 1/p, uniformly across all sets of primes F
(cf. Theorem 08 on p. 5 of [11]). Put

p<z, pEE

Qly) =ylogy —y+ 1.
Note that Q(y fl logtdt, so that Q(y) > 0 for all y > 0, with equality only when y = 1.

Lemma 3.1. Let x > 3 and let E be a nonempty set of primes with smallest element py. Define
E(x) =3 <, pepl/p. For1 <y <min{100,0.9po},

1 1 1

LY IKep(E@) Q). o Y <en(-EE) QW)
n<lz n<lz

Qp(n)2yE(r) Qp(n)>yE(z)

When 0 < y < 1, the same inequalities hold with the Qg(n) condition replaced by Qg(n) < yE(x).
Throughout this statement, implied constants are absolute.

Proof (sketch). We first show the estimates for the sums on 1/n. The usual Mertens estimate for
> _p<e 1/p implies that for all y with 0 <y < min{100,0.9po},

yQE(n) y E(n) -1 1 -1
(3.1) Y > =11 (1 - ) 11 <1 - > < (logz) exp((y — 1) E(x)).
n<w n: pln=p<= fjéé p pgﬁg p
p

When y > 1, the initial sum in (3.1) is of size at least y¥#(*) 2 n<z, Qp(n)>yE(x) 1/n- Hence,

> L < onn)emlly - DB = (o) expl(-E@QW)
Qs (> E(e)

as desired. The claimed bound on En<r QO (n)<yE(z) 1 /n, when 0 < y < 1, is shown in the same way.
To handle the sums with 1 in place of 1 / n, one argues analogously, replacing (3.1) with

(3.2) >y < wexp((y — 1)E(x)).

The estimate (3.2) can be deduced from (3.1) by a (weak form of a) mean value theorem of Halberstam
and Richert, appearing as Theorem 01 in [11]; for a somewhat different treatment of (3.2), see the
discussion on pp. 690-691 of [16]. O
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We now turn to the ‘proof proper of Theorem 1.1. For the rest of section, o € (0,1) is fixed. Since
we may change X to X — 1 when X € Z, we see that the hypotheses (1.1) and (1.2) also hold with
(X,Y] replaced everywhere by [X,Y], and similar arguments would allow one to take (X,Y") or [X,Y].
In what follows we shall make free use of such variants of (1.1) and (1.2).

We now define the a-prefixed prime factor of n to be pj(n) where J = [a(Q(n) +1)]. (If J > Q(n)
then n does not have an a-prefixed prime factor.) The term ‘prefixed’ is based on the following
simple observation, which will be crucial later: If p is the a-prefixed prime factor of n, then p is the
a-positioned prime factor of nf for any prime £ > p.

Proposition 3.2. Let P be any set of primes such that, for some constant v > 0, the relation (1.1)
holds whenever X, Y, and Y/X — oo. The set of n whose a-prefized prime factor lies in P has
logarithmic density v.

Proof. We follow a similar strategy to [3] but work with weights of 1/p instead of 1.

We let = be a large real number (which will be taken to infinity eventually) and we let n < x be a
positive integer. We restrict attention to n with Q(n) € W = (4 log, x, 3 logy z). This restriction is
harmless, since Lemma 3.1 (with E the full set of primes in [2, z]) guarantees that the exceptional
n < z have reciprocal sum o(log z). We assume that x is taken sufficiently large (depending on «) so
that every integer n with Q(n) € W has an a-prefixed prime factor.

Now fix an integer w € W and define J = [a(w + 1)|. Every n < x with (n) = w can be uniquely
written as n = ApB, where p = pj(n) is the a-prefixed prime factor of n, A = Hj<Jpj(n), and
B =[l;cj<qm)Pi(n). Then Q(A) = J -1, Q(B) = w - J, and min{z/AB, P~ (B)} = p > PT(A).
We impose the additional constraint on n that (A, B) € L, where

min{z/AB, P~ (B
Loy = {<A,B) Q) =T 1, UB) = w—J, PH(A) > loga, " /p+(A) = Zlog?’x}'

The n which fail this last constraint for some w have reciprocal sum o(log z). Indeed, writing n = ApB
as above, any offending n has either

(i) P*(A) < log,

(i) PT(A) > logz, but min{$éﬁ?z£7(3)} < logs .

In case (i), we apply Lemma 3.1 with E the set of primes not exceeding logz. Each n arising in
case (i) has Qg(n) > J —1 > 2loggx = (2 + o(1))E(z), and Lemma 3.1 shows that these n have
reciprocal sum o(logx). In case (ii), n is divisible by a product p1p2 of two primes exceeding log x
with 1 < po/p1 < logg z, viz. p1 = PT(A) and py = p. But the reciprocal sum of all such n < z is
bounded above by

> 2 X

p1>log x pa€lp1,p1 logg z) m<z

11 log z 1
<<10g[13 Z Og4$<< Og]) 0g4.737
p1 logp logy @

m
pip2 o1 Slog

which is o(log z).
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The n not discarded so far are precisely those that can be uniquely written as ApB, where (A, B) € L,
for some w € W and p is a prime belonging to 14 p = [PT(A ) min{ P~ (B),z/AB}|. Therefore,

> Y 45 X 5= +ollss)

weW (A,B)eLw pEl 4, B n<:Jc
(3.3) =(140(1))logz.
By the hypothesis (1.1) we have uniformly for w € W and (A B) € L, that

S PTS

pEla B pEl4, B
peEP

Summing on w € W and (A4, B) € L, and comparing with (3.3),

Z Z Z ;Nulogaﬁ.

weW (A,B) el:w pEIA,B
peEP

But the left-hand triple sum is, up to an error of o(log x), the reciprocal sum of n < x whose a-prefixed
prime factor is in P. Proposition 3.2 follows. O

To deduce Theorem 1.1 from Proposition 3.2, we adapt a method of Erdés (compare with the proof of
[9, Theorem IJ).

Below, we use v = v(z) for a function of x that tends to infinity with = but at a sufficiently slow rate
(to be specified precisely below). To start with, we assume that

v < loggy x.
We set
2=/,
Let D be the set of n < x whose a-positioned prime factor is in P. Fixing € € (0,1), we let D’ be the
subset of D containing those n € D with
(3.4) (I—e)logv < Qs.(n) < (1+¢€)logw.

By Lemma 3.1, only o(z) values of n < x violate (3.4), and so
1 1

(3.5) “ 4D = ~#D' + o(1).
x T

Each n € D' has between (1 — €)logv and (1 + €) log v representations in the form n = mp, where
p > z, and so if we define

N = #{(m,p) :m € Nymp € D',p > z},
then

(3.6) (1—¢€)logv - #D' < N < (1+¢)logv-#D'.

We will show that, as long as v is chosen to be suitably slow growing, N ~ vxzlogwv. The desired
asymptotic relation #D ~ vz then follows from (3.5) and (3.6), since € can be taken arbitrarily close
to 0.

To estimate N, we fix m and count corresponding values of p. Clearly we need only consider m < x/z
for which

(i) (1 —€)logv < Qs,(m)+1< (1+¢€)logw.
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We will impose two further assumptions on m which in total exclude only o(z logv) pairs (m, p). For
the estimates below, it will be helpful below to note that the number of p corresponding to a given m
is always bounded above by 7(z/m) < G < o

mlog(z/m mlogx’

We assume that
(i) Q(m) > 3loglogz.

By Lemma 3.1, the number of pairs (m, p) excluded in this way is

< TU Z i < TU )
log x m (log z)@Q(1/2)

m<x
Q(m)g% log log

this is o(z) and so in particular o(xlogv). We also assume that
(iii) the a-prefixed prime factor of m is at most z.

Suppose (iii) fails for m. Once x is large, (i) guarantees there are no less than 152 log, « (say) prime
factors of m that are at least as large as the a-prefixed prime factor of m. All of these exceed z and
so also exceed z/1°827 We apply Lemma 3.1 with F the set of primes exceeding z1/10822  Then
E(z) =3 y<, ¢ep /¢ =loggz +O(1). Using a’ to denote a sum on m violating (iii), and noting that
152 ]ogy 2 > 10E(z), Lemma 3.1 shows that the number of exceptional pairs (m, p) of N introduced
by (iii) is

v

r1
oz Z p— < zvexp(—(logg z) - Q(10)) < x.
(In the last step, we use that Q(10) > 1 and that v <log, x.) This is of course o(zlogv).
Since (iii) holds for m, if there is any p > z for which mp € D’, then
(iv) the a-prefixed prime factor of m is in P.

(We use here our earlier observation relating the a-prefixed prime factor of n and the a-positioned
prime factor of nf.) On the other hand, if all of (i)—(iv) hold for a positive integer m < x/z, then
mp € D’ for all p € (z,2/m]. Thus, up to an error of o(zlogv), the target quantity N is given by

Y. (w(a/m)—m(2)).
m<x/z

(i)~(iv) hold

We can go a bit further. Since >-, /. 7(2) < (¥/z) - 2 = x, we in fact have

(3.7) N = Z m(z/m) + o(zlogv).
m<z/z

(i)—(iv) hold

The final sum on m will be handled via the prime number theorem conjoined with the estimate

1
(3.8) Sy = Y, 6 —~vlogy
m<y
(i)~(iv) hold

which we assert holds uniformly for z'/2 <y < z/z, as © — oo. If only condition (iv) were imposed,
the claimed estimate (3.8) would follow immediately from Proposition 3.2. But imposing (i)—(iii)
changes the sum by only o(logy), by a further application of Lemma 3.1. (It is straightforward to
check this for (i) and (ii). For (iii), we argue as above: exceptional m have unusually many prime
factors exceeding z!/1082% )
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Each integer m < z/z belongs to an interval I; := (x/2/*1 x/27] for some positive integer j. Let J be

the largest positive integer with z/T! < z/3, so that J = %}ggi +0(1) = v+ O(1). We first consider

the contribution to (3.7) from m that belong to I; for some j < J.

Uniformly for j < J and m € I}, we have m(x/m) ~ m, and (jH)ingz < mlog‘fz/m) < Smlogz-
Hence,
x
(3.9) (1+ 0(1))m5j < n; m(z/m) < (1+ 0(1))@53‘,
(i)~(iv) hold
where

mEIj
(i)—(iv) hold

= S(x/27) — S(x/z7Th).

Rephrasing (3.8), there is a nonnegative-valued function e(x) such that e(x) — 0 as x — oo such that
1S(y) —vlogy| < e(x)logy

whenever x1/2 <y < x. Then for all j < J,
|S; — vlogz| < 2€(x)logx.

Keeping in mind that z = '/, we enforce the condition on v = v(z) that e(z) decay to zero faster
than 1/v. For example, we can choose v = min{log, z, () 1/}, where the first term in the minimum
is taken if €(z) = 0. With this choice of v, the above guarantees that

S; ~vlog z,
uniformly for positive integers j < J. Plugging this back into (3.9) and summing on j, we deduce that

Z m(x/m) ~ vz logwv.

mGUj<JIj

(i)—(iv) hold
Finally, if m < x/z but m ¢ Uj<;I;, then m < z-2%3 < 234 say. But Y, - saw(x/m) <
Toew 2um<z3/4 1/m < x, and so these m contribute o(z log v). Hence, N =37, /. (1) (iv) hola 7(z/m)+
o(xlogv) = (v+ o(1))xlogv, as desired.
4. BEHAVIOR OF THE LARGEST PRIME DIVISOR NOT EXCEEDING y: PROOF OF THEOREM 1.3

The cases of Theorem 1.3 where y = 2°(1) are simplest and we treat them first. We use the following
special case of the Fundamental Lemma of the Sieve (see, for instance, Theorem 2.5 on p. 82 of [10]).

Lemma 4.1. Let © — 0o, and let y = 2°1). Uniformly across sets of primes E C [2,y], we have

#n<w:ged(n, [[p) =1 le_[(l—;).

peEE peEE

Proof of Theorem 1.8 when y = z°Y). We begin by discarding those n < z with P<y(n) < yl/log2y
These are precisely the n with no prime factor in (yl/ log2y y], and by Lemma 4.1 the number of
these is ~ 2 [, 1/10s,v <p<, (1 — 1/€), which is o(z). We now count n <z with P<,(m) = p for a given
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p € (y'/1°%29 y). Writing n = mp where m < x/p, and using Lemma 4.1 to count ms, we deduce that

the number of such n is
x H (1 B 1> x logp
p t) logy p

p<t<y
Hence, by the hypothesis (1.2) and (2.1), the number of n < z for which P<,(n) € P is

1
oy 2 o =),
pE(yt/1os2v g
peEP
as desired. (]

To complete the proof of Theorem 1.3, it suffices to treat those cases when y > z¢ for a fixed ¢ > 0.

It will be helpful to recall some of the fundamental ‘anatomical theory’ of large prime factors. Recall
that Pj(n) denotes the kth largest prime factor of n. We set

V(X Y) = #{n < X : Py(n) <Y},
When k =1, it is customary to omit the subscripts.

An asymptotic formula for W (X,Y'), when Y is at least a small power of X, was established by Knuth
and Trabb-Pardo in [12].3

Define functions pg(U), for integers k > 0 and real U, as follows:
pr(U)=0 if U<0ork=0,
pr(U)=1 for 0<U<1landk>1,

dt

e for U >1andk>1.

U
(4.1) ) =1~ [ (pult=1) = peoa(t=1)

Lemma 4.2 (see eq. (4.7) of [12]). Fiz k € N, and fix a real number Upax > 1. Whenever XY — oo

with igg); < Upaz, we have

log X

Up(X,Y) ~ Xpip(U), whereU = g Y

One can show (see again [12]) that the p; (kK =1,2,3,...) are positive-valued and weakly decreasing
on (0,00), and that limy_,o px(U) = 0 for each fixed k.

Proof of Theorem 1.3 when y > x¢, for € > 0 is fired. Each n < x can be decomposed uniquely as
n = ApB, where B is the y-rough part of n and p = P<,(n). We fix a small n > 0 and restrict
attention to n satisfying

(i) p> an,
(i) Bp < '™,

(iii) B < a'73m.

3The case k = 1 was studied prior to [12]; see [15] for the history.
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Call n < z satisfactory if (i)—(iii) hold.

Since y > x¢, each n < x has Q(B) < 1/e. Letting k = |1/€e] + 3, we see that if n is not satisfactory,
then Py(n) < z". Hence, the number of nonsatisfactory n < z is at most (px(1/n) + o(1))z, as © — oo.
Since the coefficient p(1/n) tends to 0 as n | 0, it will suffice to prove that (for each small, fixed
n>0)

(4.2) #{satisfactory n < z : P<,(n) € P} ~ v#{satisfactory n <z}, asz — oc.

Say that n is B-satisfactory if n is satisfactory and has B as its y-rough part. We will prove (4.2) by
showing the analogous asymptotic formula for B-satisfactory n and then summing on B.

Fix a y-rough number B < x!737. In order for a prime p to be P<y(n) for some B-satisfactory number
n, it must be that

(4.3) 2" < p < min{z'""/B,y}.

Conversely, if (4.3) holds, then for every p-smooth value of A < x/pB, the number ApB is a
B-satisfactory number in [1, z] having p = P<y(n).

)

We now split the range (4.3) into more manageable pieces. Define dy by min{z'~"/B,y}/2" = x
Since we may assume 7 < €¢/2, we have 1 > §y > n. We let

N = [logy x|,

we let § = dg/N. Putting Ij, = (t* =19 214k e then have

U I = @ min{z' /B, y}].
1<k<N

With an imminent application of (1.1) in mind, we note that the “multiplicative width” of each Iy is
2%/N > /N “and that 27N tends to infinity with z.

For each p € Ij, the number of B-satisfactory n with P<,(n) =p is

x x log(x/B
Bp Bp log p

uniformly in B and p. Here every argument of p is bounded: % < 1/n for p belonging to any

I;;. We now exploit that the p-term is essentially constant within I. Let mp be the left endpoint of I.
Our choice of N guarantees that % is within O(1/log, z) of % for every p € Ij. Since
p(u) > 1 for u from the interval (0,1/n] and p(u) is uniformly continuous on that same interval?, we
conclude that

) <log(w/Bp)> ~p <log(3«"/37rk)> 7

log p log 7y,

4for example, since p is continuous on [0, 1/n] if we redefine p(0) = 1
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log(z/Bmy)
log 7

uniformly for 1 < k < N and p € [;. Setting 0, = %p( ), it follows that the number of
B-satisfactory n < x for which p = P<,(n) is ~ 6 /p, uniformly for p € Ij. But then by (1.1),

N

1
#{B-satisfactory n < x : P<,(n) € P} ~ E O g -
B p

k

=1 pEl)
peEP

1
~ Vv O -
202,
=1 pel
~ v#{B-satisfactory n < x}.

N

Since this relation holds uniformly in B, summing on B gives (4.2). O

5. THE a-POSITIONED PRIME DIVISOR IN ARITHMETIC PROGRESSIONS: PROOF OF THEOREM 1.5

Again the proof requires some preparation. We start by providing a uniform upper bound on the sum
of reciprocals of smooth numbers with a given number of prime divisors.

Lemma 5.1. Uniformly in real numbers z > 3 and integers J > 1,

(5.1) > % < QiJ(bg 2)2.

Proof. For any 0 < y < 2 we have

1 _J yQ(A) _J ( Y —1 Y -1
OIS TTEID SR« Y (IR | (O
A: PT(A)<Lz A: PT(A)<z 3<p<z
Q(A)=J
—J 1 —J
< Qy_ yexp Yy Z - < Qy_ (log z)Y.
3<p<z
Letting y = 2 — 1/.J and noting that (1 — 1/2J)~7 < 1, we obtain the desired estimate. O

We also need the following consequence of the Sathe—Selberg theorem concerning the distribution of
numbers with a given number of prime factors (see, e.g., [20, Theorem 6.5, p.304]).

Proposition 5.2. Fiz 6 € (0,1). For all sufficiently large values of x,

Z 1~ & (logy )"
~ T logz (k—1)!
Q(n)=k

uniformly for positive integers 1 < k < (2 — ) log, x.

It is also helpful to have at hand a simple upper bound on the count ¥(X,Y") of Y-smooth numbers
not exceeding X; the following appears as Theorem 5.1 on p. 512 of [20].

SRecall that (1.1) follows from (1.2), as discussed in §2.
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Proposition 5.3. Forall X >Y > 2,
U(X,Y) < Xexp(—U/2),
where U :=log X/logY .

Proof of Theorem 1.5. We claim that with z = exp((logz)¥/?), the n < x with P(®)(n) < z give a
negligible contribution to our count, meaning a count of size o(z/¢(q)). More precisely,

x
(5.2) Yook {log 2y @371

n<x
P@)(n)<z

where ¢(a) = 1 — 272/(1=2)_(Recall that ¢ < (logz)(®)~¢))
To show (5.2), we first discard all n < x for which Q(n) > k(a)logy x where k(o) :=1.9/(1 — «).

An application of (3.2) with y = 1.7 (and E the full set of primes in [2, z]) yields

z(log )7

z x
; < (1.7)k@)logaw — (log z)k(@) log(17)~0.7 < (log 2:)<(@)’
Q(n)>k(a)logy ©

where in the last step we use that k(a)log(1.7) — 0.7 — ¢(a) > 0 for all a € (0,1). (To check that
inequality, it helps to first show that k(a)log(1.7) — 0.7 — ¢(«) is an increasing function of « on (0, 1).)

So for the sake of proving (5.2), we can restrict to n with Q(n) < k(«)log, z. In what follows, let
J = [aQ(n)] so that P(*)(n) = ps(n). If J = Q(n), then n is z-smooth and by Proposition 5.3, the
count of such n < x is O(x exp(—%(log z)'1=¢/3)), which is negligible in comparison to the upper bound
claimed in (5.2).

We now suppose that J < Q(n), or equivalently that Q(n) > 1/(1 — «). For each positive integer
w satisfying 1/(1 — o) < w < k(a)log, z, we factor those n < x having Q(n) = w and P(®(n) < z
as n = AB, where A = [[,.;pj(n) and B = [[,_;<q(»)Pj(n). We then count values of B given
A. Observe that Q(A) = J while PT(A) = ps(n) = P (n) < 2, so that A < 27 < exp((log z)°).
Moreover, Q(B) = w —J < (1 —a)w < 1.9log, . By Proposition 5.2, the number of B corresponding
to a given A is

v/A  (logy(z/A)" /" v (logyz)”~ /!

(5:3) Clogl/A) (w—J D Alogz (w—J DI

Summing (5.3) over z-smooth A with Q(A) = J, we deduce from Lemma 5.1 that for each w €
[1/(1 - O[), k(a) 10g2 ‘T]a

T P A (N S
= (logx)i=2¢/3 27 (w—J—1)! (log x)1=3¢/4 2/ (w —J —1)!
Q(n)=w
P@)(n)<z

where (recall) J = [aw].

We now sum on w. Write v = w—J—1=w—[aw] —1. Then v is a nonnegative integer. Furthermore,
as v = (1—a)w+0(1), each v arises from only O(1) choices of w and 27 = 2low] < 2T7a 1=V — o725V,
Hence,
x (logy ) =71 x 1 [ logyz x
Z (IOg 1.)1—35/4 ’ 2J(w —J—- 1)] < (log m)1—36/4 Z a (2&/(1—(1)) - (IOg x)c(a)—3e/4’
v

ﬁgwgk(a) logq x =0
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finishing the proof of (5.2).

To complete the proof of Theorem 1.5, it will therefore suffice to show that

(5.4) 3 1~

n<z
P@)(n)>z
P(®)(n)=a (mod q)

as * — oo, uniformly for ¢ < (log x)c("‘)_e. Here we adapt the anatomical splitting considered
in the proof of Proposition 3.2: We decompose each n counted on the left of (5.4) as ApB, where
A=TLi<;pj(n),p=ps(n), and B =[], ;<@ pj(n), with J = [afd(n)]. Then PY(A)<p< P (B)
and z < p < z/AB, so that given A and B the count of p is

> 1+0(1)

m<p<M
p=a (mod q)
where m = max{z, P*(A)} and M := min{P~(B),z/AB}. Recalling that z = exp((logz)*/?) (so
that ¢ < (log 2)®M), we derive from the Siegel-Walfisz Theorem that the sum in the last display has

size
go(lq) mg;M 1+0 (% exp (—K(log x)€/6)> .

(Here K is a positive absolute constant.) Finally we sum this last expression over all possible A, B.

The O-term gives us a negligible error. In the main term, we pick up ﬁ multiplied by the count of

n <z with P(®)(n) > 2, and this is ~ /¢(q) (using again (5.2)). O

Remark (optimality of the range of uniformity). A modification of the argument used to establish
(5.2) shows that

(5.5) Y1 Tog 2} @

n<zx

P(@)(n)=2

which immediately implies that uniformity in the modulus ¢ in Theorem 1.5 fails as soon as ¢ >
(log )*(®*€ for any fixed e > 0.

In order to show (5.5), we note that any positive integer n < 2 with Q(n) = w and P(®(n) = 2 can be
uniquely written as 2/%“!Im for some positive integer m < z/2/**! having Q(m) = w — [aw]. Hence,
by Proposition 5.2, the sum in (5.5) is

w—1—[aw]

x 1 (logy,x
> Z Z 1> log Z 9fow] ((wgi 1)— [aw])!

ﬁgwgk(a) logoz  m<x/2lew] ﬁ<w§k(a) logy
Q(m)=w—[aw]

where k(o) =1.9/(1 — «) as above. For each positive integer v satisfying 0 < v < 1.9logy z — 2, there
is at least one positive integer w with w — [aw] —1 = v. (An easy way to see this uses that v — oo as
w — 0o, while increasing w by 1 either leaves v constant or increases v by 1.) Furthermore, any such
w lies in the interval [1/(1 — ), k(a) log, x]. Keeping in mind our previous estimate 2/**1 < 27a ",
the last expression in the previous display is seen to be

T 1 [ logoz \" T 1 [ logyz \"
_ > _
> iogr 2 (2&/(1—&)) e DR (za/u—a)

0<v<1.9logy x—2 0<p< _los2 @
=" =ga/(l-a)
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Finally, since » g, «x X" /u! > eX as X — oo, the last sum here is > z/(log £)(®), yielding (5.5).

Remark (restriction to squarefree inputs). Since P(®(n) is defined via the count of prime factors with
multiplicity, it is reasonable to wonder how important nonsquarefree numbers are to Theorem 1.1
(and Corollary 1.2) and Theorem 1.5. For Theorem 1.1 (and Corollary 1.2), nothing essential in the
statement or the proof changes upon restricting to squarefree numbers. (Of course the statements
should now refer to “asymptotic density relative to the set of squarefrees.”)

The situation is different for Theorem 1.5. Here one finds that, for any fixed a € (0,1), uniform
distribution holds for all moduli ¢ < (logx)!'=¢. The crux of the argument is an analogue of the
estimate (5.2) which states that for an appropriate 6 > 0 depending only on € and «, the number
of squarefree n < z with P(®(n) < z := exp((log x)?) is O(z/(log £)1=¢/?). This can be established
by considering the same splitting n = AB with A = [[,<;pj(n) and B = [[;_;<q(,) pj(n) as in
the proof of (5.2), counting values of B by the Hardy-Ramanujan Theorem (instead of Proposition
5.2) and then bounding the sum of reciprocals of A by %(Zp< _1/p)?, both of which are validated
by the squarefreeness of A and B. Moreover, the range ¢ < (logz)'~¢ is best possible in that the
exponent 1 — e cannot be replaced with a number larger than 1: Indeed, given a € (0, 1), fix integers
a,b > 1 such that a — 1 < ab < a. Then, with p; denoting the jth prime in the usual order, there
are > x/log x many squarefree integers n of the form p; - - - pp_1p having Pla(n)] = Plab] = Pas S D
varies over the primes in (pp—1,2/p1 - Po—1)-

6. CONCLUDING REMARKS

Our proof of Theorem 1.1 was somewhat roundabout. A more direct plan of attack might involve first
finding an asymptotic formula for the count of n < x with P(O‘)(n) = p, uniformly in a wide range of
p. One could then hope to recover Theorem 1.1 by summing on p € P. This strategy can indeed be

made to work. To give some sense of what comes out of this approach, fix & = 1/2. (This is done only

log, p

log. 7 satisfies

for simplicity of exposition; the method applies for each fixed a € (0,1).) Assume [ :=
0.201 < 8 <0.999. Then (as z — o), the number of n < x with P/2) (n) =pis

T

(6.1) ~ Cp ,
pllogz)' VPP flog,

where (with v the usual Euler-Mascheroni constant)

exp ( 2(1-29)

) a6y )

Despite its complicated-seeming shape, once (6.1) is known it is not so hard to rederive the o = 1/2 case
of Theorem 1.1. One first argues that it is enough to consider p € P having 5 ~ 1/2; note that for these
primes, Cg ~ (/5 = \/2/7. One then places p into intervals on which 1/(log z) 72VPA=B) | flog, x is
essentially constant and compares the sum over p € P with the unrestricted sum on p. A similar idea
was used above in the y > x¢ half of the proof of Theorem 1.3.

Formula (6.1), and its generalizations, are established by a very different set of tools than those
employed here. We intend to present the proofs of these results, along with a discussion of applications,
in a sequel paper.
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