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the treatment of [41], [1], an equal emphasis was given in providing explicit rep-

resentation formulae for the quantities of interest: {y,yt,ytt, % r} in terms of

the Dirichlet or Neumann boundary datum g. In the canonical case v = 0, these
turn out to be the same representation formulae expressed via cosine/sine operator
theory of the corresponding wave equation. As the parameter + contributes only
lower order terms, the interior/boundary regularity theory is the same, whether
v=0o0r0##~v€ L>*(Q). The use of cosine/sine operator theory to describe by ex-
plicit formulae second order hyperbolic equations with either Dirichlet or Neumann
boundary control was introduced in [40] and systematically employed in [18]-[21],
[17, Section 3], [22], [23]. Such theory must be combined with boundary elliptic the-
ory. The actual (optimal) interior/boundary regularity results require PDE-proofs,
those for the Neumann case requiring pseudo-differential/microlocal analysis tools
[22],[23], [37], unlike the differential multiplier-based proofs in the Dirichlet case [17].
In each case, we invoke the corresponding optimal regularity theory from [17] in the
Dirichlet case or from [22],[23], [37] in the Neumann case. In short, we proceed from
‘lower-regularity’ in g (L2-level) to ‘higher-regularity’ in g (at the H'-level, at the
H?-level, etc) in the Dirichlet boundary case. Similarly for the Neumann boundary
case. In Section 7, we consider the Neumann boundary control with regularity in
space less than L?(T"), by relying on the corresponding wave problem [44]. In Sec-
tion 8, we provide optimal interior and boundary regularity results when the third
order equation is subject to interior point control.

We refer to the by now abundant literature regarding the nonlinear third order (in
time) equation and the numerous applications where it arises. We shall call it here
SMGTJ equation [for G. G. Stokes (1851), F. K. Moore & W. E. Gibson (1960), P.
A. Thompson (1972) and P. M. Jordan (2004)], see [36], [32], [38], [9],[10]. In this

paper we focus on its linearized version.

1.2. Literature review.

1. For comparison purposes, the only reference in the literature of the third
order problem with a boundary control g “smoother” than g € L?(0,T; L*(T"))
is [3], which considers only the case where ¢ is a Dirichlet control. [The
complementary case g = 0 was studied on several function spaces in [30], see
Appendix B, for both the Dirichlet or the Neumann case.] More precisely, in
this reference, the main result is [3, Theorem 1], which consists of two cases,
part (a) and part (b).

In a first comparison with [3, Theorem 1(a)], we note the following dif-
ferences regarding the interior and the boundary regularity. As to the in-
terior regularity, our Theorem 3.2.2 Part A(i) is slightly more precise than
[3, Theorem 1(a)] in that the additional assumption g, € C(0,T; Hz(I)) in
[3, Eq. (9)] is needed only for y,yr € C(0,T; H'(Q) x L*(Q)), but not for
y € C(0,T; H*(Q)). Our Theorem 3.2.2 for the third order equation gives
the same interior regularity properties as for the wave equation [17, Theorem
3.8, p. 180-182]; see our Section 3.2. More importantly, as to the boundary
regularity, our Theorem 3.2.2 Part A (ii) [same as for the wave equation case

[17, Theorem 2.2, p. 152]] establishes % s € H(X) under g € H?(X), thus

answering in the positive a question raised in [3, Remark 2(iii)].
In our next comparison with [3, Theorem 1(b)], we note that our Theorem
3.1.3 yields the same conclusions however under weaker assumptions. For
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to the case g € L?(X). The procedure was a tour de force. It provided only
L?(0,T;-) time regularity. It had to be supplemented by a “soft” procedure in
[19] to obtain C([0, T]; -) time regularity. Its abstract version is in [21], see also
[24, Vol II, Thm 7.3.1, p. 65]. The approach by duality in [17] has emerged
as being far preferable and has influenced the regularity properties of other
dynamics (Schrodinger, plates, shells, etc.) subject to boundary controls.

7. Regarding the ‘starting’ case of Dirichlet g € L2(0,7T; L?(T")) - which is not the
object of the present paper - an approach different from [41], [1] is proposed
in [2]. In this paper the SMGTJ equation is reduced to a Volterra integral
equation: the definition of solution is indirect via a solver of the Volterra
equation. More details on the different approaches are given in [1].

8. A new approach yielding optimal interior regularity of the SMGTJ equation
with control g € L2(0,T; L*(T)) in either Dirichlet or Neumann B.C. is given
in [25]. Here a general 3 x 3 system approach is presented, based on the vector
state solution {position, velocity, acceleration}. It yields an explicit represen-
tation formula. This is close to, but also distinct from, the abstract variation
of parameter formula that arises in more traditional boundary control prob-
lems for PDEs [23], [24].

PART A: Dirichlet boundary control

1.3. Linear third order SMGTJ-equation with non-homogeneous Dirich-
let boundary term. Let © be a bounded domain in R? with sufficiently smooth
boundary I' = 92, as specified below. If the linear third order equation is written
in terms of the pressure, then Dirichlet non-homogeneous boundary terms are ap-
propriate [4, 10]. We then consider the following mixed problem in the unknown

y(t, x):

Yt + ayp — CAYy —bAy, = f in Q = (0, 7] x Q2 (1.1a)
Yoo =v05 Uilmg =y wie|,_g=v2 nQ (1.1b)
Yy =9 ImX=(0,T]xT (1.1c)

where b > 0,a? > 0. The following quantity, introduced in [30, 11]

02

T=Ea- o, (1.1d)

plays a critical role in the stability of the homogeneous case f = 0,g = 0. When
~ = constant, such system is uniformly stable in the appropriate functional setting,
and with optimal decay rate, if and only if v > 0 [30, Section 5]. Moreover, under
Neumann boundary dissipation, uniform stabilization results (with ‘minimal’ geo-
metric conditions) and strong stabilization results (without geometric conditions)
are given in [1] assuming v € L*(Q),y(z) > 0, a.e. in Q. In the case of inte-
rior/boundary regularity of the present paper, we may take v = 0 without loss of
generality, as 0 # v € L°(Q) contributes only lower order terms. See [1, Step 1
of Section 3 and Appendix A] after [41]. On the other hand, it is the case v =0
that generates explicit representation formulae based on cosine/sine operator theory
and corresponding Dirichlet or Neumann maps from elliptic theory. This will be
done also in the present paper, e.g. Appendix A. By the principle of superposition,
one may consider separately two cases: {yo,y1,¥2} # 0,f £ 0 and g = 0, and
{Y0,y1,y2} = 0, f =0 and g # 0. The first case was already considered in [30], [1]
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and will only be briefly reviewed in Appendix B. In this paper, we shall henceforth
consider the second more challenging case

fEOv {y17y27y3} 207 g#o (12)

As noted in the introduction, Section 2 reviews optimal results and representation
formulae for the case of Dirichlet boundary term g € L?(0,T; L?(T")) obtained in [1]
after [41] and starts from these results to obtain optimal regularity results with g
smoother by ‘one-unit’ in Section 3.1, and by ‘two-units’ in Section 3.2, etc.

2. Optimal regularity for the y-problem with g € L?(0,T;L*(T)), f = 0,
{¥1,y2,y3} = 0 and corresponding explicit representation formulae when
v =0 [1]. Regarding problem (1.1a)—(1.1¢) with f = 0,{y1,y2,ys} = 0, the goal is
to obtain sharp regularity of the map

a% E} (2.1)

from the Dirichlet boundary datum g of low regularity such as L?(0,T; L*(T")) to

— s Yt )
g {y Y, Ytt )

0
the interior solution {y, y¢, ys} and the Neumann boundary trace A Paper [1],

v
after [41], proceeds along the following two steps. N
Step 1. We assume at first that
2 2
y=0o0r a= o Yot + zytt — Ay —bAy, =0 (2.2)

so that in view of the simplified version (2.2), the y—problem (1.la)—(1.1c) with
f=0,{y0,y1,y2} = 0 can be rewritten as

d 2 .

pn [yer — bAY] + 7 [yt —bAY] =0  in Q= (0,T] x Q (2.3a)
[Yee — bAY],_g = y2 — bAyy =0 in 0 (2.3b)
e =9 in¥=(0,7]xT (2.3¢)

Lemma 2.1. y is a solution of problem (2.3a)—(2.3c) if and only if y = w is a
solution of

wy = bAw in@Q=(0,T] xQ (2.4a)
’lU|t:0 = wt|t:0 =0 in Q (24b)
w|2:g inYX=(0,T]xT. (2.4c)

Thus, in this canonical case v = 0, the regularity of the map (2.1) coincides with
the regularity of the by now well-known map g — {w,we,wy, 2%} for which we
quote [17, p. 172], [19] and [24, Chapter 10, Section 5]. See Theorem 2.2 below.
Step 2. The claim is that 0 # v € L>(Q) — the case a € L>(Q2), and ¢?,b positive
constants being the most relevant case we wish to cover — produces only lower order
terms in the analysis of the regularity of the map in (2.1). [1, Section 3, Appendix
Al, after [41],

Conclusion. The optimal regularity of the map (2.1) for the SMGTJ—mixed prob-
lem (1.1a)—(1.1c) with zero initial data, f = 0 and v € L®(2) is the same as in the
canonical case v = a — % = 0; in which case y = w and all the desired quantities
are given by the w—problem (2.4a)—(2.4c) as reported in Theorem 2.2 below. In this
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as it follows from (2.4a) and (2.9) via [26, Proposition 12.1, p. 85]. Additional
versions may be obtained by differentiating (2.10):

(—A) {A i S(t—r)Dg(T)dT—Dg(t)} € L*(0,T;[D(A)]) (2.11Db)
Wit =9 A2 /t S(t —7)Dg(7)dT + ADg(t)
0
€ C([0,T]; [D(A)]) + L*(0,T; [D(A¥/**)]) (2.11c)
by (2.6¢)
ow 1, ! 1
A —3D AA/O S(t —7)Dy(r)dr € H-Y(%), (2.12)

recalling (2.6d) in (2.12), where H~'(X) = dual of {h € H§(X)} i.e. with h(-,0) =
0 and h(-,T) =0 on T (but actually, h(-,T) = 0 is not needed).
Moreover, from (2.11b)

g€ C((0,T; L*(T)) — wy, € C([0,T]; [D(A)]) (2.13)
Remark 2.1. We recover (2.11a) from (2.11c) as follows as [w — Dg| € D(A)

t
(—A) [A / S(t — 7)Dy(r)dr — Dy(t)| = bA [w — Dy(t)
0
=bAw € C([0,T]; H2(Q)).
The main result of the present Section 2 is the following

Theorem 2.3. [1] (i) With reference to problem (1.1a)—(1.1c) with zero initial
conditions {yo,y1,y2} = 0,f = 0, and v € L>(Q) we have the following optimal
interior reqularity results:

e C([0,T]; L3(2 2.14
gGLQ(O,T;LZ(F)):&{y (OAL LA )1), . -
yr € C([0,T]; [D(A?)) = H (), (2.15)
€ C([0,T]; H%(Q)) (2.16a)
g { € L2(0,T;[D(A)]), (2.16b)
€ C([0, T [D(A)]) ® L*(0, T; [D(AY/**9)]) (2.16¢)
as well as the following boudary trace result:
Jy -1
== W § e H(Y). (2.17)
Moreover,
g€ C([0, T LXT)) = yu € C((0,T}; [D(A)]), (2.18)
all the maps being continuous.
(ii) Let now v = 0. Then by Lemma 2.1,
y=w = a solution of the problem (2.4a)-(2.4c) (2.19)

so that, in this case, the same representation formulae for {w,wt,wtt,g—f} =

{y7yt,ytt, %} of Theorem 2.2 hold for the y—problem with zero initial data and
f=0.
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Proof. We recall the proof of (3.1.2) from [17, p. 177] as this is needed to show the
implication (3.1.5) == (3.1.6), which is not explicitly noted in [17].
Integrating by parts formula (3.1.2), we obtain via (2.8) and g(0) = 0:

w(t) = A/O S(t —7)Dyg(r)dr = /0 %C(t —7)Dg(7)dT

=C(t—7)Dg(7) :Z - /0 C(t —7)Dg(7)dr (3.1.8)
w(t) = Dy(t) — /0 C(t —1)Dg(r)dr € C ([0, T); H'(Q)), (3.1.9)

since Dg(t) € C ([0,T]; H'(€2)) by (2.6b) with s = 1 and applying A1 to (2.10),
with g € L?(0,T; L*(T")) replaced by ¢ € L?(0,T; L*(T)). Now we prove (3.1.6) as
a consequence of (3.1.5). Differentiate (3.1.9) thus obtaining

t
wy(t) = Detty— DettT™+ A/ S(t—7)Dg(r)dr € C ([0,T); H'(Q))  (3.1.10)

0
by invoking (3.1.2) with g there subject to assumption (3.1.1a)—(3.1.1b) replaced

now by ¢ satisfying the corresponding assumption (3.1.5). Next, differentiating
(3.1.10), we obtain

w(t) = A/OtC(t — 7)Dg(r)dr € C ([0, T); L*()) (3.1.11)

recalling formula (3.1.3) with g there satisfying (3.1.1a)—(3.1.1b) with ¢ now satis-
fying the corresponding assumption (3.1.5). O

Theorem 3.1.2. [[17, Theorem 3.5, p. 178]] With reference to (2.4a)—(2.4c), let

ge H' (X). (3.1.12)
Then, continuously,
ow 1., ¢ 2
—| =—-D*A|A | S(t—71)Dg(r)dr| € L*(%). (3.1.13)
ov r b 0
Assume further
geHY (D). (3.1.14)
Then (recalling also (3.1.9))
1 ¢
Owe) _ Lpey [A/ S(t — T)Dg(T)dT] € L*(%). (3.1.15)
ov |p b 0

In view of Remark 2.3 and Lemma 2.1, we then obtain the following results for the
original y-problem in (1.1a)—(1.1c).

Theorem 3.1.3. Part A: (i) (Interior reqularity) With reference to the Dirichlet
non-homogeneous mized problem (1.1a)—(1.1c), with f = 0, {yo,y1,y2} = 0 and
v e L®(Q), let

gecC ([O,T}; H%(F)) N H' (0,T; L3(I)) (3.1.16a)
along with the compatibility condition

9l,_o =Wl =0. (3.1.16b)
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Then, continuously,

w(t) = A/O S(t — 7)Dg(r)dr € C ([0,T}; H* (). (3.2.2)

In addition, assume
G eC ([O,T];H%(r)) . (3.2.3)

Then, continuously,
we(t) = A/o C(t—1)Dg(r)dr € C ([0,T); H'(Q)) (3.2.4)

wir(t) = bAw = (—A) {A /O 'St — ) Da(r)dr Dg(t)}

= bA[w — Dg] € C ([0, T]; L*()) (3.2.5)
[refer to (3.1.4) or Remark 2.1]. Finally, assume the stronger assumption
g€ H*(Y). (3.2.6)
Then, continuously,
?9%] = —%D*A {A /OtS(t - T)Dg(T)dTil c H'(Y). (3.2.7)

In view of Remark 2.3, we then obtain the following results for the original y-problem
in (1.1a)—(1.1c).

Theorem 3.2.2. Part A: (i) (Interior regularity) With reference to the Dirichlet
non-homogeneous mized problem (1.1a)—(1.1c), with f = 0, {yo,y1,y2} = 0 and
v € L™(Q), let

gecC ([O,T}; H%(r)) N H (0, T; LA(T)) (3.2.82)
along with the compatibility conditions
9ico =w0lr =0 9|,y =m|.=0. (3.2.8b)
Then, continuously
y € C(0,T]; H* (). (3.2.9)
In addition, assume
g eC ([o,:r]; H%(m) . (3.2.10)
Then, continuously
y € C([0,T); H'(Q)) (3.2.11)
yie € C ([0, T); L*(9)) . (3.2.12)
(ii) (Boundary regularity) Assume now the stronger hypothesis
g € H* (D). (3.2.13)
Then, continuously
gizeH%m. (3.2.14)

Part B: Now let v = 0. Then, by Lemma 2.1, y = w = solution of problem
(2.4a) — (2.4c), so that, in this case, the same representation formulae (3.2.2) of
Theorem 3.2.1 hold true for w = y under assumption (3.2.8a)—(3.2.8b) on g, as
well as the representation formulae (3.2.4)—~(3.2.5) of Theorem 3.2.1 holds true for



12 ROBERTO TRIGGIANI AND XIANG WAN

{we,w} = {yt,yu} under the additional assumption (3.2.10) on g¢; finally, the
dy

= —=| under
r  Ovp

0
representation formula (3.2.7) of Theorem 3.2.1 holds true for a—w
v

the stronger assumption (3.2.6) on g.

3.3. The case of g € H3(X). We return to the wave problem (2.4a)—(2.4c), this
time with further smoother g € H3(X).

Theorem 3.3.1. [17, Theorem 2.5, p. 165] With reference to (2.4a)—(2.4¢c), let

g€ H* D) (3.3.1a)
along with the Compatibility Conditions
9o =wlp =0 gl_g=wmlp =0  gul,_,=0. (3.3.1b)
Then, continuously,
t
w(t) = A / S(t — 7)Dy(r)dr € C (0, T); H¥ () (3.3.2)
0
t
w(t) = A/ C(t — 7)Dg(r)dr € C ([0,T); H*(Q)) (3.3.3)
0

wit(t) = bAw = (—A) [A /0 ' S(t — r)Dg(r)dr — Dg(t)]

=bA[w — Dg] € C ([0,T}; H'(Q)) (3.3.4)
g—l: = %DA* [A/O S(t T)Dg(T)dT} c H* () (3.3.5)

[Regarding (3.3.4), refer to (3.2.5), or (3.1.4) or Remark 2.1.]

In view of Remark 2.3, we then obtain the following results for the original y-problem
in (1.1a)—(1.1c).

Theorem 3.3.2. With reference to the Dirichlet non-homogeneous mized problem
(1.1a)—(1.1c), with f =0, {yo,y1,y2} =0 and v € L>=°(Q), let

g€ H D) (3.3.6a)
along with the compatibility conditions
Ileo=wlp =0 @l_g=wlp =0 gul|,_, = Ayo|. + f(0) = 0. (3.3.6b)

Part A: Then, continuously,

y € C(0,T); H*(Q)) (3.3.7)
ye € C ([0,T); H*()) (3.3.8)
yu € C ([0, T); H'()) (3.3.9)
and
% € H*(%). (3.3.10)

Part B: Let now v = 0. Then, by Lemma 2.1
y = w = solution of problem (2.4a) — (2.4c) (3.3.11)
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PART B: Neumann boundary control, dim 2 > 2

4. Linear Third order SMGTJ—-equation with non-homogeneous Neu-
mann boundary term in L2?(0,T; L*(T')), dim Q > 2. If the SMGTJ equation
(1.1a) is written in terms of the scalar velocity potential, where pressure = ko,
(velocity potential), then the Neumann non-homogeneous boundary terms are ap-
propriate [4, 10].

Yeer + aye — Ay — bAy; =0 in @ =(0,7] {N1a)
Yo =%0=0 w|,_y=11=0 yul_,=y2=0 inQ (4.1b)
0

a% =9 in ¥ = (0,7] x(I.1c)

In this case, we seek to obtain optimal regularity of the map

9 —{Y:Yt, v, yls-} (4.2)
We proceed along the same approach as for Dirichlet boundary control.

Step 1. When v = a — % = 0, the argument in the Section 2, Step 1 below (2.1)

yielding (2.3a)—(2.3c¢), ultimately Lemma 2.1, does not depend on the boundary
conditions. Hence we likewise obtain that problem (4.1a)—(4.1c) can be rewritten
for y =0 as

d c? .

-l = bAY + [y —bAY =0 in Q= (0,T] x (4.3a)

[Yer — bAY],_q = y2 — bAyy =0 in 0 (4.3b)

y .

ol =9 in ¥ =(0,T] xT (4.3¢)
)

Lemma 4.1. We have that y is a solution of problem (4.3a)—(4.3¢) if and only if
y =1 is a solution of

N = bAn in Q= (0,T] xQ (4.4a)
M=o =Mele=o =0  in Q (4.4b)
% § =g in ¥ =(0,T] x Ty (4.4c)

Thus, in this canonical case v = 0, the regularity of the map (4.2) coincides with
the regularity of the well-known map g — {n, ¢, i, n|s} for which we quote [24,
Vol 1, Sect 8], [22]-[23], [37]. To this end we introduce the parameter a:

2
a= 3 for a general sufficiently smooth domain Q ¢ R, d > 2. (4.5a)
a= Z for a parallelepiped in RY,d > 2. (4.5b)

Moreover, throughout Part B, we introduce the operators (not to be confused with
the Dirichlet-Laplacian in (2.5) of Part A)
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Theorem 4.3. (i) With reference to problem (4.1a)—(4.1c) and v € L>(£2) we
have the following optimal interior and boundary regularity results:

y € C([0,T]; H¥(Q) = D(A%/?)) (4.16)

2 . T2
geOBEE) = {y € C([0,T); H*1(Q) = [DAU=Y2)),  (4.17)

C([0,T]; HS2(Q)) (4.18a)
Y € < L2(0,T; [D(A=9/2))), (4.18b)
C([0,T); [D(A=%/2))') @ L*(0,T; [D(AY*+9))) (4.18¢c)

as well as the following boudary trace result:
= y|y, € H*71(%). (4.19)
Moreover, still continuously
g€ C(0,THLAT)) = yu € C((0,T); [D(A2)]"), (4.20)

all the maps being continuous.

(ii) Let now v = 0. Then, by Lemma /.1, y = n is the solution of the problem
(4.4a)—(4.4¢c) with corresponding representation formulae as in Theorem 4.2.
Counterparts of Remarks 2.2 and 2.3 in the Dirichlet case apply now.

Remark 4.2. For dim (2 = 1, higher regularity results are available for problem
(4.4a)—(4.4¢c) [24, Theorem 9.8.4.1]

g € L*(0,T; L*(T)) = {n,m,mue} € C((0,T); H'(Q) x L*(Q) x H™(Q)). (4.21)
Correspondingly higher regularity results are available for the SMGTJ problem
(4.1a)—(4.1c) for dimQ = 1. We shall not discuss them explicitly, however.

5. Optimal regularity theory and corresponding explicit representation for-
mulae for the Neumann y-problem (4.1a)—(4.1c) with g € C([O,T];Ha*%(ﬂ) N
H'(0,T; L*(T")). We return to the wave problem (4.4a)—(4.4c), this time with ¢ fur-
ther smoother, as in the title of the present section. We then appeal to the corre-
sponding optimal interior and boundary regularity [23, Theorem A], [24, Theorem
8A.2, p. 756].

Theorem 5.1. With reference to non-homogeneous Neumann problem (4.4a)—(4.4c),
assume
(1) (Interior regularity)

g€ C([0,T); H**(@) N H'(0,T; L*(I)) (5.1)
[a result that is a-fortiori true, if we assume
g € C([0,T]; H** =11 () = L2(0, T; H** (D)) N H' (0, T; LA(T)),  9(0) =0 (5.2)

by virtue of [26, Theorem 3.1, m = 1,5 = 0, p. 19]. Then the unique solution of
(4.4a)—(4.4c) satisfies continuously

n(t) = A/O S(t — T)Ng(r)dr € C(0, T]; HF+1(Q) (5.3)

ne(t) = A/O C(t — 7)Ng(r)dr € C([0,T); H*(Q)) (5.4)

me(t) = bAn € C([0, T]; H*~1(Q)) (5.5)
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Then, continuously,

y € C([0,T); H' () (7.2)
y € C([0,T]; L*(2)) (7.3)
yie € C([0,T]; HH(Q)). (7.4)

(ii) Let now v = 0, so that by Lemma 4.1, y is a solution of the problem (4.1a)-

(4.1¢) if and only if n = y is a solution of problem (4.4a)—(4.4c), whereby then the
following representation formulae hold true

u(t) = n(t) = A / S(t - 7)Ng(r)dr € C([0,T]; H' () (7.5)
ye(t) = () = A / C(t - 1) Ng(r)dr € C([0,T); I2(Q) (7.6)

Proof. (ii) The regularity results of {n,n:} given in (7.5)—(7.7) for problem (4.4a)-
(4.4c) with g satisfying assumption (7.1a)—(7.1c) is given by [44, Theorem B, p.
495, same as Theorem 4.5, p. 500]. Then (7.5) implies (7.7) by [26, Proposition
12.1, p. 85]. The representation formulae were noted in Theorem 4.2.

(1) Then the regularity results in (7.2)—(7.4) with v € L*°(f2) are the same as in the
case v = 0, as noted repeatedly. O

Theorem 7.2. (i) Consider problem (4.1a)—(4.1c) with v € L*(Q) and Neumann
boundary control g satisfying

g€ HY0,T; H () nC([0,T); H* (")), ¢(0) = 0. (7.8)

Then, continuously,

y € C([0,T]; H+2(Q)) (7.9)
ye € C(10,T); HS%(9)) (7.10)
yu € C([0,T]; H3(Q)). (7.11)

(ii) Let now v = 0, so that by Lemma 4.1, y is a solution of problem (4.1a)—(4.1c) if

and only if n =y is a solution of problem (4.4a)—(4.4c), whereby then the following
representation formulae hold true

y(t) =n(t) = A/O S(t—7)Ng(r)dr € C([O,T];Ha+%(§2)) (7.12)
yo(t) = mi(t) = A / C(t - 1)Ng(r)dr € C([0,T); H3 () (7.13)
yu(t) = nu(t) = bAy € C([0,T]; HY 3 (). (7.14)

Proof. (ii) The regularity results of {n,n;} given in (7.12)—(7.13) for problem (4.4a)—
(4.4c) with g satisfying assumption (7.8) is given by [44, Theorem A, p. 495, same
as Theorem 4.3, p. 498]. The representation formulae were noted in Theorem 4.2.
(i) Then the regularity results in (7.9)—(7.11) with v € L°°(2) are the same as in
the case 7 = 0, as noted repeatedly. O
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1/2 12,1 _ 1/4 1/2
DY) = B} (@), [P/ =R, DAY = B ). (3.1.7)
Below we shall use that

3
P n=23

2

se[H' @], 0={14¢ n= (8.1.8)
1
5"‘6, n:].

Theorem 8.1.1. (a) Let v =0 as in (8.1.2), so that y is a solution of (8.1.1a)-
(8.1.1¢c) if and only if y is a solution of (8.1.4a)-(8.1.4d). In this case, by [24,
Theorem 9.8.1.1, p. 844], [42], the following results hold true.

(al) Interior regularity, with the following representation formulae (for b=1)

y(t) = /0 S(t — D)0 Yu(r)dr € C([0,T]: V1) (8.1.9)
() = /O Clt — 1)3()o(r)dr € C([0,T]; Ya) (8.1.10)

yue(t) = —Aay(t) +6(-)o(t) = _Ad/o Sa(t = )d(-)v(r)dr +0(-)v(t)

C ([o,:r]; [D(Ag)] + L*(0,T; [H3/2+6(Q)]')) . n=3  (8.Llla)
e!{ ¢ ([O,T}; (DAY + L2(0,T; [HHE(Q)]’)) ., m=2  (8.1.11b)
C ([O,T]; [D(AY?)) + L2(0,T; [H1/2+"(Q)]’)) . mn=1  (8.1.1lc)
a-fortiori
H%Q), n=3 (81.12a)

yu € L2(0,T;Ys),  Ys={ (D(AYY)Y c [HI(Q), n= (8.1.12h)
H™Y(Q) = (D(AY?)Y, n=1 (8.1.12)

(a2) Boundary regularity, ((2.6d) with b=1)

) HY(%), n=3 (8.1.13a)
- —D*Ad/ Salt — T)5(Jo(r)dr € L HY2(),  n=2  (3.1.13b)
’ [X(®), n=1  (8.1.13)

dy

ov

T

(b) For~y € L*>®(Q), the same reqularity results hold true.

An alternative way using the new variable z

c? c?

z=pytyp=(ayty) -y, y=a- 4

introduced in [30] and used critically in [41], [1] is given in Appendix A.
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CASE 2. (homogeneous Neumann B.C.) We now consider the following problem

Yeer + oy — Ay — bAy; = §(z)u(t) in Q= (0,T] x Q (8.1.14a)
Yeo =05 wl,_g =0 wie|,_, =0 inQ (8.1.14b)
dy
=0, == =0 inX=(0,T|xT 8.1.14
y|20 T 9y 5, m (0,77 x ( c)

with boundary I' =T'g UT';, I'; open in I', T'y possibly empty.
The approach now is a perfect counterpart of Case 1. Here we recall the Neumann
Laplacian A,, in (4.6) for I'g = §) or otherwise

A.f = —=bAf, DA, = {f € H*(Q), f|,, =0, %

= 0}, (8.1.15)
I

as well as the corresponding Neumann map (same as in (4.7) if Ty = 0)

Ng=¢ < {A¢:Oin Q, f{ro =0, % :g} (8.1.16a)
I

0in Ty (8.1.16b)

N*A,f = {_bf}Fl inTy, feDA,). (8.1.16¢)

Step 1. Again we assume v = 0 as in (8.1.2) at first, so that the problem corre-
sponding to (8.1.3a)—(8.1.3c) starting from (8.1.14a)—(8.1.14¢) is now

2

d c .
pr [yee — bAY] + n [y — bAY] = d(x)u(z) in @ (8.1.17a)
[yee — bAY),_o = y2 — bAyo =0 in Q (8.1.17b)
Yy
= = = in X 1.1

y’zo 0, oy, 0 in (8.1.17¢)

or solving problem (8.1.17a)—(8.1.17¢)
Yy = bAY + 5(z)v(t) in @ (8.1.18a)
Yoo =05 w],_, =0 in Q (8.1.18b)

9y .

Y|y, =0, vl = 0 in 2 (8.1.18¢)

1

t
o(t) :/ e~ T Dy(r)dr € L*(0,T) (8.1.18d)
0

where y satisfies problem (8.1.17a)-(8.1.17¢) — that is, problem (8.1.14a)-(8.1.14c)
— if and only if y satisfies problem (8.1.18a)-(8.1.18d). Let, in the present Case
2, Cp(t)/Sn(t) be the cosine/sine operators generated by the strictly negative self-
adjoint operator (—A,) in (8.1.15) on H = L*(Q) (or H = L*(Q)/R if Ty = 0).
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FIGURE 1. The y-problem feeds the w-problem

Theorem 8.2.1. (a) Case d = 3. Consider the SMGTJ equation in the unknown
y(t, ) with point control defined in the 3-dimensional interior domain ; and I.C.

{yo,y1,y2} = 0:

Yert + ayse — Ay — bAy, = §(x)u(t) in Q; = (0,T] x Q; (8.2.1a)
y’t:O =0; yt‘t:(] =0; ytt|t:0 =0 in (8.2.1b)
Yl =0 in%;=(0,T] xT; (8.2.1¢c)

feeding through time integration of its Neumann trace on I'; = 0€); the following w-
wave mized problem defined on the external domain 2. with Neumann homogeneous
B.C. on the external boundary T,

wy = Aw in Qe =(0,T] x (8.2.2a)
w(0,-) =0, w(0,-)=0 in Qe (8.2.2b)
t
gu| - _ / % dr in¥; = (0,7 xT; (8.2.2¢)
ov |y, o vy,
gul _y in Se = (0,T) x L. (8.2.2d)
o |5,
Assume:
u € L*(0,7). (8.2.3)
Then, continuously (@ in (4.5))
w=1L (8“’ ) € C([0,T); HE 1)) (8.2.4)
o s,
d ow a—2
we = %L (ay EZ) S C([O,T],H (Qe)) (825)




24 ROBERTO TRIGGIANI AND XIANG WAN

(b) Case d = 2. When Q; and Q. are 2-dimensional, consider the same y-problem
(8.2.1a)~(8.2.1c) and w-problem (8.2.2a)—(8.2.2c), except that now
ow| 9y

3

3
replaces (8.2.2¢). Assume again (8.2.3) for the scalar control u. Then, continuously,

wL(aw
ov s,

d ow

= —L _—

YT ( ov

Proof. (a) Case d = 3: Under assumption (8.2.3) of the point control, we have,

continuously, the following regularity of the y-problem on €2; by Theorem 8.1.1, Eq.
(8.1.9), (8.1.6a) as well as (8.1.13a):

) € C([0,T); H* 3 (Q)) (8.2.7)

) e C([0,T); H*~3(Q)) (8.2.8)
i

{0} € OO0, T L2(9) x H 1)) (8.2.9)
% ~1(%;), hence t % - 2 =1
oy, € H (%), h /0 ol dr € L*(0,T; H-1(I;))) (8.2.10)

t
0
Then with g(t) = / a—z dr, g(0) = 0, for the Neumann control acting in (8.2.2¢),
0 5

we invoke [44, Theorem 5.4, same as Theorem D, along with (4.15b), (5.3.2)] to the
w-problem and obtain (8.2.4), (8.2.5).

(b) Case d = 2: Here, under assumption (8.2.3) of the point control we have,
continuously, the following regularity of the y-problem on €2; by Theorem 8.1.1, Eq.
(8.1.9), (8.1.10), (8.1.6b) as well as (8.1.11Db):

(v} € CO,TL; Hob™ (%) x [Hog*(2)]) (8.2.11)
U HY2(%y) = [HY? ()] (8.2.12)
oy,
Then, with g(t) = % , 9(0) = 0 by (8.2.1b), the Neumann control (8.2.6), we
vis,
invoke [44, Eq. (4.13), (4.15b)] and obtain (8.2.7), (8.2.8). O

Nlustration #2: Let ©; and €2, be as in Illustration #1.

Theorem 8.2.2. (a) Case d = 3. Consider the same SMGTJ equation (8.2.1a)-
(8.2.1¢) of Illustration #1 in the unknown y(t,x) with point control defined in the
3-dimensional interior domain Q; and I.C. {yo,y1,y2} = 0, this time feeding through
its Neumann trace on I'; = 0€); the following w-wave mixed problem defined in the
external domain Q, this time with Dirichlet homogeneous B.C. on the external
boundary T, :

Wy = Aw in Q.= (0,T] x Q. (8.2.13a)

w(0,) = wo, wi(0,r) =wr  in Qe (8.2.13b)
"oy .

wly, = /0 m . dr in¥X; = (0,T] xT; (8.2.13¢)

wly, =0 in X = (0,T] x Te. (8.2.13d)
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Integrating by parts (S(0) = 0) on 2(?)(t) in (A.4a), we obtain

=4 [ 81D (e

= [48(—7)D (7)) L: + A/O Ct—m)D (y()|)dr  (A5a)
:M— AS(t)D (y(0)|,) +A/O C(t—7)D (y(7)|,) dr.
(A.5D)

At this point, we notice that since the component y of the solution of (1.1a)—(1.1c)
with f =0, {yo,y1,y2} = 0 was taken to be smooth, then compatibility conditions
apply and yield

y(0)| = ol =0 (A.6)

as yo = 0 throughout. Then, by (A.6) used in (A.5b) we see that the second term
in (A.5b) also vanishes and thus we obtain

2D ()= A / C(t — 7)D(y(7)|r)dr. (A7)
0
Thus, combining (A.7) in (A.4a), we obtain
2 t t
z(t) = ?A/O S(t—71)D (y(T)|F) dr + A/O C(t—7)D (y(7)|r) dr (A.8)

originally for smooth trace y(-)|r. Extending the integral term, by closedness and
density, we finally obtain

g € L2(0,T; LA(T)) —> 2(1) — %A/O S(t — 7)Dg(r)dr + A/O C(t — 1) Dg(r)dr

(A.9a)
= %U)(t) +w(t) € C([O’T};Hfl(g) — ['D(Al/z)]’)
(A.9b)

recalling w in (2.9) and w; in (2.10) of the w—problem (2.4a)—(2.4b). Next recall
that z = %y + y; from (A.1) and compare with (A.9b). By subtraction we find

-wi=-F-w). (y-w)0)=0, (A.10)

and since y(0) = w(0) =0, (A.10) implies
yt) =w(t) = A/O S(t — 7)Dg(7)dr € C([0,T]; L*(2)) (A.11)

and (2.19) is established. Then y; = wy, Yy = wy in (2.10), (2.11) follow at once.
Lemma 2.1 is proved. O

Appendix B. Case g = 0 in (1.1c¢). In this case, problem (1.1a)—(1.1c) can be
rewritten abstractly as

Ut 4+ aigs + CAu+bAu, =0 on H = LQ(Q), (B.1)
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along with I.C. ug, u1,us. We re-write it as a first order problem as

dlu U 0 1 0
Ut Ut —C2A —bA —al

It is established in [30] that the operator G (with appropriate domain) is the gen-
erator of a s.c. group e“? in several function spaces:

Uy=HxHxH (B.3a)

U =D(A%) x D(A?) x H; U, =D(A) x D(A) x D(A?) (B.3b)

Us =D(A) x D(A%) x H; Uy =D(A?) x D(A) x D(A?) (B.3¢)

Us = Vs = H x [D(AY?)) x [D(A)] (B.3d)

whereby the solution of problem (1.1a)—(1.1c) (with g = 0) is given by

u(t) Uo ¢

ue(t) | = €% |uy | + / G f(1Ydr € C([0,T); U;) (B.4)
wg (1) Us 0

continuously for [ug,ui,us] € U; and f € LY(0,T;U;),i = 1,2,3,4,5. The case
that couples with Theorem 3.2.2 is Us = D(A) x D(A?) x H, yielding the required

interior regularity by (B.4), while the boundary regularity is given by [41, Theorem
6.2], [1, Theorem 5.2].
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