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ABSTRACT

The Geddes Composable Platform is a Kubernetes-based private
cloud resource at Purdue University. To streamline adoption of the
platform and lower the barrier to entry, we created push button
deployments for some of the popular applications used by Purdue
researchers and made them available via Geddes’ Rancher web-
based user interface using Helm and Rancher Charts. With little
knowledge of the underlying system, a new user can use a web form
to deploy custom applications, including JupyterHub instances,
Alphafold, CryoSPARC and the Triton Inference Server.
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1 INTRODUCTION

The Geddes Composable Platform, a multi-tenant Kubernetes-based
private cloud resource at Purdue University, is used to deploy con-
tainerized applications, data analysis tools and elastic software
stacks for scientific computing. Geddes uses Rancher to provide
web-based access to the Kubernetes cluster. Kubernetes has a steep
learning curve and deployments can be very complex, requiring
custom provisioning of compute, storage and networking resources.
To reduce this complexity and lower the barrier to entry for deploy-
ing applications in Kubernetes, we designed custom push button
deployments for popular applications and made them available to
users via the Rancher UL
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2 COMPONENTS

The core components used to create push button applications are
Helm and the Rancher Apps & Marketplace feature. Rancher sup-
ports deploying applications from both Helm charts and Rancher
charts. Rancher charts are an extension of Helm charts, designed to
simplify the user experience by automatically creating web-based
forms for entering required Helm chart variables.

3 APPLICATIONS

Rancher provides access to several applications by default via the
Apps & Marketplace feature. Examples include MySQL, MongoDB,
Kafka and ELK stacks. Custom charts were created for the following
additional applications.

JupyterHub: A Rancher chart was created based on the Zero-
to-Jupyterhub Helm chart, allowing the user to integrate custom
notebooks, create a custom URL for the deployment and config-
ure authentication mechanisms. For example, a user can deploy a
JupyterHub that uses Purdue’s LDAP authentication with autho-
rization based on a specific UNIX group.

Triton: The NVIDIA Triton Inference Server [4] provides an
simple interface to deploy, access and scale AI models for inference.
Helm and Rancher charts were created based off of the Triton
container image from NVIDIA GPU Cloud (NGC) [3], allowing
a user to serve models from a shared storage location and use
Prometheus metrics with the horizontal pod autoscaler (HPA).

Alphafold: Alphafold is a neural network-based protein folding
software used to predict the structure of a protein based on its
amino acid sequence [2]. Helm and Rancher charts were created
allowing users to enter a protein sequence in a web form and per-
form GPU-enabled searches from a shared database location using
a customized version of the Alphafold Docker image [1].

CryoSPARC: CyroSPARC is software that processes cryo-electron
microscopy (cryo-EM) data to solve cryo-EM structures such as
membrane proteins, viruses, and small particles. Helm and Rancher
charts were created to integrate users’ license keys, GPUs and
web-based access to the CryoSPARC interface via a custom Docker
image.

4 CONCLUSIONS AND FUTURE WORK

This work has been successful in allowing users to easily deploy
applications in Kubernetes, with the most popular deployment
being JupyterHub instances for research groups and data science
courses. We plan to continue this work by deploying additional
charts for RStudio to support additional courses, BioContainers to
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support life sciences researchers, and other NGC containers for
AI/ML research. We will also generalize and publish Helm charts
for use by the larger RCD community.
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