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Abstract

The regression discontinuity (RD) design is one of the most widely used
nonexperimental methods for causal inference and program evaluation.
Over the last two decades, statistical and econometric methods for RD anal-
ysis have expanded and matured, and there is now a large number of method-
ological results for RD identification, estimation, inference, and validation.
WEe offer a curated review of this methodological literature organized around
the two most popular frameworks for the analysis and interpretation of RD
designs: the continuity framework and the local randomization framework.
For each framework, we discuss three main topics: (#) designs and param-
eters, focusing on different types of RD settings and treatment effects of
interest; (b) estimation and inference, presenting the most popular methods
based on local polynomial regression and methods for the analysis of exper-
iments, as well as refinements, extensions, and alternatives; and (¢) validation
and falsification, summarizing an array of mostly empirical approaches to
support the validity of RD designs in practice.
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1. INTRODUCTION

The regression discontinuity (RD) design was introduced by Thistlethwaite & Campbell (1960,
p- 317) as a “method of testing causal hypotheses” in settings where the random assignment of
treatment is unavailable. The design is applicable in situations where units receive a score, and a
treatment is assigned on the basis of a specific rule that links the score with a known cutoff: All
units whose score is above the cutoff are assigned to the treatment condition, while all units whose
score is below the cutoff are assigned to the control condition. Under appropriate assumptions,
the discontinuous change in the probability of receiving treatment at the cutoff can be used to
learn about the causal effects of the treatment on an outcome of interest.

Although overlooked at first, the RD design has become one of the most credible nonexperi-
mental methods for causal inference and program evaluation. In economics, its use is widespread,
driven by the wide applicability of the design across multiple subfields. For example, in devel-
opment economics, cash transfers are often available to households that reach a threshold on a
poverty measure. In labor economics, unemployment insurance or reemployment training is of-
fered to individuals who are older than a certain age or who previously worked a minimum number
of hours. In political economy, the incumbent party in two-party plurality elections is the candi-
date that reaches 50% of the vote. In public economics, municipalities with populations above
certain thresholds are often subjected to different election or tax-sharing rules. RD designs can be
employed to study the effect of such policies on various outcomes of interest, including health sta-
tus, labor supply, fiscal indicators, and saving decisions, among many others. Given that many such
interventions are not amenable to random experimentation, the RD design offers the opportunity
to study treatment effects with a rigor and credibility that would otherwise be unavailable.

We offer a curated review of the methodological literature on the analysis and interpretation
of RD designs, providing an update over prior review pieces in economics (Cook 2008, Imbens &
Lemieux 2008, van der Klaauw 2008, Lee & Lemieux 2010). Our discussion aims to be compre-
hensive in terms of conceptual and methodological aspects but omits technical details, which are
available in the specific references we give for each topic. We also discuss general implementation
issues, but refer the reader to Cattaneo et al. (2020a, 2022a) for comprehensive practical guides to
empirical analysis. Although we mention examples in various sections, space constraints prevent
us from presenting an exhaustive list of empirical applications of RD designs in economics.

We organize our review in three main parts. Section 2 introduces the types of RD designs most
commonly encountered in practice and briefly discusses other RD-like research designs. This sec-
tion focuses on identifiability (Matzkin 2013) of the main treatment effects of interest in each set-
ting, and therefore it relies on basic restrictions on the underlying data-generating process—i.e.,
the statistical model assumed to generate the data. Using the taxonomy proposed by Cattaneo etal.
(2017), we consider two distinct conceptual frameworks for RD designs: the continuity framework,
which relies on limiting arguments via local regression ideas, and the local randomization frame-
work, which relies on ideas derived from the analysis of experiments. Using both frameworks, we
provide an overview of canonical RD settings (sharp and fuzzy), multidimensional RD designs
(multi-cutoff, multi-score, geographic, multiple-treatment, and time-varying designs), and other
related designs, such as kink, bunching, before-and-after, and threshold regression designs. We
also discuss issues of internal vs. external validity, and we overview methods for the extrapolation
of RD treatment effects.

In Section 3, we focus on estimation and inference methods for RD designs, presenting
the two most common approaches: local polynomial regression methods (Fan & Gijbels 1996),
which are naturally motivated by the continuity framework, and analysis of experiments meth-
ods (Rosenbaum 2010, Imbens & Rubin 2015, Abadie & Cattaneo 2018), which are naturally
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motivated by the local randomization framework. For completeness, we also summarize refine-
ments, extensions, and other methods that have been proposed over the years. Building on the
two canonical estimation and inference methods for RD designs, we overview the applicability of
those methods when the score has discrete support, with either few or many distinct values. To
close Section 3, we discuss power calculations for experimental design in RD settings, a topic that
has lately received renewed attention among practitioners.

In Section 4, we focus on methods for the validation and falsification of RD designs. These em-
pirical methods are used to provide indirect evidence in favor of the underlying assumptions com-
monly invoked for RD identification, estimation, and inference. Our discussion includes generic
program evaluation methods such as tests based on pre-intervention covariates and placebo out-
comes, as well as RD-specific methods such as binomial and density continuity tests, placebo cutoff
analysis, donut hole strategies, and bandwidth sensitivity analysis.

WEe conclude in Section 5. General purpose software in Python, R, and Stata for analysis of
RD designs, as well as replication files for RD empirical illustrations, further readings, and other
resources, is available at https://rdpackages.github.io/.

2. DESIGNS AND PARAMETERS

The RD design is defined by three key components—a score, a cutoff, and a discontinuous treat-
ment assignment rule—related to each other as follows: All the units in the study are assigned a
value of the score (also called a running variable or index), and the treatment is assigned only to
units whose score value exceeds a known cutoff (also called threshold). The distinctive feature of
the RD design is that the probability of treatment assignment changes from zero to one at the
cutoff, and this abrupt change in the probability of being assigned to treatment induces a (possi-
bly smaller) abrupt change in the probability of receiving treatment at the cutoff. Under formal
assumptions that guarantee the comparability of treatment and control units at or near the cutoff,
this discontinuous change in the probability of receiving treatment can be used to learn about
causal effects of the treatment on outcomes of interest for units with scores at or near the cutoff,
because units with scores barely below the cutoff can be used as a comparison (or control) group
for units with scores barely above it. The most important threat to any RD design is the possi-
bility that units might be able to strategically and precisely change their score to be assigned to
their preferred treatment condition (Lee 2008, McCrary 2008), which might induce a discontin-
uous change in their observable and/or unobservable characteristics at or near the cutoff and thus
confound causal conclusions.

Ludwig & Miller (2007) offer a prototypical empirical application of early RD methodology
with a study of the effect of expanding the social services program Head Start on child mortality.
In 1965, all US counties whose poverty was above the poverty rate of the 300th poorest county
received grant-writing assistance to solicit Head Start funding, while counties below this poverty
threshold did not. The increase in assistance led to an increase in funding for Head Start social
services. The authors used an RD design to compare counties barely above and barely below the
cutoff to estimate the effect of the increased assistance and funding on child mortality from causes
that might be affected by the bundle of Head Start services. In this design, the unit of analysis
is the county, the score is the county’s poverty rate in 1960, and the cutoff is the poverty rate of
the 300th poorest county (which was 59.1984). Cattaneo et al. (2017) reanalyze this application
using the modern methods discussed in Sections 3 and 4. Busse et al. (2006) provide another early
application of the RD design in industrial organization.

Unlike other nonexperimental methods, RD methodology is only applicable in situations
where the treatment is assigned based on whether a score exceeds a cutoff (or where some
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generalization of the RD rule is employed, as we discuss below). These design-specific features
make the RD strategy stand out among observational methods: to study causal RD treatment
effects, the score, cutoff, and treatment assignment rule must exist ex-ante and be well defined,
with a discontinuous probability of treatment assignment at the cutoff. Importantly, the treat-
ment assignment rule is known and verifiable, and it is not just postulated or hypothesized by the
researcher. These empirically verifiable characteristics give the RD design an objective basis for
implementation and validation that is usually lacking in other nonexperimental strategies, thus
endowing the RD design with superior credibility among nonexperimental methods. In partic-
ular, the RD treatment assignment rule is the basis for a collection of validation and falsification
tests (see Section 4) that can offer empirical support for the RD assumptions and increase the
credibility of RD applications. Furthermore, best practices for estimation and inference in RD
designs (see Section 3) are based on these design-specific features.

The remainder of this section introduces canonical and extended RD designs, focusing on
identifying assumptions for treatment effect parameters of interest by employing the potential
outcomes framework (Imbens & Rubin 2015).

2.1. Sharp Designs

RD designs where the treatment assigned and the treatment received coincide for all units are
referred to as sharp. Sharp RD designs can be used in settings where compliance with treatment is
perfect (i.e., every unit assigned to treatment receives the treatment and no unit assigned to control
receives the treatment) or in cases where compliance with treatment is imperfect (i.e., some units
assigned to treatment remain untreated and/or vice versa) but the researcher is only interested on
the intention-to-treat effect of offering treatment. To formalize, suppose that 7 units, indexed by
i=1,2,...,n,have a score variable X;. The RD treatment assignment rule is 7; = 1(X; > ¢), with
T; denoting the observed treatment assignment, ¢ denoting the RD cutoff, and 1(-) denoting the
indicator function. Each unitis endowed with two potential outcomes, ¥;(0) and Y;(1), where Y;(1)
is the outcome under the treatment (i.e., when 7; = 1) and Y;(0) is the outcome under control (i.e.,
when 7T; = 0). The probability of treatment assignment changes abruptly at the cutoff from zero
to one, and we have P[T; = 1|1X; = «] = 0ifx < cand P[7; = 1|X; = ] = 1 ifx > ¢. This is the key
distinctive feature of the RD design.

The observed data are (Y;, T;, X;),i =1, 2,...,n,where ¥; = T;Y;(1) + (1 — T;)Y;(0) captures
the fundamental problem of causal inference: ¥; = Y;(0) for units with 7; = 0 (i.e., with X; < ¢)
and ¥; = Y;(1) for units with 7; = 1 (i.e., with X; > ¢). In other words, only one potential outcome is
observed for each unit. Crucially, units in the control and treatment groups will not be comparable
in general, as the score X; often captures important (observable and unobservable) differences
between them, and the RD treatment assignment rule induces a fundamental lack of common
support in this variable.

Hahn et al. (2001) introduced the continuity framework for canonical RD designs. In this
framework, potential outcomes are taken to be random variables, with the # units of analysis
forming a (random) sample from an underlying population, and the score X; is assumed to be
continuously distributed. Focusing on average treatment effects, the two key identifying assump-
tions are that (#) the regression functions E[};(0)|X; = x] and E[};(1)|X; = x] are continuous in
x at ¢, and (b) the density of the score near the cutoff is positive. These assumptions capture the
idea that units barely below and barely above the cutoff ¢ would exhibit the same average response
if their treatment status did not change. Then, by implication, any difference between the aver-
age responses of treated and control units at the cutoff can be attributed to the treatment and
interpreted as the causal average effect of the treatment at the cutoff, that is, for units with score
variable X; = c.
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Figure 1

Schematic representation of regression discontinuity (RD) designs, showing (#) continuity-based RD design and () local randomization
RD design. X denotes the score; ¢ denotes the cutoff; w denotes the half-length of the local randomization window; E[Y (1)|X] and

E[Y (0)|X] denote the conditional expectations of the potential outcomes under treatment and control, respectively, given the score; and
7srp and tsrr denote the RD treatment effect at the cutoff and in the window, respectively.

Formally, within the continuity-based framework, the canonical sharp RD (SRD) treatment

effect is

ko = E[F(1) = HO)IX = o] = Im E[V1X; = 2] — im E[V[X; = 1],

which is represented graphically in Figure 1a4. The identity is the definition of the classical
sharp RD parameter, while the equality is the key continuity-based identification result because
it links features of the distribution of potential outcomes to features of the distribution of ob-
served outcomes, via a continuity argument. The result asserts that the sharp RD treatment ef-
fect is identifiable as the vertical distance at the cutoff between the two conditional expectations,
lim E[Y;|X; = ¥] and lim,|, E[Y;|X; = x], which can be estimated from the data (see Section 3.2).

The continuity-based identification idea for average sharp RD treatment effects has been ex-
tended in several directions. For example, Frandsen et al. (2012) study quantile treatment ef-
fects, Xu (2017) investigates treatment effects using generalized nonlinear models for limited
dependent outcome variables, and Hsu & Shen (2019) focus on treatment effects conditional
on pre-intervention covariates. All these extensions retain the two basic sharp RD features:
(@) The treatment assignment is binary and applies to all units in a cross-sectional random sample,
and (b) there is a maximum discontinuity in the probability of treatment at the cutoff, that is,
lim,, E[T;|1X; = x] =1 # 0 = limy E[T}|1X; = «]. (Recall that E[T;|X; = x] = P[T; = 11X; = x].)
In addition, the score variable is assumed to be continuously distributed (see Section 3.5).

As a complement to the continuity framework, Cattaneo et al. (2015) introduced the local
randomization framework for RD analysis. This framework builds on the idea that near the cutoff
the RD design can be interpreted as a randomized experiment or, more precisely, as a natural
experiment (Titiunik 2021). The heuristic idea of local randomization near the cutoff can be traced
back to the original paper of Thistlethwaite & Campbell (1960), who viewed the RD assignment
rule as inducing a sort of random assignment near the cutoff and drew a strong analogy between
the RD design and a randomized experiment, describing the latter as a design “for which the
regression-discontinuity analysis may be regarded as a substitute” (p. 310). The analogy between
RD designs and randomized experiments took greater force after the work of Lee (2008), who
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advocated for interpreting the RD design as inducing “as good as randomized” (p. 675) variation
in treatment status near the cutoff, as well as the work of Lee & Lemieux (2010).

The analogy between RD designs and randomized experiments was first formalized without
continuity conditions by Cattaneo et al. (2015). Rather than relying on limits as the score tends to
the cutoff and on heuristic analogies between units barely above and barely below the cutoff, this
framework considers assumptions under which the RD design would produce conditions equiva-
lent to the conditions that would have occurred if a randomized experiment had been conducted
in a neighborhood around the cutoff.

The key assumption behind the local randomization approach to RD analysis is that units near
the cutoff are as-if randomly assigned to treatment. The assumption of as-if random assignment
requires the existence of a window W = [¢ — w, ¢ + w] around the cutoff ¢, assumed symmetric
only for simplicity, such that two conditions hold for all units with X; € W: (#) The joint prob-
ability distribution of scores in W is known, and (b) the potential outcomes are not affected by
the score in W. The first condition assumes that the assignment mechanism of the score is known
inside the window; for example, this condition holds when all units have the same probability of
receiving all score values in W. The second condition is an exclusion restriction that prevents
the potential outcomes (or their distributions, if assumed to be random variables) from being a
function of the score inside W.

The first condition is analogous to the requirement of known assignment mechanism in classi-
cal randomized experiments, whereas the second condition is not typically stated in definitions of
randomized experiments because it holds (implicitly) by construction. For example, when a treat-
ment is randomly assigned, this usually involves generating a pseudorandom number and then
assigning the treatment or control conditions based on this number. If we interpret this pseudo-
random number as a score, it will be unrelated to the potential outcomes by virtue of having been
generated independently of any information about the characteristics of the units. In contrast, in
an RD design, the score is often correlated with the potential outcomes, and there are multiple
channels by which a change in the score, even if small, might induce a change in the potential
outcomes. Such a relationship between the score and the potential outcomes would hinder the
comparability of units above and below the cutoff within W because of the lack of common sup-
port in the score. For this reason, in a local randomization RD approach, the exclusion restriction
inside W must be made explicit. Readers are referred to Cattaneo et al. (2017) for a relaxation
of this restriction and to Sekhon & Titiunik (2016, 2017) for more discussion of the differences
between randomized experiments and RD designs. De la Cuesta & Imai (2016) and Cattaneo etal.
(2020c) further contrast the continuity and local randomization frameworks (see also the related
papers in Cattaneo & Escanciano 2017).

The particular formalization of the local randomization framework can take different forms,
depending on what approach from the analysis of experiments literature is adopted. The Fisherian
approach assumes that the potential outcomes are nonrandom and the population is finite. The
Neyman approach assumes that the potential outcomes are nonrandom but are sampled from
an underlying infinite population. Finally, the so-called superpopulation approach assumes that
the potential outcomes are a random sample. The original formulation of Cattaneo et al. (2015)
adopted a Fisherian approach, but Cattaneo et al. (2017) expanded it to include the Neyman and
superpopulation approaches.

The local randomization RD design is illustrated in Figure 15. The exclusion restriction as-
sumption results in the regression functions E[Y;(1)|X; = «x] and E[};(0)|X; = x] being constant
for all values of the score inside the local randomization neighborhood W; the average treatment
effect is therefore the constant vertical distance between these functions inside W. For the Nyy

Cattaneo » Titiunik



Annu. Rev. Econ. 2022.14:821-851. Downloaded from www.annualreviews.org
Access provided by Princeton University Library on 08/14/22. For personal use only.

units with X; € W, the sharp local randomization (SLR) RD treatment effect can therefore be
defined as {
TSLR = 1 Z Ew[Yi(1) — Y:(0)]

i X;eW

1 ZE[ TY; ] 1 ZE[ 1 -1y, }
TN & BT =1 Ny e LT Pl = 11
where E,)y and Py denote, respectively, expectation and probability computed conditionally for
all units with X; € W. This notation allows for both random and nonrandom potential outcomes
as well as for countable or uncountable underlying populations, accommodating Fisherian, Ney-
man, and superpopulation settings. The estimand 7grr is identifiable and can be estimated from
observable data, as discussed in Section 3.3.

Researchers sometimes incorporate additional (pre-intervention) covariates with the intention
of restoring or improving the nonparametric identification of sharp RD parameters such as tsgp
or tsLr. However, as in randomized experiments, it is not possible to restore the nonparametric
identification of canonical parameters of interest using covariate adjustment without additional
strong assumptions. On the other hand, covariate adjustment can be used to improve precision in
estimation and inference (see Section 3). Similar considerations apply to the other RD designs dis-
cussed below. Calonico etal. (2019) provide a more detailed discussion, including how to introduce
covariates without changing the RD parameters, and Cattaneo et al. (2022b) offer an overview of
covariate-adjusted RD methods.

2.2. Fuzzy Designs

Fuzzy RD designs arise in settings where the treatment assigned and the treatment received do
not coincide for at least some units—that is, in settings where some units assigned to treatment fail
to receive the treatment and/or some units assigned to the control condition receive the treatment
anyway. To formalize this imperfect compliance setup, we expand the statistical model for sharp
RD designs and introduce an additional variable, D;, representing the treatment received. Given
the binary assignment 7; = 1(X; > ¢), each unit now has two binary potential treatments, D;(0)
and D;(1), where D;(1) is the treatment received when the unit’s score is above the cutoff, and
D;(0) is the treatment received when the unit’s score is below the cutoff. The observed treatment
is therefore D, = D;(0)(1 — T;) + D;(1)T;. The potential outcomes are generalized to Y;(T;, Di(T;)),
leading to four different values depending on the values of 7; and the potential treatments D;(T).
For example, ¥;(0, 1) is the outcome that unit 7 would exhibit when their score is below the cutoff
(T; = 0) and they receive the treatment anyway (D;(0) = 1).

Perfect compliance with treatment assignment means that P[D;(0) = 0|X; =«x] =1 forx < ¢
(i.e., no units with score below the cutoff receive the treatment) and P[D;(1) = 1|X; = ] = 1 for
x > ¢ (i.e., all units with score above the cutoff receive the treatment); in this case the treatment as-
signment rule reduces to the sharp RD rule, D; = T; = 1(X; > ¢), and the four potential outcomes
reduce to Y;(1, 1) := Y;(1) and Y;(0, 0) := Y;(0). Readers may consult Imbens & Rubin (2015) for
a review of this potential outcomes framework.

As mentioned above, if the goal is to learn about the effect of assigning the treatment rather
than of receiving it, researchers can simply follow a sharp RD analysis where Xj is the score,
T; is seen as the treatment of interest, and ¥; and D; are the outcomes. This requires invok-
ing standard sharp RD continuity assumptions for the regression functions E[¥;(1, D;(1))|X; = «],
E[Y;(0, Di(0)IX; = «], E[D:(1)|X; = «], and E[D;(0)|X; = «].

However, in many cases researchers are also (or instead) interested in the effect of receiving the
treatment on the outcome of interest. In general, identification of such treatment effects in settings
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with imperfect compliance cannot be achieved with the same continuity or local randomization
assumptions as in the sharp RD case, and it requires additional assumptions. Therefore, learning
about interpretable causal treatment effects in fuzzy RD designs is more difficult than in sharp
RD designs.

Within the continuity-based framework, the generic fuzzy RD (FRD) estimand is

lim,; E[V;1X; = x] — lim E[V;|X; = x]
lim, E[D;|X; = 2] — lim,y E[D;|X; = «]

TFRD =

under minimal continuity conditions. The causal interpretation of tyrp depends on the addi-
tional assumptions invoked and the particular way in which treatment compliance is defined.
For example, Hahn et al. (2001) showed that if the potential outcomes and the treatment
received are independent conditional on the score being near the cutoff, then we have tprp =
E[Y;(1) — Y;(0)|X = c], removing the problem of imperfect compliance and identifying the same
parameter as in a sharp RD design. However, this local conditional independence assumption is
strong and thus is not commonly used to interpret the fuzzy RD estimand in a continuity-based
approach.

Several authors have derived alternative identification results to interpret tpgrp based on con-
tinuity conditions. Many of these approaches seek to characterize the parameter Tpgp as a causal
estimand for some subpopulation of compliers at the cutoff, heuristically defined as units who re-
ceive the treatment when they are assigned to the treatment condition and remain untreated when
they are assigned to the control condition. The result typically requires a type of monotonicity
condition, akin to that invoked in instrumental variables (IV) settings, which rules out units whose
compliance decisions are the opposite of their assignments and is formalized differently depending
on the setup. For instance, Dong (2018a) defines compliance types of units for a given arbitrary
value of their score and imposes a monotonicity condition in a neighborhood of the cutoff to
achieve identification; Arai et al. (2022) instead define units’ compliance types in a neighborhood
near the cutoff, assume that each unit’s type is constant for all values of x in this neighborhood,
and impose a monotonicity condition at the cutoff. A different definition of types of units is used
by Bertanha & Imbens (2020), who assume that, given the value of the cutoff ¢, the decision to

compliance type is constant for all values of the score with equal treatment assignment. Other

take the treatment is only a function of the score via the indicator 1(X; > ¢), implying that a unit’s

related approaches are discussed by Imbens & Lemieux (2008), Frandsen et al. (2012), Cattaneo
etal. (2016), and Choi & Lee (2018).

In addition to monotonicity, the interpretation of Tprp as the average effect of the treatment re-
quires that the only effect of crossing the cutoff on the outcome occur via the treatment received—
a condition analogous to the exclusion restriction in standard IV designs. In other words, condi-
tional on the treatment received, the assignment of the treatment must have no effect on the
outcomes. This assumption is violated, for example, when the mere information of having been
assigned to the treatment causes participants to change their behaviors. In the continuity frame-
work, the exclusion restriction is implied by the continuity assumptions imposed on the underlying
conditional expectations at the cutoff.

Regardless of the particular assumptions adopted to achieve a causal interpretation for tpgrp,
most of these methods arrive at the same qualitative identification result: Under continuity of
the appropriate functions and some form of monotonicity, the fuzzy RD estimand tggrp can be
interpreted as the average treatment effect at the cutoff for compliers, where the specific definition
of complier varies by approach.

In the local randomization framework, causal interpretability of fuzzy RD treatment effects
is better understood because it is analogous to IV results in the analyses of experiments with

Cattaneo » Titiunik



Annu. Rev. Econ. 2022.14:821-851. Downloaded from www.annualreviews.org
Access provided by Princeton University Library on 08/14/22. For personal use only.

noncompliance. The generic fuzzy local randomization (FLR) RD estimand can be written as

%%
T = —
FLR 'l?D’
where
! LY, L (1-T)Y; ]
Yy = — E ot E S 2t
"7 Ny ,;:W W[PW[Ti=1]] Ny ng W[l—PW[2=1]
and
1 T:D; 1 (1 - T)D; }
Op = — Ew| ——"t—_t | - — By | — — 2770 |
P~ Ny ii}gw W[PW[T;‘:H] Nov M;W W[I—PW[Y}:H

Regardless of the specific local randomization framework, standard ideas from the analysis of ex-
periments literature can be used to attach a causal interpretation to the estimand tgLg, the most
common of which is as an average treatment effect for compliers with scores within the local
randomization neighborhood W.

Analogously to the continuity case, if researchers are interested in the effect of the treatment
assignment, they can conduct a local randomization sharp RD analysis where 7 is the treatment of
interest and ¥; and D; are the outcomes, which requires making local randomization assumptions
for the potential outcomes as well as for the potential treatments.

2.3. Multidimensional Designs

In the canonical RD designs discussed so far, both the score and the cutoff are one-dimensional,
and the treatment is binary. We now consider generalizations of these conditions, which we gener-
ically label multidimensional RD designs. These generalized RD designs require specific modi-
fications for interpretation and analysis. Conceptually, however, the core of the design remains
the same: A discontinuous change in the probability of receiving treatment is the basis for com-
paring units assigned to treatment and to control near the region where such a change occurs,
under assumptions that guarantee the comparability of those units. Most of the designs discussed
in this subsection admit sharp and fuzzy versions, although we avoid distinguishing each case due
to space limitations.

Papay etal. (2011) introduced the multi-score RD design (see also Reardon & Robinson 2012,
Wong et al. 2013). In its more general version, the multi-score RD design includes two or more
scores assigning units to a range of different treatment conditions, but a more common setup
is one where the score is multidimensional but the treatment is still binary. For example, stu-
dents may need to take a language exam and a mathematics exam and to obtain a high-enough
grade in both exams to be admitted to a school. In such two-dimensional example, the score is
the vector X; = (X3;, X5;), the cutoff is the vector ¢ = (¢y, ¢;), and the treatment assignment rule is
D; = 1(Xy; > ¢1)1(Xy; > ¢;). This rule shows that there are potentially infinite ways for a unit to
be barely treated or barely control; that is, there are infinitely many points at which the treatment
assignment jumps discontinuously from zero to one, leading to the definition of a treatment effect
curve. This idea generalizes to higher dimensions.

An important particular case of the multi-score RD design is the geographic RD design, where
the treatment is assigned to units that reside in a particular geographic area (the treated area)
and not assigned to units who are in an adjacent area (the control area). The RD score is two-
dimensional to reflect each unit’s position in space, usually latitude and longitude. The geographic
boundary that separates the treated and control areas thus forms an infinite collection of points at
which the treatment assignment jumps discontinuously from zero to one. Readers are referred to
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Black (1999) for a pioneer use of a geographic RD research design and to Dell (2010) for the first
paper to explicitly exploit latitude and longitude to achieve RD-specific geographic identification
of an average treatment effect. Modern analysis of geographic RD designs is discussed by Keele &
Titiunik (2015) using continuity-based ideas and by Keele et al. (2015) using local randomization
ideas. Keele et al. (2017) discuss available options for analysis when the exact geographic location
of each unitin the data set is unavailable.

Cattaneo et al. (2016) introduced the multi-cutoff RD design, whereby different units in the
study receive the treatment according to different cutoff values along a univariate score. In this
setting, the variable X; continues to denote the scalar score for unit 7, but instead of a fixed common
cutoff, the setting now allows for an additional random variable, C;, that denotes the cutoff faced
by each unit. The cutoff random variable C; has support C, which can be countable or uncountable.
For example, a natural assumption is C = {cy, ¢z, . . ., ¢}, where the values ¢1, ¢z, . . ., ¢; can be either
distinct cutoffs in an RD design or a discretization of a continuous support. If C = {c}, then the
canonical (sharp and fuzzy) RD designs are recovered.

The multi-score RD design can be recast and analyzed as a multi-cutoff RD design by appropri-
ate choice of the score and cutoff variables, X; and C;. For example, it is common practice to study
multi-score RD treatment effects for a finite set of values (i.e., a discretization) of the treatment
assignment curve, which can be naturally interpreted as a multi-cutoff RD design with each cutoff
being one point on the discretization of the curve. In addition, as discussed in Section 2.4, multi-
cutoff RD designs may be useful for extrapolation of RD treatment effects (Cattaneo et al. 2021).

Both multi-score and multi-cutoff RD designs offer a rich class of RD treatment effects. For a
given treatment assignment boundary curve (in the multi-score RD design) or each cutoff value
(in the mult-cutoff RD design), a sharp or fuzzy RD treatment effect can be defined, using either
the continuity or the local randomization framework. Furthermore, it is common practice to also
normalize and pool the data along the treatment assignment boundary curve or the multiple cutoff
values in order to consider a single, pooled RD treatment effect. Keele & Titiunik (2015) and
Cattaneo et al. (2016) discuss a causal link between the normalized-and-pooled RD treatment
effect and the RD treatment effects along the treatment assignment curve or at multiple cutoffs.
Readers may consult Cattaneo et al. (2022a) for a practical introduction to multi-score and multi-
cutoff RD design methods.

In addition to the multi-cutoff and multi-score RD designs, there are several other types of
RD designs with multidimensional features. Dong et al. (2021) consider an RD design with a con-
tinuous (rather than binary or multi-valued) treatment within the continuity framework, and they
show that RD causal effects can be identified based on changes in the probability distribution of
the continuous treatment at the cutoff. Caetano et al. (2021) investigate continuity-based identifi-
cation of RD causal effects where the treatment is multi-valued with finite support. Grembi et al.
(2016) introduce a second dimension to the RD design in a setup where there are two time periods
and discuss continuity-based identification of RD treatment effects across the two periods; they
call this design a difference-in-discontinuities design, building on ideas from the difference-in-
differences design in program evaluation. Cellini et al. (2010) consider a different type of multidi-
mensionality induced by a dynamic context in which the RD design occurs in multiple periods for
the same units and the score is redrawn in every period, so that a unit may be assigned to treatment
in one period and to control in future periods (see also Hsu & Shen 2021a for an econometric anal-
ysis of a dynamic RD design within the continuity-based framework). Lv et al. (2019) consider the
generalization of the RD design to survival data settings, where the treatment is assigned at most
once per unit and the outcome of interest is the units’ survival time in a particular state, which
may be censored. Xu (2018) also studies an RD design with duration outcomes but assumes the
outcomes have discrete support.
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2.4. Extrapolation

RD designs offer credible identification of treatment effects at or near the cutoff, via either con-
tinuity or local randomization frameworks, often with superior internal validity relative to other
observational methods. However, an important limitation of RD designs is that they have low ex-
ternal validity. In the absence of additional assumptions, it is not possible to learn about treatment
effects away from the cutoff—that is, to extrapolate the effect of the treatment. In the continuity-
based sharp RD design, for example, the average treatment effect at the cutoff is Tsrp = Tsrp(0),
with zsrp(¥) = E[Y;(1) — ¥;(0)|X; = x]. However, researchers and policy makers may also be in-
terested in average treatment effects at other values of the score variable, such as tsgp(x) for x
different (and possibly far) from ¢, which are not immediately available.

In recent years, several approaches have been proposed to enable valid extrapolation of RD
treatment effects. In the context of sharp designs, Mealli & Rampichini (2012) and Wing & Cook
(2013) rely on an external pre-intervention measure of the outcome variable and employ para-
metric methods to impute the treated-control differences of the post-intervention outcome above
the cutoff. Dong & Lewbel (2015) and Cerulli et al. (2017) study local extrapolation methods via
derivatives of the RD average treatment effect in the continuity-based framework, and Angrist
& Rokkanen (2015) employ pre-intervention covariates under a conditional ignorability condi-
tion within a local randomization framework. Rokkanen (2015) relies on multiple measures of the
score, which are assumed to capture a common latent factor, and employs ideas from a local ran-
domization framework to extrapolate RD treatment effects away from the cutoff. In the context of
continuity-based fuzzy designs, Bertanha & Imbens (2020) exploit variation in treatment assign-
ment generated by imperfect compliance, imposing independence between potential outcomes
and compliance types to extrapolate average RD treatment effects.

In the context of (sharp and fuzzy) multi-cutoff RD designs, and from both continuity and local
randomization perspectives, Cattaneo et al. (2016) discuss extrapolation in settings with ignorable
cutoff assignment, and Cattaneo et al. (2021) discuss extrapolation allowing for heterogeneity
across cutoffs that is invariant as a function of the score. In addition, within the continuity frame-
work, Bertanha (2020) discusses the extrapolation of average RD treatment effects, assuming away
cutoff-specific treatment effect heterogeneity. In the specific context of geographic RD designs,
Keele & Titiunik (2015) and Keele et al. (2015) discuss extrapolation of average treatment effects
along the geographic boundary that determines treatment assignment (see also Galiani et al. 2017
and Keele et al. 2017 for related discussion).

Finally, there is a literature that investigates the relationship between RD designs and ran-
domized experiments and discusses the relationship between local RD effects and more general
parameters. For example, Cook & Wong (2008) report a study of three empirical RD designs and
discuss how they compare to experimental benchmarks created by randomized experiments of
the same intervention. Readers are referred to Chaplin et al. (2018), Hyytinen et al. (2018), and
De Magalhaes et al. (2020) for more recent results on RD recovery of experimental benchmarks.

2.5. Other Regression Discontinuity-Like Designs

The are several other research designs with features qualitatively similar to RD designs but also
important differences. Some of these research designs can be analyzed using the econometric tools
discussed in Sections 3 and 4, whereas others require specific modifications.

Card et al. (2015, 2017) introduce the regression kink (RK) design. Canonical and generalized
RD designs assume a discontinuous jump in the probability of receiving treatment at the cutoff.
In contrast, in an RK design there is no such discontinuous jump; instead, the assignment rule that
links the policy (or treatment) and the score is assumed to change slope at a known cutoff point
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(also known as the kink point). The expectation is that the regression function of the observed
outcome will be continuous at all values of the score, but its slope will be discontinuous at the
cutoff point where the policy rule has the kink. Such kinks arise naturally in social and behavioral
sciences, such as when a tax or benefit schedule is a piecewise linear function of baseline income.
The core idea in the RK design is to examine the slope of the conditional relationship between the
outcome and the score at the kink point in the policy formula. Chiang & Sasaki (2019) extend this
idea to quantile treatment effects (see also Dong 2018b for related discussion). From the point
of view of implementation, estimation and inference of kink treatment effects are equivalent to
estimating RD treatment effects for derivatives of regression functions. In the RD estimation and
inference literature, generic estimands—defined as differences of first derivatives of regression
functions at the cutoff, or ratios thereof—are referred to as kink RD designs (e.g., Calonico et al.
2014, sections 3.1, 3.3).

Another area with interesting connections to the RD design is the literature on bunching and
density discontinuities (Kleven 2016, Jales & Yu 2017). In this setting, the objects of interest are
related to discontinuities and to other sharp changes in probability density functions, usually mo-
tivated by economic or other behavioral models (e.g., Bajari et al. 2011). These models typically
exploit discontinuities on treatment assignment or policy rules, like RD or RK designs, but they
focus on estimands that are outside the support of the observed data. As a consequence, identifi-
cation (as well as estimation and inference) requires additional parametric modeling assumptions
that are invoked for extrapolation purposes. Blomquist et al. (2021) provide a discussion of non-
parametric identification in bunching and density discontinuities settings.

Before-and-after (or event) studies are also sometimes portrayed as RD designs in time, where
the time index is taken as the score variable and the analysis is conducted using RD methods
(Hausman & Rapson 2018). Although it is generally hard to reconcile those event studies with
traditional RD designs, the local randomization RD framework can sometimes be adapted and
used to analyze RD designs in time (see Sections 3.3, 3.5 for further discussion). Another RD-like
example is provided by Porter & Yu (2015), who consider settings where the cutoff in an assign-
ment rule is unknown and must be estimated from the data, a problem that can occur, for example,
when unknown preferences generate tipping points at which behavior changes discontinuously
(Card et al. 2008). Hansen (2017) explores a similar problem in the RK context.

3. ESTIMATION AND INFERENCE

We now discuss methods for RD analysis, focusing on the continuity-based and local random-
ization approaches separately. Before presenting formal methods for estimation and inference,
we briefly discuss how to present the RD design visually using a combination of global and local
techniques.

3.1. Visualization of the Regression Discontinuity Design

One of the advantages of the RD design is its transparency. The running variable gives the obser-
vations a natural ordering, and the treatment assignment rule links this ordering to the treatment
assignment, which in turn is hypothesized to affect an outcome variable of interest. These ingre-
dients can all be displayed graphically to provide a visual illustration of the design, usually referred
to as an RD plot. This plot has become a central component of RD empirical analysis, regardless
of the formal methodology employed for estimation and inference. Although a graphical illustra-
tion cannot replace formal econometric analysis, it is often helpful to display the general features
of the study, to gauge whether the discontinuity observed at the cutoff is unusual with respect to
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the overall shape of the regression function, and to have an overall understanding of the data to
be used in the subsequent formal analysis.

The RD plot graphs different estimates of the conditional expectation of the outcome func-
tion given the score, E[V;|X; = ], as a function of x. The typical plot has two ingredients: a global
polynomial fit of the outcome on the score and local sample means of the outcome computed
in small bins of the score variable. Both ingredients are calculated separately for treated and
control observations because E[};|X; = x] may exhibit a discontinuity at the cutoff, thereby cap-
turing two different regression functions: E[Y;(0)|X; = x] for observations below the cutoff and
E[Y;(1)|X; = ] for observations above the cutoff (Figure 1).

Each ingredient plays a different role. The two global polynomial fits are designed to show a
smooth global approximation of the regression functions that gives a sense of their overall shape—
for example, of whether they are increasing or decreasing in x or whether there are nonlinearities.
The typical strategy is to fit a polynomial of order four, but this should be modified as needed.
The local means are constructed by partitioning the support of the score into disjoint bins and
computing sample averages of the outcome for each bin, using only observations whose score value
falls within that bin; each local mean is plotted against the bin mid-point. In contrast to the global
fit, the local means are intended to give a sense of the local behavior of the regression function. In
this sense, by simultaneously depicting two representations of the regression function, one smooth
(the global polynomial fit) and the other discontinuous (the local means), the RD plot provides
rich information about the overall data underlying the RD design.

Calonico et al. (2015) propose methods for implementing RD plots in a data-driven and dis-
ciplined way, and Cattaneo et al. (2020a, section 3) offer a practical introduction to RD plots. In
addition, readers are referred to Pei et al. (2021) for a discussion of how to choose polynomial or-
ders in RD designs to improve their implementation, which could be used in particular to further
improve the implementation of RD plots.

Importantly, RD plots should not be used as substitutes for the formal estimation and inference
of RD effects. In particular, sometimes the global polynomial fit will exhibit a jump at the cutoff,
which might suggest the presence of a treatment effect. Although useful as graphical and sugges-
tive evidence, such jump should not be interpreted as the definitive RD effect, as higher-order
polynomial approximations are poorly behaved at or near boundary points—a problem known
as the Runge’s phenomenon in approximation theory (Calonico et al. 2015, section 2.1.1). Fur-
thermore, global polynomials for RD estimation and inference lead to several other undesirable
features (Gelman & Imbens 2019), and therefore they are not recommended for analysis beyond
visualization. The limitations of visual RD analysis are investigated experimentally by Korting
et al. 2021), who find that changing the specification of RD plots while keeping the underlying
model constant leads participants to draw different conclusions.

3.2. Local Polynomial Methods

The continuity-based identification result of Hahn etal. (2001) naturally justifies estimation of RD
effects via local polynomial nonparametric methods (Fan & Gijbels 1996). These methods have
become the standard for estimation and inference in the RD design under continuity conditions
since the early works of Porter (2003) and Sun (2005) and the more recent works of Imbens &
Kalyanaraman (2012) and Calonico et al. (2014). Local polynomial methods are preferable to
global polynomial methods because, as mentioned above, they avoid several of the methodological
problems created by the use of global polynomials, such as erratic behavior near boundary points,
counterintuitive weighting, overfitting, and general lack of robustness.

Local polynomial analysis for RD designs is implemented by fitting }; on a low-order polyno-
mial expansion of Xj, separately for treated and control observations, and in each case using only
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observations near the cutoff rather than all available observations, as determined by the choice
of a kernel function and a bandwidth parameter. The implementation requires four steps. First,
choose the polynomial order p and the weighting scheme or kernel function K(-). Second, given
the choices of p and K{(-), choose a bandwidth 4 that determines a neighborhood around the cutoff
so that only observations with scores within that neighborhood are included in the estimation.
Third, given the choices of p, K(-), and b, construct point estimators using standard least-squares
methods. Fourth, given the above steps, conduct valid statistical inference for the RD parameter
of interest. We discuss these steps in more detail in the remainder of this subsection, focusing on
methodological aspects.

The order of the polynomial should always be low, to avoid overfitting and erratic behavior near
the cutoff point. The default recommendation is p = 1 (local linear regression), but p = 2 (local
quadratic regression) or p = 3 (local cubic regression) is also a reasonable choice in some empirical
settings. [Readers may consult Pei et al. (2021) for a data-driven choice of p € {0, 1, 2, 3} based on
minimizing the asymptotic mean squared error (MSE) of the RD point estimator]. The choice of
kernel, K(-), assigns different weights for different observations according to the proximity of each
observation’s score to the cutoff. Common choices are a triangular kernel, which assigns weights
that are highest at the cutoff and decrease linearly for values of the score away from the cutoff, and
a uniform kernel, which assigns the same weight to all observations. The triangular kernel has a
point estimation MSE optimality property when coupled with an MSE-optimal bandwidth choice
(discussed below), while the uniform kernel has an inference optimality property (i.e., it minimizes
the asymptotic variance of the local polynomial estimator, and hence the interval length of Wald-
type confidence intervals). Both choices of kernel function are reasonable, although in practice
the triangular kernel is often the default.

Once p and K(-) have been selected, the researcher must choose the bandwidth. When a par-
ticular value of 4 is chosen, this means that the polynomial fitting will only use observations with
X; € [c — b, c + b], since the kernel functions used in RD designs are always compact supported.
The notation assumes that the same bandwidth 4 is used both above and below the cutoff for
simplicity, but several approaches have been proposed to accommodate distinct bandwidths for
control and treatment groups. The choice of bandwidth is critical because empirical results are
generally sensitive to changes in this tuning parameter, and therefore choosing the bandwidth in
an arbitrary manner is discouraged. Instead, the recommendation is to always use a data-driven
procedure that is optimal for a given criterion, leading to a transparent, principled, and objective
choice for implementation that ultimately removes the researcher’s discretion. Such an approach
to tuning parameter selection enhances replicability and reduces the potential for p-hacking in
empirical work.

Imbens & Kalyanaraman (2012) first proposed to choose 4 to minimize a first-order approx-
imation to the MSE of the RD point estimator, leading to an MSE-optimal bandwidth choice.
For implementation, they use a first-generation plug-in rule, where unknown quantities in the
MSE-optimal bandwidth formula are replaced by inconsistent estimators. Calonico et al. (2014)
later obtained more general MSE expansions and MSE-optimal bandwidth choices, which are im-
plemented using a second-generation plug-in rule (i.e., unknown quantities in the MSE-optimal
bandwidth formula are replaced by consistent estimators thereof). Calonico et al. (2020) take a
different approach and develop optimal bandwidth choices for inference: Their proposed band-
width choices either (#) minimize the coverage error (CE) of confidence intervals or () optimally
trade off coverage error and length of confidence intervals. The CE-optimal bandwidth choice
can also be interpreted as optimally reducing the higher-order errors in the distributional approx-
imation used for local polynomial statistical inference. Cattaneo & Vazquez-Bare (2016) provide
an overview of bandwidth selection methods for RD designs.
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Given a polynomial order p, a kernel function K(-), and a bandwidth 4, the RD local polynomial
point estimator is obtained by fitting two weighted least-squares regressions of ¥; on a polynomial
expansion of X;. We obtain

-~ " X —
B —argmin 3 10X < ) (¥ — bo — by (X — ) — by(X; — 0? — ~--—bp(X,-—c>P)zK( = ”)
boydy i1
and
-~ - ) 2 X —c¢
B, =argmin Y 1(X; =) (Vi — by — hi(X; —0) = br(Xi — ) — - = b,(X; — o)) K )
boyedy i
where ﬁ, = (Bl,o, 3,,1, ci E,’p)’ and ;31 = (EH), ,@,1, ce Eﬂ,)’ denote the resulting least-

squares estimates for the control and treatment groups, respectively. The RD point estimator
of the sharp treatment effect tsgp is the estimated vertical distance at the cutoff, that is, the differ-
ence in intercepts: Tsrp (h) = //3\4,,0 — E_,O. Under standard assumptions, Tsgp (#) will be consistent
for tsrp = E[Y;(1) — Y;(0)|X = ¢]. It is common practice to use Tsgp (humsk), where hyse denotes
an MSE-optimal bandwidth choice, thereby delivering not only a consistent but also an MSE-
optimal point estimator.

A crucial question is how to perform valid statistical inference for the RD parameter based on
local polynomial methods with an MSE-optimal bandwidth. At first sight, it seems that standard
least-squares results could be applied to construct confidence intervals because, given a bandwidth
choice, estimation is implemented via weighted least-squares linear regression. However, conven-
tional least-squares inference methods are parametric, assuming that the polynomial expansion
and the kernel function used capture the correct functional form of the unknown conditional ex-
pectations. Conventional least-squares methods thus assume away any misspecification error to
conclude that the usual #-statistic has an asymptotic standard normal distribution, which (if true)
would lead to the standard approximately 95% least-squares confidence interval

Ls = [?SRD(/?MSE) + 1.96-VV ],

where v/V denotes any of the usual standard error estimators in least-squares regression settings.
However, RD local polynomial methods are nonparametric in nature and thus view the poly-
nomial fit near the cutoff as an approximation to unknown regression functions that generally
carries a misspecification error (or smoothing bias). In fact, if there was no misspecification bias,
then standard MSE-optimal bandwidth choices would not be well defined to begin with. It is
therefore not possible to simultaneously rely on MSE-optimal bandwidth choices and conduct
inference without taking into account misspecification errors in the approximation of the condi-
tional expectations near the cutoff. Crucially, the approximation errors will translate into a bias in
the distributional approximation of the RD local polynomial estimator, where in general we have

ﬁkl)(bmﬁz — TSRD ~4 N(B,1),
W

with ~; meaning approximately in distribution, N(-) denoting the Gaussian distribution, and B
capturing the (standardized) misspecification bias or approximation error. Ignoring the misspec-
ification bias can lead to substantial overrejection of the null hypothesis of no treatment effect
(Ho : =srp = 0). For example, back-of-the-envelop calculations show that a nominal 95% confi-

dence interval would have an empirical coverage of about 80%.
By choosing b smaller than by, the bias term B will vanish asymptotically, which is called
undersmoothing in the nonparametrics literature. Although researchers could choose some
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b < byse and appeal to asymptotics, such approach is undisciplined and arbitrary (the bias may
still be large in finite samples), leads to reduced power (fewer observations are used for inference),
and requires employing different observations for MSE-optimal point estimation and for valid
inference. As a principled alternative, Calonico et al. (2014) propose to use a different confidence
interval that estimates and removes the misspecification bias in the asymptotic approximation and,
at the same time, adjusts the standard error formula to account for the additional variability in-
troduced in the bias estimation step. Specifically, the approximately 95% robust bias—corrected
(RBC) confidence interval is

Irpc = |:<{’-'\SRD(;7MSE) - §> + 1.96 -+ V+ W] )

where B denotes the estimated bias correction and W denotes the adjustment in the standard
errors.

The robust bias—corrected confidence interval Ixpc is recentered and rescaled with respect to
the conventional interval I; s. The new standardization is theoretically justified by a more general
large-sample distributional approximation of the bias-corrected estimator that explicitly accounts
for the potential contribution of bias correction to the finite-sample variability of the usual #-
statistic. This confidence interval is valid whenever the conventional confidence interval is valid,
and it continues to offer correct coverage in large samples even when the conventional confi-
dence interval does not—hence the name “robust.” In particular, Igpc is valid even when the MSE-
optimal bandwidth hysg is employed, thereby allowing researchers to use the same bandwidth for
both (optimal) point estimation and (valid, possibly optimal) inference (see Cattaneo et al. 2020a,
section 4, for a practical guide).

Robust bias correction (RBC) inference methods have been further developed in recent years.
From the theoretical side, Kamat (2018) gives conditions under which RBC inference has uniform
validity; Calonico et al. (2018, 2022) demonstrate the superior higher-order properties of RBC
inference, both pointwise and uniformly, over standard data generating classes; and Tuvaandor;j
(2020) establishes minimax optimality. Methodologically, these theoretical results justify a simple
implementation of RBC inference in which the point estimation polynomial order p is increased
when conducting inference without requiring any other changes (Calonico et al. 2014, remark 7),
which allows to use the same data for MSE-optimal point estimation and valid inference. Finally,
from a practical perspective, RBC inference has been found to exhibit excellent performance in
both simulations and replication studies (e.g., Ganong & Jiger 2018, Hyytinen et al. 2018, De
Magalhaes et al. 2020).

The estimation and inference methods described so far extend naturally to fuzzy RD designs,
where the local polynomial point estimator is a ratio of sharp RD estimators, and to sharp and fuzzy
kink RD designs, where the point estimator is based on estimated higher-order derivatives at the
kink point. For example, the fuzzy RD estimand tygp is estimated by Tyrp (h) = Tsrp ()/0srp (b),
with gsrp(h) denoting a sharp RD local polynomial estimate using the observed treatment D;
as outcome instead of ¥;—that is, Osrp (%) is the sharp RD effect on receiving the treatment at
the cutoff. Readers are referred to Calonico et al. (2014) for more details on fuzzy and higher-
order derivative estimation and inference, and to Cattaneo et al. (2022a, section 3) for a practical
discussion.

The estimation and inference results for canonical sharp and fuzzy RD designs have been ex-
panded in multiple directions. Arai & Ichimura (2016, 2018) propose MSE-optimal bandwidth
selection for different control and treatment bandwidths and develop RBC inference; Bartalotti
etal. (2017) and He & Bartalotti (2020) investigate resampling methods and their connection with
RBC inference; and Bartalotti & Brummet (2017) develop MSE-optimal bandwidth selection and

Cattaneo » Titiunik



Annu. Rev. Econ. 2022.14:821-851. Downloaded from www.annualreviews.org
Access provided by Princeton University Library on 08/14/22. For personal use only.

RBC inference in clustered sampling settings. Calonico et al. (2019) investigate the inclusion of
pre-intervention covariates for efficiency purposes in RD designs, and they develop MSE-optimal
bandwidth selection and RBC inference with possibly clustered data and/or different bandwidth
choices for control and treatment groups. More recently, Arai et al. (2021) have proposed novel
high-dimensional methods for pre-intervention covariate selection, which lead to increased effi-
ciency of RBC inference.

Continuity-based estimation and RBC inference methods have also been studied in other
(sharp, fuzzy, and kink) RD settings. For example, Xu (2017) considers generalized linear mod-
els and develops RBC inference methods; Keele & Titiunik (2015), Cattaneo et al. (2016, 2021),
and Bertanha (2020) address estimation and RBC inference in multi-score, geographic, and multi-
cutoff RD designs; Dong et al. (2021) offer a complete analysis of estimation and RBC inference
in an RD design with continuous treatment; and Chiang et al. (2019), Qu & Yoon (2019), Chen
et al. (2020), and Huang & Zhan (2021) investigate quantile RD designs and also propose RBC
inference methods.

Finally, within the continuity-based framework, scholars have addressed different failures of
standard assumptions in canonical and other RD designs. Dong (2019) explores issues of sample
selection in sharp and fuzzy RD designs. For fuzzy RD designs, Feir et al. (2016) and He (2018)
study methods robust to weak identification, whereas Arai et al. (2022) consider specification test-
ing. In addition, Davezies & Le Barbanchon (2017), Lee (2017), Pei & Shen (2017), and Bartalotti
et al. (2021) investigate issues of measurement error in various RD settings.

3.3. Local Randomization Methods

Once a local randomization assumption has been invoked, the analysis of the RD design can pro-
ceed by deploying various methods from the analysis of experiments. This requires two steps. First,
a window W where the local randomization is assumed to hold must be chosen. Second, given W,
enough assumptions about the assignment mechanism must be imposed to perform estimation
and inference, as appropriate for the specific approach chosen (Fisherian, Neyman, or superpop-
ulation). These methods can be used with both continuous and discrete scores (see Section 3.5).

The window selection step is the main implementation challenge for local randomization anal-
ysis, and it is analogous to the bandwidth selection step in the continuity framework. Cattaneo
et al. (2015) recommend a data-driven procedure to select the window based on pre-treatment
covariates or placebo outcomes known to be unaffected by the treatment. The procedure is based
on the common approach of testing for covariate balance to assess the validity of randomized
experiments. If the RD local randomization assumption holds, pre-treatment covariates should
be unrelated to the score inside W. Assuming that the covariates are related to the score outside
of W leads to the following procedure for selecting W: Consider a sequence of nested windows
around the cutoff, and for each candidate window perform balance tests of the null hypothesis of
no treatment effect, beginning with the largest window and sequentially shrinking it until the null
hypothesis fails to be rejected at some preset significance level. The procedure thus searches sub-
sequently smaller windows until it finds the largest possible window such that the null hypothesis
cannot be rejected for that window nor for any smaller window contained in it.

Once the window has been chosen, the second step is to deploy methods from the analysis
of experiments to estimate RD treatment effects and perform statistical inference inside the se-
lected window. These methods require to specify a randomization mechanism inside the window.
A common strategy is to assume that every unit with score within ¥V was assigned to treatment
according to a fixed-margins randomization, where the probability of each treatment assignment

. Ny 1L . Cq. .
vector is (\W) , where N, denotes the number of treatment units within the window W, and

N+
‘VW

www.annualreviews.org o Regression Discontinuity Designs

837



Annu. Rev. Econ. 2022.14:821-851. Downloaded from www.annualreviews.org
Access provided by Princeton University Library on 08/14/22. For personal use only.

838

N,y = Ny — N}t Another common strategy is to assume that units were assigned independently
to treated and control inside the window, with probability equal to Nj},/Nyy.

Point estimation of average effects can be based on simple difference-in-means for observations
inside W. The sharp and fuzzy parameters, s r and TR, can be respectively estimated with

_ _ Y‘v+ 71‘77
:ESLR:YVJ\;_YV; and ?FLR: M,
Dy, — Dy,
where
% 1 @, 1 W
W=, TGN (TS D DI w e LU
M N ,-;)Z:w PwlTi=1] "V Ny e 1 =Pwl[T, = 1]( )

e L @i D, A- L Wi —T\D,

D=y 2 Eam=1 P PRy X TR = PP
and w; denotes appropriate weights that are chosen according to the specific assumptions and
framework employed. For example, if the assignment probabilities are not constant, then the ob-
servations must be weighted appropriately. In the Neyman framework with complete (i.e., fixed
margins) randomization of treatment assignment, we have w; = 1 and Py [T; = 1] = N;},/Nyy for
all 7, while under Bernoulli (i.e., coin flip) treatment assignment, we have w; = 1 and Py [T; =
1] = p (known) for all 7. Finally, in the superpopulation framework, the previous estimators are
unbiased, but in practice it is common to use the (consistent but biased) estimator that sets
w; = PW[@il]Nw T+ anggl])N"V (1 = T;). Cattaneo et al. (2017) discuss methods incorporating

w
covariate ad] ustments.

Methods for inference also depend on the framework (Fisherian, Neyman, or superpopulation)
chosen for the analysis. These frameworks, which were developed for the analysis of experiments,
differ in the assumptions they make about sampling and in the null hypotheses they consider. In
the Fisherian framework, the observations in the study are seen as the population of interest, not
as a random sample from a larger population. As a consequence, the potential outcomes are seen
as fixed, nonstochastic quantities, and the only randomness in the model stems from the random
assignment of the treatment. The null hypothesis of interest is the so-called Fisherian sharp null
hypothesis, under which every unit’s potential outcome under treatment is equal to that unit’s
potential outcome under control, and the treatment effect is thus zero for all units. Under this null
hypothesis, the randomization distribution of the treatment assignment can be used to impute all
potential outcomes for every unit and thus to derive the null distribution of any test statistic of
interest, which is then used to calculate exact p-values and can be extended to calculate confidence
intervals under additional assumptions. Inferences are therefore finite-sample exact and do not
rely on asymptotic approximations.

In the Neyman framework, the potential outcomes are also seen as nonstochastic, but, in con-
trast to the Fisherian framework, the null hypothesis is that the average treatment effect is zero,
not that the individual treatment effect is zero for every unit. Unlike Fisher’s sharp null hypoth-
esis, Neyman’s null hypothesis does not allow for full imputation of all potential outcomes, so
exact finite-sample inferences are unavailable. Instead, assuming that the fixed potential outcomes
are drawn from a large population, the law of large numbers and the central limit theorem are
used to justify the consistency of the usual difference-in-means estimators and the validity (albeit
conservative) of confidence intervals based on the normal distributional approximation.

Finally, in the superpopulation framework, the observations in the study are seen as a random
sample taken from a larger population. The potential outcomes are therefore independent and
identically distributed random variables, not fixed quantities. As in the Neyman approach, the
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canonical null hypothesis of interest is that the average effect is zero, and inferences are also based
on the normal distribution via large-sample approximations. Although the Neyman and super-
population approaches differ conceptually, both approaches are usually implemented similarly in
practice. In contrast, the implementation of Fisherian inference relies on considering all possible
realizations of the treatment assignment, and it is usually achieved via permutation methods.

Fisherian methods are particularly useful when the number of observations with score within
W is small, because they provide finite-sample valid inference for the sharp null hypothesis of no
treatment effect under reasonable assumptions. This inference method is particularly well suited
for analyzing RD designs because it allows researchers to include only the few observations that
are closest to the cutoff. As a consequence, Fisherian inference offers a good complement and
robustness check to local polynomial methods (see Section 3.2), which typically employ a larger
number of observations further away from the cutoff for estimation and inference. On the other
hand, when the number of observations inside W is large enough, researchers can also use meth-
ods based on large-sample approximations within the Neyman or superpopulation framework.
Readers may consult Cattaneo et al. (2022a, section 2) for a practical discussion of how to use
these methods for RD analysis.

The local randomization approach has been applied in other RD settings. Keele et al. (2015)
consider multi-score and geographic RD designs, Li et al. (2015) analyze principal stratification in
a fuzzy RD setup, Ganong & Jiger (2018) study kink RD designs, and Cattaneo etal. (2016,2021)
investigate multi-cutoff RD designs. In addition, Owen & Varian (2020) study a “tie-breaker” de-
sign where the treatment is randomly assigned in a small neighborhood of the cutoff but follows
the RD assignment otherwise, and Eckles et al. (2021) consider a setup in which exogenous mea-
surement error is assumed to induce local randomization near the cutoff. Hyytinen et al. (2018)
and De Magalhaes et al. (2020) conduct related work.

3.4. Refinements, Extensions, and Other Methods

We review alternative approaches that have been proposed to refine, extend, or generalize the
standard RD estimation and inference methods discussed in the last two sections.

3.4.1. Empirical likelihood methods. Otsu et al. (2015) propose an inference approach for
sharp and fuzzy RD designs combining local polynomial and empirical likelihood methods, which
leads to asymptotically valid confidence intervals for average RD treatment effects under an un-
dersmoothed bandwidth choice. However, a more powerful and robust bias-corrected version of
their method can be constructed by increasing the order of the polynomial used (see Section 3.2).
Empirical likelihood inference is based on a data-driven likelihood ratio function, permits incor-
porating known constraints on parameters, and does not require explicit estimation of asymptotic
variance formulas (see Owen 2001 for an introduction to empirical likelihood methodology). More
recently, Ma & Yu (2020) have investigated the higher-order properties of local polynomial empir-
ical likelihood inference in RD designs, building on ideas developed by Calonico etal. (2018,2022)
for RBC inference using local polynomial methods. In addition, Otsu et al. (2013) and Ma et al.
(2020) explore empirical likelihood inference methods for a discontinuity in a density function,
which has direct application both to the RD-like designs discussed in Section 2 and to the vali-
dation and falsification methodology discussed in Section 4. These empirical likelihood methods
are developed within the continuity framework.

3.4.2. Bayesian methods. There are also several Bayesian methods for RD designs, which are
generally developed within the local randomization framework. Geneletti et al. (2015) discuss a
Bayesian methodology for RD designs in the biomedical sciences, focusing on how to incorporate
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external information in estimation and inference for RD treatment effects. Similarly, Karabatsos
& Walker (2015) and Chib & Jacobi (2016) propose alternative Bayesian models for sharp and
fuzzy RD designs, paying particular attention to issues of misspecification of unknown regres-
sion functions. Branson et al. (2019) employ Gaussian process regression methods that can be
interpreted as a Bayesian analog of the local linear RD estimator. Their approach is motivated
by Bayesian methods, but they also discuss some frequentist properties of the resulting estima-
tion procedures. These Bayesian methods for RD analysis rely on specifying prior distributions
for functional parameters (e.g., E[Y;(1)|X; = x] and E[¥;(0)|X; = «]) (see Gelman et al. 2013 for a
general introduction to Bayesian methodology).

3.4.3. Uniform-in-bias methods. Imbens & Wager (2019) and Armstrong & Kolesar (2020)
apply the ideas of Backus (1989) and Donoho (1994) to develop RD inference methods that are
uniformly valid over a smoothness class of functions that determine the largest possible misspeci-
fication bias of the RD treatment effect estimator. Their procedures require pre-specifying a the-
oretical smoothness constant that determines the largest possible curvature of the unknown con-
ditional expectation functions under treatment and control—E[V;(1)|X; = x] and E[Y;(0)|X; = ],
respectively—near the cutoff. Based on the smoothness constant that is chosen, the approach com-
putes an optimal uniform-in-bias bandwidth choice, which is then used to construct local poly-
nomial confidence intervals for RD treatment effects that account for the worst possible bias of
the RD point estimator (by inflating the quantile used). These methods are developed within the
continuity framework for RD designs.

Uniform-in-bias methods depend on the theoretical smoothness constant, which is a tuning
parameter that must be chosen. If this constant is estimated from the data, the resulting inference
procedures cease to be uniformly valid. As a consequence, assuming the goal is to achieve uni-
formity, the choice of the theoretical smoothness constant cannot be data driven and must be set
manually by the researcher. However, specifying this constant manually is equivalent to manually
choosing the local polynomial bandwidth, because there is a one-to-one correspondence between
the two parameters. Although there are some proposals for choosing the theoretical smoothness
constant using data, their applicability is limited because they are not equivariant to transforma-
tions of the data, do not employ a consistent estimator of a well-defined quantity, or are based on
visual inspection of the data by the researcher.

3.4.4. Shape-constrained methods. Monotone regression estimation and inference are a
useful methodology whenever a regression function is known to be monotonic because it does
not require a choice of bandwidth or kernel function at interior points (see Groeneboom &
Jongbloed 2014 and references therein). Motivated by this observation, Babii & Kumar (2021)
study RD treatment effect estimation and inference under the assumption that the conditional
expectation functions of potential outcomes are monotonic near the cutoff. Due to the inherent
boundary bias in RD settings, however, some of the positive features of monotone regression
estimators are lost: A choice of tuning parameter is still required for implementation, since oth-
erwise the monotone regression procedures would not be valid at the cutoff. Nevertheless, within
the continuity-based RD framework, the shape-constrained RD methodology can be of interest
in settings where monotonicity of the regression functions E[Y;(1)|X; = x] and E[};(0)|X; = ]
near the cutoff is a reasonable assumption.

Hsu & Shen (2021b) also consider the role of monotonicity in RD designs. Within the
continuity-based RD framework, they propose a nonparametric monotonicity test for RD
treatment effects at the cutoff conditional on observable characteristics. Their testing procedure
employs local polynomial methods and therefore requires a choice of bandwidth, and their
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implementation relies on undersmoothing techniques that may affect size control of the proposed
test. A robust bias-corrected version of their testing procedure can be constructed by increasing
the order of the polynomial used for inference (see Section 3.2).

3.4.5. Other methods. Frolich & Huber (2019) and Peng & Ning (2021) consider nonpara-
metric covariate adjustments in RD designs where pre-treatment covariates are discontinuous at
the cutoff, which leads to different RD-like parameters in general. Gerard et al. (2020) propose
partial identification methods in settings where the RD design is invalidated by endogenous one-
sided sorting of units near the cutoff. Finally, Mukherjee et al. (2021) augment the usual RD setup
by including a second equation that assumes the score is a linear function of observed covariates
to construct alternative semiparametric estimators of average RD treatment effects.

3.5. Discrete Score Variable

The defining feature of the RD design is the treatment assignment rule 1(X; > ¢), which in prin-
ciple allows for both a discrete and a continuous score Xj. A continuously distributed score implies
that all units have a different score value in finite samples, and it ensures that some observations
will have scores arbitrarily close to the cutoff in large samples (provided the density of the score is
positive around the cutoff). In contrast, a score with discrete support implies that multiple units
will share the same value of Xj, leading to repeated values, or mass points, in the data. In the ab-
sence of a continuously distributed score, standard continuity-based RD treatment effects are not
nonparametrically identifiable at the cutoff; this problem is equivalent to the lack of nonparamet-
ric identifiability in bunching designs (Blomquist et al. 2021). The main issue is that, with discrete
scores, identification and estimation of continuity-based RD treatment effects would necessarily
require extrapolation outside the support of the score.

There are different approaches for RD designs with discrete scores, depending on the assump-
tions imposed and the conceptual framework under consideration. To describe these methods,
suppose X is discrete and can take M = 2K + 1 distinct values {x_g, ..., x_2,2_1, ¢, x1, 2, . . Xk},
where we assume the cutoff ¢ is the median value only for simplicity. On the one hand, within
the continuity-based framework, the local polynomial methods discussed in Section 3.2 can still
be employed when (#) the implicit parametric extrapolation from X; = x_; to X; = ¢ is accurate
enough, and (§) the number of unique values, M, is large. In such settings, conventional bandwidth
selection, estimation, and inference methods might still be applicable. When the score has only a
few distinct values, continuity-based methods are not advisable for analysis of RD designs unless
the underlying local polynomial regression model for the conditional expectations is believed to
be correctly specified (see Lee & Card 2008 for early methods under this type of assumption).

Local randomization methods, on the other hand, remain valid under the same assumptions
discussed in Section 3.3 when the score is discrete, and the estimation and inference methods in
that section can be applied regardless of whether the number of distinct values of X; is large or
small. If the number of observations per mass point is large enough, the window selection step
is not needed, as it suffices to use observations with X; = x_; and X = ¢ to conduct estimation
and inference using Fisherian, Neyman, or superpopulation methods. If the number of observa-
tions per mass point is not large enough and a bigger window is needed, the window selection
can be based on predetermined covariates, but the implementation is easier because the nested
windows considered can be increased in length one mass point at the time on either side of the
cutoff.

In some cases, it may be desirable to redefine the parameter of interest. For example, within
the continuity-based framework, the average RD treatment effect tsgp = E[Y;(1) — Y;(0)|X; = ¢]
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is not identifiable without extrapolation (from the left of the cutoff); but the parameter zsps =
EY;(1)IX; = c] — E[Y:(0)|X; = x_1] (where SDS stands for sharp discrete store) is always iden-
tifiable, making explicit the inability to identify and estimate E[Y;(0)|X; = ¢] without additional
modeling assumptions. The new parameter tsps may be more natural in cases in which the score
is inherently discrete, but its usefulness is ultimately application specific.

In sum, from a practical perspective, a key consideration for RD analysis with discrete scores
is the number of distinct values M in the support of the running variable. When M is large,
continuity-based methods may still be useful, though the effective number of observations for
the purposes of local polynomial estimation and inference will be the number of mass points (not
the total number of units). When M is small, continuity-based methods are only useful under
additional assumptions for extrapolation, and local randomization methods may be a preferable
alternative (see Cattaneo et al. 2022a, section 4, for more details and a practical discussion).

There are other specific approaches for RD settings with discrete scores. Dong (2015) and
Barreca etal. (2016) investigate the phenomenon of heaping, which occurs when the score variable
is rounded so that units that initially had different score values appear in the data set as having the
same value. Kolesar & Rothe (2018) employ a uniform-in-bias method, which requires specifying
a theoretical bound on the curvature of a class of regression functions that is only identifiable at
the mass points of the score (see Section 3.4.3).

3.6. Power Calculations for Experimental Design

The discussion so far has focused on ex-post analysis of RD designs using either continuity-based
or local randomization methods. In recent years, applied researchers and policy makers have been
increasingly interested in designing ex-ante program evaluations that leverage RD designs, in
which researchers have access to the scores of all units but must choose a subset of units for whom
to collect outcomes due to budget considerations or other restrictions. This experimental RD set-
ting requires computing power functions for RD hypothesis tests, which depend on the specific
estimation and inference methods adopted. Schochet (2009) discusses power calculations and op-
timal sample size selection for experimental design using parametric regression specifications for
RD treatment effect estimation. Within the continuity-based framework, Cattaneo et al. (2019)
develop power calculations and compute optimal sample sizes for ex-ante experimental design
when employing RBC inference (see Section 3.2). These power calculation results can also be
used to compute minimum detectable effects (MDE), which are useful for both ex-ante and ex-
post analysis of RD designs. Bulus (2022) derives MDE formulas for clustered RD designs under
parametric assumptions. Importantly, computing MDE effects is preferred for ex-post analysis
because ex-post power calculations using observed effect sizes are often unreliable.

4. VALIDATION AND FALSIFICATION

Relative to other nonexperimental designs, the RD design offers a wealth of design-specific vali-
dation and falsification methods to assess the plausibility of the core RD assumptions. Regardless
of whether the continuity or local randomization framework is used, a fundamental step in any
RD analysis is to provide supporting empirical evidence. This evidence can only be indirect, be-
cause the core RD assumptions are inherently untestable. Nonetheless, there are important steps
that can be taken to assess their plausibility in most settings and evaluate the potential validity of
the RD design as well as the overall robustness of the main empirical findings. We first discuss
generic falsification methods that are used in most program evaluation settings, and then we turn
to design-based methods that rely on specific RD features. Readers are referred to Cattaneo et al.
(2020a, section 5) for a recent practical overview and more details.
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4.1. Pre-Intervention Covariates and Placebo Outcomes

In randomized experiments, it is common to check whether the randomization produced similar
distributions of observed covariates for the control and treatment groups, where the covariates are
determined before the treatment is assigned. This so-called covariate balance analysis is usually
implemented by testing the null hypothesis that the mean (or other features of the distribution)
of predetermined covariates is the same in the group of units assigned to treatment and the group
of units assigned to control. Rejecting the null hypothesis implies that the treatment and control
groups are not comparable in terms of pre-treatment characteristics, thereby casting doubts on
the research design. The same idea can be applied to the RD design (Lee 2008). In addition, the
principle of covariate balance can be extended beyond predetermined covariates to variables that
are determined after the treatment is assigned but are known to be unaffected by the treatment,
commonly referred to as unaffected (Rosenbaum 2010, p. 121) or placebo outcomes. This kind
of validation analysis can be powerful, as it relies on the hypothesized mechanism by which the
treatment affects the outcome. For example, in their analysis of the effects of Head Start expansion
on child mortality, Ludwig & Miller (2007, p. 180, table IIT) estimated the RD effect on causes
of death that should not have been affected by Head Start programs and found such effect to be
indistinguishable from zero; they also considered other pre-intervention covariates.

Analysis of pre-intervention covariates and placebo outcomes is a fundamental component of
the validation and falsification toolkit for RD designs. Its application is straightforward: Local
polynomial RBC inference methods (see Section 3.2) and local randomization inference methods
(see Section 3.3) can be used directly upon substituting the outcome variable of interest with
the pre-intervention covariates or placebo outcome. In the usual implementation of balance tests,
failure to reject the null hypothesis of covariate balance is interpreted as evidence of comparability
of control and treatment groups near the cutoff. However, it may be more appropriate to test the
null hypothesis that the covariate distributions are different and thus control the probability of
concluding that the groups are similar when they are not (rather than the probability of concluding
that they are different when they are similar, as in the usual approach). Hartman (2021) provides
an application in RD settings using RBC inference in the continuity-based framework.

Finally, other methods for testing pre-intervention covariates and placebo outcomes have been
proposed within the continuity framework. Shen & Zhang (2016) propose local polynomial distri-
butional tests using an undersmoothed bandwidth for implementation, but a more robust version
using RBC inference can be constructed by increasing the polynomial order (see Section 3.2).
Canay & Kamat (2018) discuss an approach based on asymptotic permutation tests, which leads
to a randomization inference implementation (see Section 3.3).

4.2. Density Continuity and Binomial Testing

McCrary (2008) proposed a density test for score manipulation near the cutoff, where the null
hypothesis is that the density function of the score is continuous at the cutoff. While continuity of
the density function of the score at the cutoff is neither necessary nor sufficient for the validity of
an RD design, a discontinuous density can be heuristically associated with the idea of endogenous
sorting of units around the cutoff. Furthermore, under additional assumptions, such discontinuity
can be formally linked to failure of the RD design. For example, Urquiola & Verhoogen (2009) and
Bajari et al. (2011) study economic models that predict endogenous sorting around the cutoff, and
Crespo (2020) discusses sorting caused by administrative reasons rather than strategic individual
behavior.

McCrary’s density test has become one of the leading validation and falsification methods for
RD designs with a continuously distributed score. The test was originally implemented using the
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local polynomial density estimator of Cheng et al. (1997), a two-step nonparametric procedure
requiring two distinct bandwidth choices. More recently, Cattaneo et al. (2020b) introduced a
local polynomial density estimator that requires only one bandwidth choice and is more robust
near boundary points, which leads to a hypothesis test based on RBC inference, thereby offering
an improved density test for RD applications.

Building on McCrary’s idea, but originally motivated by the local randomization framework,
Cattaneo et al. (2017) propose a binomial test for counts near the cutoff as an additional manipu-
lation test. Unlike the continuity-based density test, the binomial test can be used when the score
is continuous or discrete, and it does not rely on asymptotic approximations, as the associated
p-value is exact for a given assignment probability in a fixed window around the cutoff. This vali-
dation method offers a useful complement and robustness check for the continuity-based density
test.

Within the continuity-based framework, there are other extensions and refinements for density
testing. Otsu et al. (2013), Jales et al. (2017), and Ma et al. (2020) discuss density testing combining
local polynomials and empirical likelihood methods (see Section 3.4.1). Frandsen (2017) proposes
a manipulation test for discrete scores, and Bugni & Canay (2021) propose a binomial-like test
using an asymptotic argument to justify local randomization near the cutoff; both methods employ
a uniform-in-bias approach that requires the manual choice of a theoretical smoothness constant
(see Section 3.4.3).

4.3. Placebo Cutoffs and Continuity of Regression Functions

Another falsification method specific to the RD design looks at artificial (or placebo) cutoffs away
from the real cutoff determining treatment assignment. The intuition is that, because the true
cutoff is the only score value at which the probability of receiving the treatment changes discon-
tinuously, it should also be the only score value at which the outcome changes discontinuously.
This test assumes that there are no other policies (or changes) introduced at different score values
that may affect the outcome of interest. More formally, this method can be viewed as a test of the
hypothesis that the conditional expectation functions of the potential outcomes are continuous at
the artificial cutoffs considered. For implementation, researchers usually choose a grid of artificial
cutoff values and repeat estimation and inference of the RD effect on the outcome of interest at
each artificial cutoff value, using either local polynomial RBC inference methods (see Section 3.2)
or local randomization inference methods (see Section 3.3). Importantly, in order to avoid treat-
ment effect contamination, this validation method should be implemented for units below and
above the cutoff separately. Ganong & Jager (2018) present a related approach in the context of
kink RD designs.

4.4. Donut Hole and Bandwidth Sensitivity

Another class of RD-specific falsification methods involves reimplementing estimation and infer-
ence for the RD treatment effect with different subsets of observations, as determined either by
excluding the observations closest to the cutoff or by varying the bandwidth used for estimation
and inference. The so-called donut hole approach (Barreca et al. 2011) investigates the sensitivity
of the empirical conclusions by removing the few observations closest to the cutoff and then im-
plementing estimation and inference. Heuristically, the goal is to assess how much influence the
few observations closest to the cutoff have on the overall empirical results. The intuition is that if
there is endogenous sorting of units across the cutoff, such sorting might occur only among units
whose scores are very close to the cutoff, and thus when those observations are excluded the RD
treatment effect may change. More formally, this approach can be related to the local extrapolation
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properties of the specific method used for estimation and inference near the cutoff. Readers are
referred to Dowd (2021) for the latter approach in the context of local polynomial RBC inference
methods (see Section 3.2).

The other validation method studies whether the empirical conclusions are sensitive to the
choice of bandwidth or local randomization neighborhood. The idea is simply to reestimate the
RD treatment effect for bandwidths (or neighborhood lengths) that are smaller or larger than
the one originally chosen. In the continuity-based framework, if the original bandwidth is MSE-
optimal, considering much larger bandwidths is not advisable due to the implied misspecification
bias. Similarly, in the local randomization framework, considering larger neighborhoods may not
be justifiable if important covariates become imbalanced; in this case, the approach will be unin-
formative.

For implementation of the donut hole and bandwidth sensitivity approaches, researchers can
use either local polynomial RBC inference methods (see Section 3.2) or local randomization in-
ference methods (see Section 3.3).

5. CONCLUSION

Since the seminal work of Thistlethwaite & Campbell (1960), the literature on identification,
estimation, inference, and validation of RD designs has blossomed and matured. Thanks to the
collective work of many scholars, current RD methodology provides a wide range of both practical
and theoretical tools. The original analogy between RD designs and randomized experiments has
been clarified and in many ways strengthened, the choice of local polynomial bandwidth and local
randomization neighborhood has become data driven and is now based on principled criteria, and
many validation and falsification methods have been developed exploiting the particular features
of RD designs. It is now understood that best practices for estimation and inference in RD de-
signs should be based on tuning parameter choices that are objective, principled, and data driven,
thereby removing researchers’ ability to engage in arbitrary specification searching and leading to
more credible and replicable empirical conclusions.

Looking ahead, there are still several areas that can benefit from further methodological devel-
opment. One prominent area is RD extrapolation. Having more robust methods to extrapolate RD
treatment effects would bolster the external validity of the conclusions drawn from RD designs,
which are otherwise limited by the local nature of the parameters. Such extrapolation methods
would also help in the design of optimal policies, a topic that has not yet been explored in the RD
literature. Another fruitful area of study is experimental design and data collection in RD settings.
It is becoming more common for policy makers and industry researchers to plan RD designs ex-
ante as well as to design ex-post data collection exploiting prior RD interventions, often in rich
data environments. A set of methodological tools targeted to experimental design in RD settings
would improve practice and could also enable better extrapolation of RD treatment effects via
principled sampling design and data collection. Finally, another avenue for future research is re-
lated to incorporating modern high-dimensional and machine learning methods in RD settings.
Such methodological enhancements can aid in principled discovery of heterogeneous treatment
effects as well as in developing more robust estimation and inference methods in multidimensional
RD designs.
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