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Abstract

We study the problem of allocating indivisible goods among agents with additive
valuations in a fair and efficient manner, when agents have few utility values for
the goods. We consider the compelling fairness notion of envy-freeness up to any
good (EFX) in conjunction with Pareto-optimality (PO). Amanatidis et al. [1]
showed that when there are at most two utility values, an EFX allocation can be
computed in polynomial-time. We improve this result by showing that for such
instances an allocation that is EFX and PO can be computed in polynomial-
time. This is the first class apart from identical or binary valuations, for which
EFX+PO allocations are shown to exist and are polynomial-time computable.
In contrast, we show that when there are three utility values, EFX+PO alloca-
tions need not exist, and even deciding if EFX+PO allocations exist is NP-hard.

Our techniques allow us to obtain similar results for the fairness notion
of equitability up to any good (EQX) together with PO. We show that for
instances with two positive values an EQX+PO allocation can be computed
in polynomial-time, and deciding if an EQX+PO allocation exists is NP-hard
when there are three utility values.

We also study the problem of maximizing Nash welfare (MNW), and show
that our EFX+PO algorithm returns an allocation that approximates the MNW
to a factor of 1.061 for two valued instances, in addition to being EFX+PO. In
contrast, we show that for three valued instances, computing an MNW allocation
is APX-hard. Finally, we we give a polynomial-time algorithm for computing
an MNW allocation for two-valued instances where the ratio of the two values
is greater than a certain threshold.
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1. Introduction

The problem of fair division was formally introduced by Steinhaus [3], and
has since been extensively studied in various fields, including economics and
computer science [4, 5]. It concerns allocating resources (goods) to agents in a
fair and efficient manner, and has various practical applications such as rent5

division, division of inheritance, course allocation, and government auctions.
Arguably, the most popular notion of fairness is envy-freeness (EF) [6, 7],

which requires that every agent prefers their own bundle of goods to that of
any other. However in the case of indivisible goods, EF allocations need not
even exist (consider allocating 1 good among 2 agents). This motivated the10

study of its relaxations. One such relaxation is envy-freeness up to one good
(EF1) allocation, defined by Budish [8], where every agent prefers their own
bundle to the bundle of any other agent after removing some good from the
other agent’s bundle. It is well-known that an EF1 allocation always exists
and is polynomial-time computable [9]. However, an EF1 allocation may be15

unsatisfactory because it allows the removal of the most valuable good from the
other agent’s bundle, which might be the main reason for huge envy to exist
in the first place. Therefore, stronger fairness notions are desirable in many
settings.

A stronger notion is called envy-free up to any good (EFX), defined by Cara-20

giannis et al. [10], which requires every agent to prefer their bundle over the
bundle of any other agent after removing any good from the other agent’s bun-
dle. Clearly, any allocation that is EFX is also EF1, but not vice-versa. The
existence of EFX allocations is known for identical valuations [11], and was re-
cently shown for 3 agents with additive valuations [12].1 At the same time, we25

want the output allocation to be efficient because a fair allocation by itself may
be highly inefficient. Consider for example two agents A1 and A2 and 2 goods
g1 and g2 where Ai values only gi and does not value the other good. The
allocation in which g1 is assigned to A2 and g2 is assigned to A1 is clearly EFX.
However both agents get zero utility, which is highly inefficient. The allocation30

in which gi is assigned to Ai is more desirable since it is both fair as well as
efficient.

The standard notion of economic efficiency is Pareto optimality (PO). An
allocation is said to be PO if no other allocation makes an agent better off
without making someone else worse off. A stronger notion called fractional35

Pareto optimality (fPO) requires that no other fractional allocation makes an
agent better off without making someone else worse off. Every fPO allocation
is therefore PO, but not vice-versa (see Appendix A for an example). Another
reason to prefer fPO allocations over PO allocations is that the former admit ef-
ficient verification while the latter do not: given an allocation, it can be checked40

in polynomial time if it is fPO [15], whereas checking if an allocation is PO

1Settling the (non-)existence of EFX allocations is considered the biggest open question in
fair division [13]; see [14] and references therein for recent progress on this problem.
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is coNP-complete [16]. Hence if a centralized entity responsible for allocating
resources claims the allocation is fPO, each agent can individually verify that
this is indeed the case; in contrast such a check is not efficiently possible if the
guarantee is only PO.45

An important question is whether the notions of fairness (EF1 or EFX) can
be achieved in conjunction with the efficiency notions (PO or fPO). Further,
if yes, then whether they can be computed in polynomial-time. For this, the
concept of Nash welfare provides a partial answer. The Nash welfare is defined
as the geometric mean of the agents’ utilities, and by maximizing it we achieve a50

tradeoff between efficiency and fairness. Caragiannis et al. [10] showed that the
maximum Nash welfare (MNW) allocations are EF1 and PO under additive val-
uations. However, the problem of computing an MNW allocation is APX-hard
[17] (hard to approximate). Bypassing this barrier, Barman et al. [15] devised a
pseudo-polynomial-time algorithm that computes an EF1+PO allocation, and55

Garg and Murhekar [18] showed that an EF1+fPO allocation can be computed
in pseudo-polynomial time. For the special case of binary additive valuations
an MNW allocation is EFX+fPO, and is known to be polynomial-time com-
putable [19, 20].

1.1. Our Contributions60

In this work, we obtain several novel results on the notions of EFX, EQX,
PO, and MNW, especially for instances in which agents have few values for the
goods. A fair division instance is called k-valued if values that agents have for
the goods belong a set of size k.

EFX. Amanatidis et al. [1] showed that for 2-valued instances any MNW allo-65

cation is EFX+PO, but left open the question of whether it can be computed in
polynomial-time. They presented a polynomial-time algorithm which computes
an EFX allocation for 2-valued instances, however, the outcome of their algo-
rithm need not be PO (see Appendix A for an example). In this work, we show
EFX+fPO allocations always exist for 2-valued instances and can be computed70

in polynomial-time.2 Further, apart from the classes of identical valuations and
binary valuations, this is the first class for which EFX+PO allocations exist and
can be computed in polynomial-time.

In general, EFX+PO allocations are not guaranteed to exist [11]. We there-
fore ask the natural question: what is the complexity of checking if an instance75

admits an EFX+PO allocation? We show that this problem is NP-hard, some-
what surprisingly, even for 3-valued instances.

EQX. Our techniques allow us to obtain similar results for the fairness notion
of equitability up to any good [21, 22]. An allocation is said to be EQX (resp.
EQ1) if the utility an agent gets from her bundle is no less than the utility any80

2Our results extend to the much broader class where there are two values {ai, bi} per agent,
but ai/bi is the same across agents.
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other agent gets after removing any (resp. some) good from their bundle. We
show that for positive 2-valued instances, an EQX+PO allocation can be com-
puted in polynomial-time, and in contrast, even checking existence of EQX+PO
allocations for 3-valued instances is NP-hard.

MNW. It is easy to see that an MNW allocation is PO. For 2-valued instances85

we show the stronger guarantee of fPO. Next, we show our EFX+PO algorithm
returns an allocation that approximates the maximum Nash welfare to a factor
of 1.061 in addition to being EFX and PO. This guarantee is better than the
best known 1.45-approximation algorithm of [15] for the MNW problem.

Amanatidis et al. [1] showed that computing an MNW allocation is NP-hard90

for 3-values instances, which, as they remark “extends the hardness aspect, but
not the inapproximability, of the result of Lee [17] for 5-valued instances”, who
had shown that MNW is NP-hard to approximate within a factor of 1.00008.
In our work, we extend the inapproximability aspect too, and show that it is
NP-hard to approximate the MNW to a factor of 1.00019, even for 3-valued95

instances, which is better than Lee’s result. Finally, we present a polynomial-
time algorithm for computing an MNW allocation for 2-valued instances where
the ratio of the two values is larger than m−n, where m is the number of goods
and n the number of agents.

Thus, for the problems of computing (i) EFX+PO, (ii) EQX+PO, and (iii)100

MNW allocations, our work improves the state-of-the-art and also crucially pin-
points the boundary between tractable and intractable cases.

1.2. Other Related Work

Barman et al. [15] showed that for n agents and m goods, an EF1+PO allo-
cation can be computed in time poly(n,m, vmax), where vmax is the maximum105

utility value. Their algorithm first perturbs the values to a desirable form, and
then computes an EF1+fPO allocation for the perturbed instance, which for a
small-enough perturbation is EF1+PO for the original instance. Their approach
is via integral market-equilibria, which guarantees fPO at every step. Our algo-
rithm uses a similar approach, with one main difference being that we do not110

need to consider any approximate instance and can work directly with the given
values. The outcome of our algorithm is EFX+fPO, which beats the guarantee
of EF1+PO.

Another key difference is the run-time analysis : our arguments show termi-
nation in poly(n,m) time for 2-valued instances, even when vmax = 2Ω(n+m),115

whereas the analysis of Barman et al. only shows a poly(n,m, vmax) time bound,
even for 2-valued instances.

Garg and Murhekar [18] showed that an EF1+fPO allocation can be com-
puted in poly(n,m, vmax)-time, by using integral market-equilibria. They also
showed that an EF1+fPO allocation can be computed in poly(n,m)-time for120

k-valued instances where k is a constant, however they do not show that the
allocation returned by their algorithm is EFX for 2-valued instances.

Freeman et al. [22] showed that EQ1+PO allocations can be computed in
pseudo-polynomial time for instances with positive values. They also show that

4



the leximin solution, i.e., the allocation that maximizes the minimum utility, and125

subject to this, maximizes the second minimum utility, and so on; is EQX+PO.
However, as remarked in [11], computing a leximin solution is intractable.

Barman et al. [20] showed that for identical valuations, any EFX allocation
provides a 1.061-approximation to the MNW. Recently, [23] showed that for
2-valued instances where the two values are {p, q} for p, q ∈ N and p divides130

q, an MNW allocation is polynomial-time computable. We note that the class
we study for an exact algorithm (2-valued instances where the ratio of the two
values is at least m − n) is orthogonal to their class. Moreover, for general
2-value instances, their algorithm achieves an approximation ratio of at most
1.0345, whereas we obtain a ratio of 1.061. They also showed 1.000015-factor135

APX-hardness when p ≥ 3 and p, q are co-prime. Garg et al. [24] showed a
1.069-hardness of approximating MNW, although for 4-valued instances.

Instances with few values have been widely considered in the fair division lit-
erature: for instance Golovin [25] presents approximation algorithms and hard-
ness results for computing max-min fair allocations in 3-valued instances; Aziz140

et al. [26] show PO is efficiently verifiable for 2-valued instances and coNP-hard
for 3-valued instances; Aziz [27], and Vazirani and Yannakakis [28] study the
Hylland-Zeckhauser scheme for probabilistic assignment of goods in 2-valued in-
stances; Bogomolnaia and Moulin [29] study matching problems with 2-valued
(dichotomous) preferences; Bliem et al. [30] study fixed-parameter tractability145

for computing EF+PO allocations with parameter n + z, where z is the num-
ber of values; recently, Garg et al. [31] showed EF1+PO allocations of 2-valued
chores can be computed in polynomial time; and Garg et al. [32] study leximin
assignments of papers ranked by reviewers on a small scale, in particular they
present an efficient algorithm for 2 ranks, i.e., “high or low interest” and show150

NP-hardness for 3 ranks. More generally, such instances have been studied in
resource allocation contexts, including makespan minimization with 2 or 3 job
sizes [33, 34].

2. Preliminaries

Problem setting. A fair division instance is a tuple (N,M, V ), where N = [n]155

is a set of n ∈ N agents, M = [m] is the set of m ∈ N indivisible items, and
V = {v1, . . . , vn} is a set of utility functions, one for each agent i ∈ N . Each
utility function vi : M → Z≥0 is specified by m numbers vij ∈ Z≥0, one for
each good j ∈ M , which denotes the value agent i has for good j. We assume
that the valuation functions are additive, that is, for every agent i ∈ N , and for160

S ⊆ M , vi(S) =
∑

j∈S vij . Further, we assume that for every good j, there is
some agent i such that vij > 0. Note that we can in general work with rational
values without loss of generality, since they can be scaled to make them integral,
and the efficiency and fairness guarantees we consider are scale-invariant.3

3The properties of EFX, PO, and Nash welfare are invariant under scaling, while EQX is
not scale-invariant in general. However, in our algorithms this is not an issue since we only
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We call a fair division instance (N,M, V ) a t-valued instance if |{vij : i ∈165

N, j ∈ M}| = t. The class of 2-valued instances is made up of two disjoint
fragments: binary instances, where all values vij ∈ {0, 1}; and {a, b}-instances,
where all values vij ∈ {a, b} for a, b ∈ Z>0. An important subclass of 3-valued
instances is the {0, a, b} class, wherein all values vij ∈ {0, a, b} for a, b ∈ Z>0.

Allocation. An (integral) allocation x of goods to agents is a n-partition170

(x1, . . . ,xn) of the goods, where xi ⊆ M is the bundle of goods allotted to
agent i, who gets a total value of vi(xi). A fractional allocation x ∈ [0, 1]n×m is
a fractional assignment of the goods to agents such that for each good j ∈ M ,∑

i∈N xij = 1. Here, xij ∈ [0, 1] denotes the fraction of good j allotted to agent i.
In a fractional allocation x, an agent i receives a value of vi(xi) =

∑
j∈M vijxij .175

Fairness notions. An allocation x is said to be:

1. Envy-free up to one good (EF1) if for all i, h ∈ N , there exists a good
j ∈ xh s.t. vi(xi) ≥ vi(xh \ {j}).

2. Envy-free up to any good (EFX) if for all i, h ∈ N and for all goods j ∈ xh

we have vi(xi) ≥ vi(xh \ {j}).180

3. Equitable up to one good (EQ1) if for all i, h ∈ N , there exists a good
j ∈ xh s.t. vi(xi) ≥ vh(xh \ {j}).

4. Equitable up to any good (EQX) if for all i, h ∈ N and for all goods j ∈ xh

we have vi(xi) ≥ vh(xh \ {j}).

Pareto-optimality. An allocation y dominates an allocation x if for all i ∈ N ,185

vi(yi) ≥ vi(xi) and there exists h ∈ N s.t. vh(yh) > vh(xh). An allocation is
said to be Pareto-optimal (PO) if no allocation dominates it. Further, an allo-
cation is said to be fractionally Pareto-optimal (fPO) if no fractional allocation
dominates it. Thus, any fPO allocation is PO, but not vice-versa (see Appendix
A for an example).190

Nash welfare. The Nash welfare of an allocation x is given by NW(x) =(
Πi∈Nvi(xi)

)1/n
. An allocation that maximizes the NW is called an MNW

allocation or Nash optimal allocation. An allocation x approximates the MNW
to a factor α if α · NW(x) ≥ NW(x∗), where x∗ is an MNW allocation.

Fisher markets. A Fisher market or a market instance is a tuple (N,M, V, e),195

where N = [n] is a set of n ∈ N agents, M = [m] is a set of m ∈ N divisible
goods, V = {v1, . . . , vn} is a set of additive (linear) utility functions, and e =
{e1, . . . , en} is the set of agents’ budgets, where each ei ≥ 0. In this model,
agents can fractionally share goods. Each agent aims to obtain a bundle of
goods that maximizes her total value subject to her budget constraint.200

Given a (fractional) allocation x with a price vector p, the spending of an
agent i under (x,p) is given by p(xi) =

∑
j∈M pjxij . We define the bang-per-

buck ratio αij of good j for an agent i as αij = vij/pj , and the maximum

uniformly scale the valuations of all agents, which preserves EQX.
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bang-per-buck (MBB) ratio as αi = maxj αij . We define MBBi = {j ∈ M :
cij/pj = αi}, called the MBB-set, to be the set of goods that give MBB to205

agent i at prices p. We say (x,p) is ‘on MBB’ if for all agents i and goods j,
xij > 0⇒ j ∈ MBBi. For integral x, this means that xi ⊆ MBBi for all i ∈ N .

A market equilibrium or market outcome is a (fractional) allocation x of the
goods to the agents and set of prices p of the goods satisfying the following:

• the market clears, i.e., all goods are fully allocated. Thus, ∀j ∈ M ,210 ∑
i∈N xij = 1,

• each agent spends their budget, i.e., ∀i ∈ N , p(xi) =
∑

j∈M xijpj = ei,
and,

• agents only receive goods that give them maximum bang-per-buck, i.e.,
(x,p) is on MBB.215

Market equilibria are an important tool in computing fair and efficient al-
locations because of their remarkable fairness and efficiency properties; see
e.g., [35, 15, 36, 37, 38, 22, 39].

Theorem 1. (First Welfare Theorem [40]) Let (x,p) be a equilibrium of a
Fisher market M. Then x is fractionally Pareto-optimal.220

Given an allocation x for a fair division instance (N,M, V ) and a vector of
prices p for the goods such that (x,p) is on MBB, one can define an associated
Fisher market instance M = (N,M, V, e) by setting ei = p(xi). It is easy to
see that (x,p) is a market equilibrium ofM. Hence Theorem 1 implies:

Corollary 2. Given an allocation x and prices p of the goods such that (x,p)225

is on MBB, the allocation x is fPO.

3. Computing EFX+PO allocations

We first study the problem of computing an EFX+PO allocation for t-valued
instances when t ∈ {2, 3}. We show that EFX+PO allocations can be computed
in polynomial-time for 2-valued instances, and in contrast, computing such al-230

locations for 3-valued instances is NP-hard.

3.1. EFX+PO allocations for 2-valued instances

We consider {a, b}-instances, as it is known EFX+PO allocations can be
efficiently computed for binary instances. We remark that while the allocation
returned by the algorithm Match&Freeze of Amanatidis et al., [1] for {a, b}-235

instances is EFX, it need not be PO (see Appendix A). We improve this result
by showing that:

Theorem 3. Given a fair division {a, b}-instance I = (N,M, V ), an allocation
that is EFX, fPO and approximates the maximum Nash welfare to a factor of
1.061 can be computed in polynomial-time.240
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We prove this theorem by showing that Algorithm 1 computes such an al-
location. We first define some relevant terms, including the concept of price
envy-freeness introduced by Barman et al. [15]. A market outcome (x,p) is
said to be price envy-free up to one good (pEF1) if for all agents i, h ∈ N there
is a good j ∈ xh such that p(xi) ≥ p(xh \ {j}). Similarly, we say it is pEFX if245

for all agents i, h ∈ N , and for all goods j ∈ xh it holds that p(xi) ≥ p(xh\{j}).
For market outcomes on MBB, the pEFX condition implies the EFX condition:

Lemma 1. Let (x,p) be an integral market outcome on MBB. Then x is fPO.
If (x,p) is pEFX, then x is EFX.250

Proof. The fact that x is fPO follows from Corollary 2. Since (x,p) is pEFX, for
all pairs of agents i, h ∈ N , and all goods j ∈ xh it holds that p(xi) ≥ p(xh\{j}).
Since (x,p) is on MBB, xi ⊆ MBBi. Let αi be the MBB-ratio of i at the prices
p. By definition of MBB, vi(xi) = αip(xi), and vi(xh \ {j}) ≤ αip(xh \ {j}),
for every j ∈ xh. Combining these, we get that x is EFX.255

Given a market outcome (x,p), we define the MBB graph to be a bipartite
graph G = (N,M,E) where for an agent i and good j, (i, j) ∈ E iff j ∈ MBBi.
Further, an edge (i, j) is called an allocation edge if j ∈ xi, otherwise it is called
an MBB edge.

For agents i0, . . . , iℓ and goods j1, . . . , jℓ, a path P = (i0, j1, i1, j2, . . . , jℓ, iℓ)260

in the MBB graph, where for all 1 ≤ ℓ′ ≤ ℓ, jℓ′ ∈ xiℓ′ ∩ MBBiℓ′−1
, is called

a special path. We define the level λ(h; i0) of an agent h w.r.t. i0 to be half
the length of the shortest special path from i0 to h, and to be n if no such
path exists. A path P = (i0, j1, i1, j2, . . . , jℓ, iℓ) is an alternating path if it is
special, and if λ(i0; i0) < λ(i1; i0) < · · · < λ(iℓ; i0), i.e. the path visits agents265

in increasing order of their level w.r.t. i0. Further, the edges in an alternating
path alternate between allocation edges and MBB edges. Typically, we consider
alternating paths starting from the least spender (LS) agent, who is an agent
i with minimum p(xi) with ties broken lexicographically. We use alternating
paths to reduce the pEF1-envy of agent i towards agent h by transferring goods270

along the alternating path (i0, j1, i1, j2, . . . , jℓ, iℓ), i.e., by transferring jℓ to iℓ−1,
etc. The structure of an alternating path ensures that transfers are done along
MBB edges, implying that resulting allocations remain on MBB, and hence
preserve the fPO property of the allocation. Figure 1 provides an example of
an alternating path.275

Definition 1 (Component Ci of a least spender i). For a least spender i, define
Cℓ

i to be the set of all goods and agents which lie on alternating paths of length
ℓ starting from i. Call Ci =

⋃
ℓ C

ℓ
i the component of i, i.e., the set of all goods

and agents reachable from i through alternating paths.

We now describe Algorithm 1. Let k = a/b > 1. Let us first scale the280

valuations to {1, k} since both properties EFX and fPO are scale-invariant.
The algorithm starts with a welfare maximizing integral allocation (x,p), where
pj = vij if j ∈ xi. The algorithm then explores if there is an alternating
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Figure 1: Example of an alternating path

Algorithm 1 EFX+fPO allocation for {a, b}-instances
Input: Fair division {a, b}-instance (N,M, V )
Output: An integral allocation x

1: Scale values to {1, k}, where k = a/b > 1.
2: (x,p)← Integral welfare-maximizing market allocation, where pj = vij for

j ∈ xi.
3: Let i ∈ argminh∈Np(xh) be the least spender
4: while there is an alternating path (i, j1, i1, . . . , jℓ, iℓ), s.t. p(xiℓ \ {jℓ}) >

p(xi) do
5: Transfer jℓ from iℓ to iℓ−1, update allocation x
6: Update the LS i ∈ argminh∈Np(xh)

7: if ∀ agents h /∈ Ci, and ∀j ∈ xh : p(xh \ {j}) ≤ p(xi) then return x ▷
pEFX condition satisfied for all agents not in component of LS, defined in
Def.1

8: else
9: Raise prices of goods in Ci by a multiplicative factor of k

10: Repeat from Line 3

path P = (i = i0, j1, i1, · · · , jℓ, iℓ = h), where i is the LS agent, such that
p(xh \ {jℓ}) > p(xi), i.e., an alternating path along which the pEF1 condition285

is violated for the LS agent. We call any such agent h who owns some good j
such that the pEF1 condition is not satisfied by the LS with respect to good j,
a pEF1-violator. When such a path is encountered, the algorithm transfers jℓ
from h to iℓ−1. This process is repeated from Line 3 to account for a possible
change in the LS, until there is no such path in the component Ci of the LS290

agent. Suppose there is some agent h /∈ Ci for which the pEFX condition is not
satisfied with respect to the LS, then the algorithm raises the prices of all goods
in the component of the LS agent by a factor of k, and the algorithm proceeds
once again from Line 3.

The proof of Theorem 3 relies on Lemmas 1-6. We state and sketch some295

proofs below, and defer full proofs to Appendix B. We first show that we can
re-scale prices to {1, k}.

Lemma 2. For every outcome (x,p) constructed during the run of Algorithm 1,
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there exists a set of prices q such that (x,q) is also on MBB, and for every
j ∈M , qj ∈ {1, k}.300

Proof. Note that initially all prices are either 1 or k. Since all price rises are by
a factor of k (Line 9), final prices are of the form pj = ksj , for sj ∈ Z≥0. Let
j0 be the smallest priced good with pj0 = ks, and let j0 ∈ xi, for some agent
i ∈ N . Then ∀j ∈ xi : pj ∈ {ks, ks+1}. By the MBB condition for any agent
h ̸= i for j′ ∈ xh and j ∈ xi:

vhj′

pj′
≥ vhj

pj
,

which gives:

pj′ ≤
vhj′

vhj
pj ≤ ks+2 .

Thus all pj ∈ {ks, ks+1, ks+2}. Either all pj ∈ {ks, ks+1}, or ∃j ∈ xh with
pj = ks+2, for some agent h ∈ N . Then by the MBB condition for any good j′:

vhj
pj
≥ vhj′

pj′
,

which gives:

pj′ ≥
vhj′

vhj
pj ≥ ks+1 .

Thus either all pj ∈ {ks, ks+1} or all pj ∈ {ks+1, ks+2}. In either case we can
scale the prices to belong to {1, k}.

This in fact shows that at any stage of Algorithm 1, the prices of goods are
in {ks, ks+1} for some s ∈ Z≥0. This, along with the fact that goods are always
transferred along MBB edges, and the prices are raised only by factor of k, leads305

us to conclude that the MBB condition is never violated for any agent and the
allocation is always on MBB throughout the run of the algorithm. Hence the
allocation is fPO.

Lemma 3. The allocation x returned by Algorithm 1 is on MBB w.r.t. prices
p upon termination. Thus, x is fPO.310

The full proof of the above Lemma appears in Appendix B. We now show
correctness:

Lemma 4. The allocation x returned by Algorithm 1, together with the prices
p on termination is pEFX.

Proof. To see why (x,p) is pEFX, first note that by Lemma 2, we can assume
the prices are in {1, k}. Suppose (x,p) is not pEFX. Then there must be an
agent h and some good j ∈ xh s.t. p(xh \ {j}) > p(xi), where i is the least
spender. If h /∈ Ci, the algorithm would not have halted (negation of condition
in line 8 holds). Therefore h is in Ci. Since the algorithm has halted, this
means that along all alternating paths (i, j1, i1, . . . , h

′, j, h), it is the case that
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p(xh \ {j}) ≤ p(xi). Suppose there is some alternating path s.t. pj = 1. We
know for all j′ ∈ xh, pj′ ≥ 1. Thus:

p(xi) ≥ p(xh \ {j}) = p(xh)− 1 ≥ p(xh \ {j′}),

which means that i is pEFX towards h. Now suppose along all alternating315

paths (i, j1, i1, . . . , h
′, j, h), it holds that pj = k. Since (x,p) is not pEFX, it

must be the case that there is some good j′ ∈ xh that is not reachable from
i via any alternating path, with pj′ = 1. This means that j′ /∈ mbbh′ . Since
j ∈ mbbh′ , comparing the bang-per-buck ratios gives vh′j/pj > vh′j′/pj′ . This
implies vh′j > kvh′j′ which is not possible when vh′j , vh′j′ ∈ {1, k}, thus leading320

to a contradiction. Hence we conclude that (x,p) is pEFX.

Lemma 5. Algorithm 1 terminates in polynomial-time.

Proof. (Sketch) We first note that the number of alternating paths from an
agent i to an agent h who owns a good j which is then transferred to an agent
h′ is at most n ·n ·m. Thus there are at most poly(n,m) transfers with the same325

LS and no price rise step.
Next, we argue that the number of identity changes of the least spender

without a price rise step is poly(n,m). Suppose an agent i ceases to be the LS
at iteration t, and subsequently (without price-rise steps) becomes the LS again
for the first time at time t′. We show that the spending of i is strictly larger330

at t′ than at t, and hence has strictly larger utility. Since all utility values are
integers, the increase in i’s utility is by at least 1. In any allocation x, if si
(resp. ti) is the number of goods in xi that are valued at b (resp. a) by i, the
utility of i is ui = sib+ tia. Since 0 ≤ si, ti ≤ m, the number of different utility
values i can get in any allocation is at most O(m2). Thus, for any agent i, the335

number of times her utility increases is at most O(m2). This is our key insight.
It implies that without price rises, any agent can become the least spender only
O(m2) times. Hence, the number of identity changes of the LS in the absence
of price rise steps is at most O(nm2).

For polynomial run-time, it remains to be shown that the number of price-340

rises is poly(n,m). We do this via a potential function argument similar to [22].
The full proof is present in 1.

Finally, we show that the allocation returned by our algorithm also provides
a good approximation to the MNW, and defer the proof to the Appendix B.

Lemma 6. Let x be the allocation output by Algorithm 1. If x∗ is an MNW345

allocation, then NW(x) ≥ 1
1.061NW(x∗).

Proof. (Sketch) Let p be the price vector on termination. Consider a scaled fair
division instance I ′ = (N,M, V ′) with identical valuations, where v′ij = pj for
each i ∈ N, j ∈M . Since (x,p) is pEFX for the instance I (Lemma 4), x is EFX
for the instance I ′. Barman et al., [20] showed that for identical valuations, any350

EFX allocation provides a 1.061-approximation to the maximum Nash welfare.
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Hence x provides a 1.061-approximation to the MNW of I ′, and we can show
that because (x,p) is on MBB (from Lemma 3), x gives the same guarantee for
the MNW of the instance I.

Lemmas 1, 3, 4, 5, and 6 together prove Theorem 3.355

3.2. EFX+PO for 3-valued instances

On generalizing the class of valuations slightly to {0, a, b}, EFX+PO alloca-
tions are no longer guaranteed to exist [11] (see Appendix A for an example).

Therefore we investigate the complexity of checking if an EFX and PO allo-
cation exists or not, and show that this problem is NP-hard.360

Theorem 4. Given a fair division instance I = (N,M, V ), checking if I admits
an allocation that is both EFX and PO is NP-hard, even when I is a {0, a, b}-
instance.

We reduce from 2P2N3SAT, an instance of which consists of a 3SAT formula
over n variables {xi}i∈[n] in conjunctive normal form, and m distinct clauses365

{Cj}j∈[m], with three literals per clause. Additionally, each variable xi appears
exactly twice negated and exactly twice unnegated in the formula. Deciding
if there exists a satisfying assignment for such a formula is known to be NP-
complete [41]. Given a 2P2N3SAT-instance ({xi}i∈[n], {Cj}j∈[m]), we construct
a fair division instance with 2n +m agents and 7n +m goods, with all values370

in {0, 1, 3} as follows:

1. For every variable xi, create two agents Ti and Fi. Also create 7 goods:
dTi , d

F
i , gi, y

T
i , z

T
i , y

F
i , z

F
i . Both Ti and Fi value gi at 3. Ti values d

T
i , y

T
i , z

T
i

at 1, and Fi values d
F
i , y

F
i , z

F
i at 1. Ti and Fi value all other goods at 0.

2. For every clause Cj = ℓ1 ∨ ℓ2 ∨ ℓ3, create one agent Dj and a good ej .375

Dj values ej at 1. If for any k ∈ [3], ℓk = xi for some i ∈ [n] then Dj

values yTi , z
T
i at 1; and if for any k ∈ [3], ℓk = ¬xi for some i ∈ [n] then

Dj values yFi , z
F
i at 1. Dj values all other goods at 0.

We show that this instance admits an EFX+PO allocation iff the formula has a
satisfying assignment. We illustrate the correspondence between PO allocations380

and assignments, and how our construction enforces EFX allocations to give
rise to satisfying assignments (and vice versa). In any PO allocation, for every
i ∈ [n], dAi must be assigned to Ai, for A ∈ {T, F}; and gi must be assigned to
Ti or Fi. Consider the assignment xi = A, if gi is allotted to Ai, for A ∈ {T, F},
for all i ∈ [n]. Suppose for some i ∈ [n], gi is allocated to Ti. Then in an EFX385

allocation, because Fi must not envy Ti after removing dTi from the bundle of
Ti, Fi must get utility at least 3. This is only possible if both yFi and zFi are
allocated to Fi. This leaves y

T
i , z

T
i for the clause agents, when xi is True. Thus

if there is a satisfying assignment, the remaining goods can be allocated to the
clause agents in an EFX+PO manner. Also, if all assignments are unsatisfying,390

some clause agent will end up not being EFX towards another agent in any PO
allocation.

We defer the full proof to Appendix B, and also show:
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Algorithm 2 EQX+fPO allocation for {a, b}-instances
Input: Fair division {a, b}-instance (N,M, V )
Output: An integral allocation x

1: (x,p)← Integral welfare-maximizing market allocation, where pj = vij for
j ∈ xi.

2: Let i ∈ argminh∈Nvh(xh) be the least utility (LU) agent
3: while there is an alternating path (i, j1, i1, . . . , jℓ, iℓ), s.t. viℓ(xiℓ \ {jℓ}) >

vi(xi) do
4: Transfer jℓ from iℓ to iℓ−1, update allocation x
5: Update the LU agent i ∈ argminh∈Nvh(xh)

6: if ∀ agents h /∈ Ci, and ∀j ∈ xh : vh(xh \ {j}) ≤ vi(xi) then return x
▷ EQX condition satisfied for all agents not reachable through alt. paths
from LU agent; Ci is defined in Def. 1

7: else
8: Raise prices of goods in Ci by a multiplicative factor of a/b
9: Repeat from Line 2

Lemma 7. Given a fair division instance I = (N,M, V ), checking if I ad-
mits an allocation that is both EFX and fPO is NP-complete, even when I is a395

{0, a, b}-instance.

4. Computing EQX+PO allocations

We now consider relaxations of the fairness notion of equitability, which de-
mands that all agents receive roughly the same utility. An allocation is said to
be equitable up to any good (EQX) if for all i, h ∈ N , for all j ∈ xh we have400

vi(xi) ≥ vh(xh \ {j}). It is known that for binary instances, EQX+PO alloca-
tions can be computed in polynomial-time, whenever they exist [22]. Hence we
first consider {a, b}-instances. We show that:

Theorem 5. Given a fair division {a, b}-instance I = (N,M, V ), an allocation
that is both EQX and fPO exists and can be computed in polynomial-time.405

We prove this by showing that Algorithm 2 terminates in polynomial-time
with an EQX+fPO allocation. Since we are interested in EQX as opposed to
EFX, we need not construct a pEFX allocation and can instead work directly
with the values. Since the techniques used in the analysis of Algorithm 2 are
similar to the analysis of Algorithm 1, we defer the full proof to Appendix C.410

We remark here that our techniques also enable us to show that EQ1+fPO
allocations can be computed in polynomial-time for {a, b}-instances of chores.

For {0, a, b}-instances, EQX+PO allocations need not exist (example in Ap-
pendix A). Therefore, we study the complexity of checking if an EQX+PO
allocation exists or not, and show that this problem too is NP-hard. The full415

proof is deferred to Appendix C.
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Theorem 6. Given a fair division instance I = (N,M, V ), checking if I admits
an allocation that is both EQX and PO is NP-hard, even when I is a {0, a, b}-
instance.

5. Maximizing Nash Welfare420

We turn to the problem of maximizing Nash welfare for t-valued instances
when t ∈ {2, 3}. We state our results and sketch the proofs, and defer full proofs
to Appendix D.

5.1. MNW for 2-valued instances

Recall that for {a, b}-instances, we showed in Lemma 6 that Algorithm 1425

approximates the MNW to a 1.061-factor. Our main result of this section is a
polynomial-time algorithm for computing the MNW allocation for a subclass of
2-valued instances.

Theorem 7. Given a fair division {a, b}-instance I = (N,M, V ), where a/b >
m− n, an MNW allocation can be computed in polynomial-time.430

We present a high-level idea of our Algorithm 3 and technique. We scale
all values to {1, k}. We assume that for every agent i ∈ N , there is some good
j ∈ M , such that vij = k, since if for some agent i, vij = 1, ∀j ∈ M , then we
could rescale her values and set vij = k, ∀j ∈ M . Further we assume w.l.o.g.
that m > n, since otherwise an MNW allocation x can be found by computing435

a weighted maximum matching. Under these assumptions, every agent receives
at least one good in x, and hence NW(x) > 0. We also use the fact that there
is a polynomial-time algorithm BinaryMNW that computes an MNW allocation
for binary instances.

The main idea is that when k > m − n, any agent prefers a single good440

that they value at k over any number of goods they value at 1, that they can
get. We first try to give every agent one good that they value at k. We do this
by computing a maximum matching M in G and checking if its size is n. If
yes, then we argue that an MNW allocation can be computed as follows. Let
Mhigh = {j ∈ M : ∃i ∈ N s.t. vij = k} be the set of goods valued at k by445

at least one agent, and let Mlow = M \Mhigh be the set of goods valued at
1 by all agents. We consider the binary instance (N,Mhigh, V

′) where for any
agent i and good j ∈ Mhigh, v

′
ij = ⌊vij/k⌋ ∈ {0, 1}, and compute an MNW

allocation x′ using the algorithm BinaryMNW. Next, we construct x, an MNW
allocation of I, from the allocation x′ by allocating the remaining goods Mlow450

in a round-robin fashion to the set N1 of agents who get the least utility in
x′. This corresponds to the procedure RoundRobin on Line 10, which we now
describe. Let |Mlow| = |N1|q + r, where q, r ∈ Z≥0, and 0 ≤ r < |N1|. Then
exactly r agents in N1 are given q+1 goods from Mlow, and |N1|− r agents are
given q goods from Mlow. This corresponds to lines 5-11 of Algorithm 3.455

Suppose on the other handM has size less than n. Let P be the set of agents
that are unmatched underM. We iteratively compute the sets P t+1 = {h ∈ N :
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Algorithm 3 MNW for {a, b}-instances with a/b > m− n

Input: Fair division {a, b}-instance (N,M, V )
Output: An integral allocation x

1: k ← a/b
2: Scale valuations so that vij ← vij/k, and s.t. for every i ∈ N , there is some

j ∈M s.t. vij = k.
3: Let G = (N,M,E) be a bipartite graph with (i, j) ∈ E iff vij = k for i ∈ N

and j ∈M .
4: Compute a maximum matchingM in G.
5: if |M| = n then
6: Mhigh ← {j ∈M : ∃i ∈ N s.t. vij = k}
7: v′ij ← ⌊vij/k⌋ for every i ∈ N , j ∈Mhigh

8: x′ ← BinaryMNW(N,Mhigh, V
′)

9: N1 ← {i ∈ N : vi(x
′
i) = minh∈N vh(x

′
h)}

10: x← RoundRobin(x′, N1,M \Mhigh) ▷ see text
11: return x
12: else // |M| < n
13: P ← Set of agents unmatched underM
14: Compute the set Q as described in text
15: T ← Set of goods matched to Q underM
16: v′ij = ⌊vij/k⌋ for i ∈ N \ (P ∪Q), j ∈M \ T
17: x′ ← BinaryMNW(N \Q,M \ T, V ′)
18: xi ← x′

i for i ∈ N \Q
19: xi = {j} for i ∈ Q s.t. (i, j) ∈M
20: return x

∃i ∈ P t, ∃j ∈ xh s.t. vij = k} for t ≥ 0, where P 0 = P , and let Q =
⋃

t≥1 P
t.

Then S = P ∪Q is a Hall’s violator set of agents. Let T be the set of neighbors
of S (and Q) in G. Algorithm 3 then computes an MNW allocation x′ for the460

binary instance (N \ Q,M \ T, V ′), where v′ij = ⌊vij/k⌋ for i ∈ N \ S, and 1
if i ∈ P , in polynomial-time using BinaryMNW, and then computes an MNW
allocation x of I from x′ by further allocating to agents in Q the good they
are matched to in M. This corresponds to lines 12-20 of Algorithm 3. The
formal proof of Theorem 7 lies on several non-trivial arguments and is deferred465

to Appendix D.
It is known that an MNW allocation is PO [10]. Our next result improves

the efficiency guarantee offered by an MNW allocation of a 2-valued instance to
fractional Pareto-optimality.

Theorem 8. Given a fair division {a, b}-instance I = (N,M, V ), any MNW470

allocation is fPO. This result is sharp; an MNW allocation of a 3-valued instance
need not be fPO.

To show this, we present a price-setting algorithm in Appendix D that
assigns a price pj to each good j s.t. (x,p) is on MBB, where x is an MNW
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allocation. Together with Corollary 2, this shows x is fPO. We include an475

example in Appendix D showing sharpness.

5.2. MNW for 3-valued instances

Our final result shows APX-hardness for the MNW problem with we slighly
generalize the class of allowed values to {0, a, b}. This rules out the existence of
a polynomial-time approximation scheme (PTAS) for the MNW problem even480

{0, a, b}-instances, thus strengthening the result of [1], who showed NP-hardness
for the same.

Theorem 9. Given a fair division instance I = (N,M, V ), it is NP-hard to ap-
proximate the MNW to a factor better than 1.00019, even for {0, a, b}-instances.

We present the reduction and defer the full proof to Appendix D. We con-485

sider a 2P2N3SAT-instance: {xi}i∈[n], {Cj}j∈[m], where 3m = 4n. For each
variable xi, we create two agents Ti, Fi and one good gi which is valued at 2
by both Ti, Fi. For each clause Cj , we create a good hj which is valued at 1
by agent Ai if setting xi = A makes Cj true, for A ∈ {T, F}. We also create
2n − m dummy goods {dj}j∈[2n−m] which are valued at 1 by all agents. All490

other values are 0. We show that if we can approximate the MNW to a factor
better than 1.00019, we can decide if there is an assignment with ≥ ρ1m clauses,
or all assignments satisfy at most ≤ ρ2m clauses, for specific constants ρ1, ρ2.
The latter problem is known to be NP-complete [41].

6. Conclusion495

In this paper, we push the boundary between tractable and intractable cases
for the problems of fair and efficient allocations. We presented positive algorith-
mic results for computing EFX+PO, EQX+PO, and 1.061-approximate MNW
allocations for 2-valued instances. In contrast, we showed that for 3-valued
instances, checking existence of EFX+PO (or EQX+PO) allocations is NP-500

complete, and computing MNW is APX-hard. Our techniques can be adapted
to compute EQ1+PO allocations for 2-valued instances of chores. An inter-
esting direction for future work is to develop approximation algorithms for the
MNW problem for k-valued instances where k is a small constant at least 3.
Another challenging problem is investigating if EFX (or EFX+PO) allocations505

exist (and can be efficiently computed) for 2-valued instances of chores.
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Appendix A. Examples

Appendix A.1. PO allocations are not necessarily fPO
Consider the following instance with two agents 1 and 2; and three goods625

g1, g2 and g3.

Table A.1: Instance for which a PO allocation is not fPO

g1 g2 g3
A1 4 2 1
A2 4 1 2

Consider the allocation x given by x1 = {g1},x2 = {g2, g3}. Agent 1 gets a
utility of u1 = 4 and agent 2 gets u2 = 3. Clearly x is PO, because it maximizes
the utilitarian social welfare. Now consider the fractional allocation y given by
y1 = {0.75g1, 0.5g2},y2 = {0.25g1, 0.5g2, g3}. Under y, agent 1 gets a utility of630

4 but agent 2 agents a utility of 3.5, which is better than the utility under x.
Hence x is PO but not fPO.

Appendix A.2. Match&Freeze need not return a PO allocation
We show that the EFX allocation returned by the algorithm of [1] need not

be PO. Consider the following {a, b}-instance with three agents (A1, A2, A3) and635

8 goods (g1, . . . , g8). Let a > b > 0.

Table A.2: Instance for which Match&Freeze does not return a PO allocation

g1 g2 g3 g4 g5 g6 g7 g8
A1 a a a a b b b b
A2 a a a a b b b b
A3 a a a b a a a a

In the first iteration of Match&Freeze, suppose gi is matched to Ai for i ∈ [3].
In the second round, suppose the matching assigns g4 to A1 and g5 to A3, after
which g6 is assigned to A2. Since g6 is valued at b by A2, and since A2 values
g4 at a, agent A1 gets frozen. In the next and final round, A3 gets g8 and A2640

gets g7. In the resulting allocation x, the vector of utilities the agents receive
is (2a, a + 2b, 3a). However, consider the allocation y given by y1 = {g1, g3},
y2 = {g2, g4} and y3 = {g5, g7, g8}. The vector of utilities under y is (2a, 2a, 3a).
Thus when a > 2b, y dominates x, showing that x is not PO.

Appendix A.3. EFX+PO allocations need not exist645

Consider the instance in Table A.3 from [11] with 2 agents A1, A2 and 3
goods {g1, g2, g3}.

In any PO allocation, g2 has to be allocated to A1, and g3 has to be allocated
to A2. Thus, the only PO allocations are ({g1, g2}, {g3}), and ({g2}, {g1, g3}).
However neither of them are EFX, since in the first allocation A2 envies A1650

after removing g2, and in the second allocation A1 envies A2 after removing g3.
In fact, this example also shows that EQX+PO allocations need not exist.
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Table A.3: Instance for which EFX+PO allocations do not exist

g1 g2 g3
A1 2 1 0
A2 2 0 1

Appendix B. Missing Proofs from Section 3

Lemma 2. For every outcome (x,p) constructed during the run of Algorithm 1,
there exists a set of prices q such that (x,q) is also on MBB, and for every655

j ∈M , qj ∈ {1, k}.

Proof. Note that initially all prices are either 1 or k. Since all price rises are by
a factor of k (Line 9), final prices are of the form pj = ksj , for sj ∈ Z≥0. Let
j0 be the smallest priced good with pj0 = ks, and let j0 ∈ xi, for some agent
i ∈ N . Then ∀j ∈ xi : pj ∈ {ks, ks+1}. By the MBB condition for any agent
h ̸= i for j′ ∈ xh and j ∈ xi:

vhj′

pj′
≥ vhj

pj
,

which gives:

pj′ ≤
vhj′

vhj
pj ≤ ks+2 .

Thus all pj ∈ {ks, ks+1, ks+2}. Either all pj ∈ {ks, ks+1}, or ∃j ∈ xh with
pj = ks+2, for some agent h ∈ N . Then by the MBB condition for any good j′:

vhj
pj
≥ vhj′

pj′
,

which gives:

pj′ ≥
vhj′

vhj
pj ≥ ks+1 .

Thus either all pj ∈ {ks, ks+1} or all pj ∈ {ks+1, ks+2}. In either case we can
scale the prices to belong to {1, k}.

Lemma 3. The allocation x returned by Algorithm 1 is on MBB w.r.t. prices
p upon termination. Thus, x is fPO.660

Proof. We first show that (x,p) forms a market equilibrium for the Fisher mar-
ket instance (N,M, V, e), where for every i ∈ N , ei = p(xi). It is easy to see
that the market clears and the budget of every agent is exhausted. It remains to
be shown that every agent buys goods from their MBB-set. To see this, notice
that this is the case in the initial allocation in Line 2 of the algorithm. Suppose665

we assume inductively that at iteration t, in the corresponding allocation x,
every agent buys MBB goods. We ensure that the goods are transferred along
MBB edges, and thus no transfer step causes the MBB condition of any agent
to be violated. Consider a price rise step, in which the prices of all goods in
Ci, the component of the LS i, are increased by a factor of k. Notice that since670

21



prices of these goods are raised, no agent h /∈ Ci prefers these goods over their
own goods, and hence they continue to own goods from their MBB set. For any
agent h ∈ Ci and a good j /∈ Ci, the bang-per-buck that j gets from h before
the price rise is strictly less than her MBB ratio, since j is not in the MBB
set of h. Further, since all prices are powers of k, the bang-per-buck values are675

also (non-positive) powers of k. Thus after the price rise, it cannot happen that
a good j /∈ Ci gives a higher bang-per-buck than the goods h already owns,
since her MBB ratio drops only by a factor of k. This shows that the MBB
condition is never violated for any agent throughout the algorithm. Thus, the
final allocation with the final price vector (x,p) forms a market equilibrium.680

The First Welfare Theorem implies that x is fPO.

Lemma 5. Algorithm 1 terminates in polynomial-time.

Proof. We first argue that the number of iterations with the same least spender
i in the absence of any price rise steps is poly(n,m). To see this, we count the
number of alternating paths from i to an agent h which owns a good j which685

is then transferred to an agent h′. The number of such paths is at most n2m,
thus there are at most poly(n,m) transfers with the same LS and no price rise
step.

Next we argue that the number of identity changes of the least spender
without a price rise step is poly(n,m). First note that the spending of the least690

spender never decreases in the execution of the algorithm. Next, observe that
in the absence of price rise steps an agent stops being a least spender only if
she gets a good. Suppose at an iteration t, when the allocation is x, the LS i
gets a good j and ceases to be the LS. Suppose she becomes the LS again for
the first time after t at the iteration t′′, when the allocation is x′′. If she did695

not lose any good between t and t′′, then her spending has strictly increased.
Suppose on the other hand, let t′ be the iteration after t and before t′′ where i
loses a good j′ for the last time. Let x′ be the corresponding allocation and let
h be the LS at t′. Let p be the price vector. Now observe that:

p(x′′
i ) ≥ p(x′

i \ {j′}) > p(x′
h) ≥ p(xi). (B.1)

The first inequality holds because j′ is the last good that i loses. The second700

inequality holds because j′ is removed from i only because i violated the pEF1
condition w.r.t. the LS h at x′. The third inequality holds because the spending
of the LS does not decrease.

Since we are assuming that the prices remain unchanged, the MBB-ratio of
the agents do not change. Hence the agents’ utilities are proportional to their705

spendings. This means that between the events when a LS i ceases to be a LS,
and subsequently becomes the LS again, her utility has strictly increased, since
her spending strictly increases from (B.1). Since all utility values are integers,
the increase in i’s utility is by at least 1. In any allocation x, if si (resp. ti) is
the number of goods in xi that are valued at b (resp. a) by i, the utility of i710

is ui = sib + tia. Since 0 ≤ si, ti ≤ m, the number of different utility values i
can get in any allocation is at most O(m2). Thus, for any agent i, the number
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of times her utility increases is at most O(m2). This means that without price
rises, any agent can become the least spender only O(m2) times. Thus the
number of identity changes of the LS in the absence of price rise steps is at715

most O(nm2).
Thus, for polynomial run time, all that remains to be shown is that the

number of price rise steps is polynomial in n,m. For this, we observe that the
set Et of pEF1-violators just before price rise step number t does not increase
with t. This is because if a new agent becomes an pEF1-violator after a transfer720

step, she will cease to be an pEF1-violator in subsequent iterations before the
next price rise event, since she will lose one or more goods in a transfer step.
Further, no new agent can become an pEF1-violator due to a price rise step,
since the spending of the non-pEF1-violator agents only increases in a price rise
step. The above is argued more formally in Lemma 16 of [15].725

Thus, the goods belonging to the set of pEF1-violators have not experienced
any price rise step, and their prices are the prices at the beginning, i.e., either 1
or k. Just before the price rise step number t, let αt

1, . . . , α
t
n be the MBB-ratios

of the agents. For any good j /∈ Ci, where i is the LS agent, for every agent
h, the MBB-ratio of h must at least be the bang-per buck h gets from j. Thus
before any price rise step t, for every agent h and any good j /∈ Ci:

αt
h ≥

vhj
pj
≥ 1

k
. (B.2)

Consider the potential function given by ϕ(t) =
∑

h∈N logk α
t
h. Before the first

price rise step, all the MBB-ratios are 1. Hence α1
h = 1 for every h ∈ N . So,

ϕ(1) = 0. From (B.2), we have for all price rise steps, ϕ(t) ≥ n logk(1/k) = −n.
After a price rise step, the price of every good in Ci is raised by k. Hence
the MBB-ratio of every agent experiencing price-rise decreases by a factor k.730

Since at least one agent experiences price-rise, ϕ(t + 1) ≤ ϕ(t) − 1. Thus, the
number of price rise steps is at most n. Hence the algorithm terminates in
polynomial-time.

Lemma 6. Let x be the allocation output by Algorithm 1. If x∗ is an MNW
allocation, then NW(x) ≥ 1

1.061NW(x∗).735

Proof. Recall from Lemmas 3 and 4 that (x,p) is a pEFX market outcome on
MBB, where p is the price vector on termination. Let αi be the MBB-ratio
of agent i in (x,p). Consider a scaled fair division instance I ′ = (N,M, V ′),
where v′ij = 1

αi
vij . Since the Nash welfare function is scale-invariant, if x∗ is

an MNW allocation for I, x∗ is also an MNW allocation for I ′; further if x is a
β-approximation to the MNW value in I ′, then x is also a β-approximation to
the MNW value in I. We also have by the MBB-condition that for every agent
i, v′i(xi) = p(xi), and that v′i(x

∗
i ) ≤ p(x∗

i ). Thus:

NW(x) =
( ∏
i∈[n]

v′i(xi)
)1/n

=
( ∏
i∈[n]

p(xi)
)1/n

, (B.3)
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and
NW(x∗) =

( ∏
i∈[n]

v′i(x
∗
i )
)1/n ≤ ( ∏

i∈[n]

p(x∗
i )
)1/n

. (B.4)

Next we consider an instance I ′′ = (N,M, V ′′) with identical valuations, that
is: v′′ij = pj for all i ∈ N, j ∈ M . Since (x,p) is pEFX for the instance I,
x is EFX for the instance I ′′. Let X be the set of all integral allocations of
the goods to agents. [20] showed that for a fair division instance with identical
valuations, any EFX allocation provides a 1.061-approximation to the maximum
Nash welfare. Thus, we have:( ∏

i∈[n]

v′′i (xi)
)1/n ≥ 1

1.061
max
y∈X

( ∏
i∈[n]

v′′i (yi)
)1/n

,

which gives: ( ∏
i∈[n]

p(xi)
)1/n ≥ 1

1.061
max
y∈X

( ∏
i∈[n]

p(yi)
)1/n

≥ 1

1.061

( ∏
i∈[n]

p(x∗
i )
)1/n

.

(B.5)

Equations (B.3), (B.4) and (B.5) together give:

NW(x) ≥ 1

1.061
NW(x∗),

as claimed.

Theorem 4. Given a fair division instance I = (N,M, V ), checking if I admits
an allocation that is both EFX and PO is NP-hard, even when I is a {0, a, b}-
instance.

Proof. We reduce from 2P2N3SAT. An instance of 2P2N3SAT consists of a 3SAT740

formula over n variables x1, . . . , xn in conjunctive normal form. There are m
distinct clauses C1, C2, . . . , Cm, with three literals per clause. Additionally, each
variable xi appears exactly twice negated and exactly twice unnegated in the
formula. Given an instance of 2P2N3SAT, deciding if there exists a satisfying
assignment is known to be NP-complete [41].745

Given a 2P2N3SAT-instance: {xi}i∈[n], {Cj}j∈[m], we construct a fair divi-
sion instance with 2n+m agents and 7n+m goods, with all values in {0, 1, 3}
as follows:

1. For every variable xi, create two agents Ti and Fi. Also create 7 goods:
dTi , d

F
i , gi, y

T
i , z

T
i , y

F
i , z

F
i . Both Ti and Fi value gi at 3. Ti values d

T
i , y

T
i , z

T
i750

at 1, and Fi values d
F
i , y

F
i , z

F
i at 1. Ti and Fi value all other goods at 0.

2. For every clause Cj = ℓ1 ∨ ℓ2 ∨ ℓ3, create one agent Dj and a good ej .
Dj values ej at 1. If for any k ∈ [3], ℓk = xi for some i ∈ [n] then Dj

values yTi , z
T
i at 1; and if for any k ∈ [3], ℓk = ¬xi for some i ∈ [n] then

Dj values yFi , z
F
i at 1. Dj values all other goods at 0.755
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Suppose the formula has a satisfying assignment. Using this satisfying as-
signment, we create an allocation of goods as follows: For every xi set to True,
we assign gi, d

T
i to Ti and dFi , y

F
i , z

F
i to Fi. For every xi set to False, we assign

gi, d
F
i to Fi and dTi , y

T
i , z

T
i to Ti. We also assign ej to Dj for every j ∈ [m].

Since the assignment satisfies all clauses, there exists one literal which is True760

in every clause Cj . If this literal is an unnegated variable, say xi, then we assign
one of yTi or zTi (whichever is left) to Dj . If this literal is a negated variable,
say ¬xi, then we assign one of yFi or zFi (whichever is left) to Dj . Notice that
every item has been assigned to an agent that values it at the highest among all
agents. Thus this allocation maximizes the utilitarian social Welfare, and is PO.765

Further, it is also EFX. This is because under this assignment for every i ∈ [n],
if xi is True, Ti gets the highest utility of 4 and does not envy any agent, and
in this case Fi gets a value of 3 and thus does not envy Ti even after removing
dTi from Ti’s bundle. An analogous argument holds when xi is False. Next, for
each j ∈ [m], Dj gets a value of at least 2, and the number of goods belonging770

to an agent Dj′ valued at 1 by Dj , for j ̸= j′ is at most 2 since the clauses are
distinct. Thus the maximum utility Dj has for goods allocated to Dj′ is 2, and
thus Dj does not envy Dj′ for any j′ ∈ [m]. Finally note that Dj can have a
value of at most 2 for the goods owned by Ti or Fi for any i, and hence Dj does
not envy either. Thus the allocation is EFX.775

Suppose on the other hand every assignment is unsatisfying, i.e., under any
assignment there is always some clause Cj all of whose literals are False. Suppose
there exists an EFX and PO allocation of goods to agents. Since the allocation
is PO, for every i ∈ [n], dTi must be assigned to Ti, d

F
i must be assigned to Fi,

and gi must be assigned to either Ti or Fi. Also, for each j ∈ [m], ej must be780

assigned to Dj . Suppose for some i ∈ [n], gi is allocated to Ti. Then, because
Fi must not envy Ti after removing dTi from the bundle of Ti, Fi must have
utility at least 3. This is only possible if both yFi and zFi are allocated to Fi.
Similarly, if gi is allocated to Fi, then for the allocation to be EFX, yTi and zTi
both must be allocated to Ti. Now consider the assignment defined from the785

allocation in the following manner: if gi is allocated to Ti, set xi to True. If gi
is allocated to Fi, set xi to False. By our assumption, this assignment leaves
one at least one clause Cj unsatisfied, which means all literals in that clause
evaluate to False. If xi is a literal appearing in Cj , then Dj values yTi , z

T
i , but

since xi is set to False, both these goods are owned by Ti. Similarly, if ¬xi is a790

literal appearing in Cj , then Dj values yFi , z
F
i , but since xi is set to True, both

these goods are owned by Fi. Thus, all goods except ej that Dj values belong
to other agents, with there being at least one agent (some Ti or Fi for some
i ∈ [n]) who owns two such goods. Clearly Dj will envy this agent (Ti or Fi)
after removing one good (dTi or dFi ) from their bundle. Thus, the allocation is795

not EFX, which contradicts our assumption.
This shows that checking if a fair division instance admits an EFX and PO

allocation is NP-hard.

Lemma 7. Given a fair division instance I = (N,M, V ), checking if I ad-
mits an allocation that is both EFX and fPO is NP-complete, even when I is a800
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{0, a, b}-instance.

Proof. Notice that our reduction in the proof of Theorem 4 constructs an in-
stance for which every PO allocation is also fPO, since every good is assigned
to an agent who values it at the highest among all agents. This shows that
checking if an allocation is EFX+fPO is NP-hard, even for {0, a, b}-instances.805

Using the fact that checking whether an allocation is fPO or not can be de-
cided in polynomial-time (see for example [15]), we conclude that checking if an
allocation is EFX+fPO is in NP. This shows that checking if an allocation is
EFX+fPO is NP-complete, for {0, a, b}-instances as well.

Appendix C. Missing Proofs from Section 4810

Theorem 5. Given a fair division {a, b}-instance I = (N,M, V ), an allocation
that is both EQX and fPO exists and can be computed in polynomial-time.

Proof. The proof relies on Lemmas 8 and 9 below.

Lemma 8. Let x be the allocation returned by Algorithm 2. Then x is EQX
and fPO.815

Proof. Similar to Lemma 4, we can show that x together with the price vector
p on termination forms a market equilibrium. This shows via the First Welfare
Theorem that x is fPO. We can use Lemma 2 to scale all prices to {1, k}.
Suppose x is not EQX. Then there is an agent h such that for all j ∈ xh,
vh(xh \ {j}) > vi(xi). If h /∈ Ci, then the algorithm would not have halted.820

This means that h ∈ Ci.
Since the algorithm has halted, along all alternating paths P = (i, j1, i1, . . . , h

′, j, h),
it is the case that vh(xh \ {j}) ≤ vi(xi). One of two of the following cases must
hold:

1. There is some alternating path P = (i, j1, i1, . . . , h
′, j, h), with vhj = b.

Then for all j′ ∈ xh:

vi(xi) ≥ vh(xh \ {j}) = vh(xh)− b = vh(xh \ {j′}),

and for all j′ ∈ xh with vhj′ = a:

vi(xi) ≥ vh(xh \ {j}) > vh(xh)− a = vh(xh \ {j′}),

which means that the EQX condition is satisfied for h.825

2. Suppose along all alternating paths P = (i, j1, i1, . . . , h
′, j, h), it holds that

vhj = a. If for all goods j′ ∈ xh not reachable along any alternating path,
it holds that vhj′ = a, then the EQX condition is satisfied for h:

vi(xi) ≥ vh(xh \ {j}) = vh(xh)− a = vh(xh \ {j′}).

On the other hand suppose there is a good j′ ∈ xh that is not reachable
from i via any alternating path, with vhj′ = b. Note that this means
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there are two goods j, j′ ∈ xh s.t. vhj = a, and vhj′ = b. By the MBB
condition, we must have pj = k and pj′ = 1. Consider any alternating
path P = (i, j1, i1, . . . , h

′, j, h). Then it must be the case that j′ /∈ mbbh′ .
If αh′ is the MBB-ratio of h′, then this means:

αh′ =
vh′j

pj
>

vh′j′

pj′
,

which gives vh′j > kvh′j′ which is not possible when vh′j , vh′j′ ∈ {1, k}.

This shows that the returned allocation x is EQX.

Lemma 9. Algorithm 2 terminates in polynomial-time.

Proof. Using similar arguments as made in Lemma 5, we can conclude that
the number of transfers without a change in the identity of the LU agent is830

poly(n,m), and also that the number of identity changes of the LU agent without
a price rise step is poly(n,m). Thus for polynomial run time, we only need to
bound the number of price rise steps by a polynomial in n,m.

For this, we observe that the set of EQ1-violators before a price rise step
does not increase during the execution of the algorithm. This is because if a
new agent becomes an EQ1-violator after a transfer step, she will cease to be an
EQ1-violator in subsequent iterations before a price rise event. Also, due to a
price-rise step, no new agent can become an EQ1-violator since the utility of all
agents remains the same. Thus, the goods belonging to the set of EQ1-violators
have not experienced any price rise step, and their prices are either a or b. Just
before the price rise step number t, let αt

1, . . . , α
t
n be the MBB-ratios of the

agents. For any good j /∈ Ci0 , where i0 is the LU agent, for every agent i, the
MBB-ratio of i must at least be the bang-per buck i gets from j. Thus, just
before any price rise step t, for every agent i and any good j /∈ Ci0 :

αt
i ≥

vij
pj
≥ b

a
. (C.1)

Consider the potential function given by:

ϕ(t) =
∑
i∈[n]

logk α
t
i .

Before the first price rise step, all the MBB-ratios are 1. Hence α1
i = 1 for

every i ∈ N . So, ϕ(1) = 0. From (C.1), we have for all price rise steps,835

ϕ(t) ≥ n logk(b/a) = −n. Also after a price rise step, at least one agent’s
MBB-ratio value decreases by a factor k, thus ϕ(t + 1) ≤ ϕ(t) − 1. Thus, the
number of price rise steps is at most n. Hence, the algorithm terminates in
polynomial-time.

This concludes the proof of Theorem 5.840
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Theorem 6. Given a fair division instance I = (N,M, V ), checking if I admits
an allocation that is both EQX and PO is NP-hard, even when I is a {0, a, b}-
instance.

Proof. Once again, we reduce from 2P2N3SAT. Let the 2P2N3SAT instance
contain n variables x1, . . . , xn and m distinct clauses C1, C2, . . . , Cm. Each845

clause Cj is of the form ℓ1j ∨ ℓ2j ∨ ℓ3j , where for each t ∈ [3], the literal ℓtj is either
xi or ¬xi for some i ∈ [n].

Given a 2P2N3SAT-instance: {xi}i∈[n], {Cj}j∈[m], we construct a fair di-
vision instance with 2n + 3m agents and 7n + 2m goods as follows, where
2b < a ≤ 3b. In fact our reduction works for the case of {0, 1, 3}-instances850

too.

1. For every variable xi, create two agents Ti and Fi. Also create 7 goods:
dTi , d

F
i , gi, y

T
i , z

T
i , y

F
i , z

F
i . Both Ti and Fi value gi at a. Ti values d

T
i , y

T
i , z

T
i

at b, and Fi values d
F
i , y

F
i , z

F
i at b. Ti and Fi value all other goods at 0.

2. For every clause Cj = ℓ1j ∨ ℓ2j ∨ ℓ3j , create three agents D1
j , D

2
j , D

3
j and two855

goods pj , qj . For t ∈ [3], each Dt
j values both pj and qj at a. If ℓtj = xi for

some i ∈ [n] then Dt
j values yTi , z

T
i at a; and if ℓtj = ¬xi then Dt

j values

yFi , z
F
i at a. Dt

j values all other goods at 0.

Suppose the formula has a satisfying assignment. Using this satisfying as-
signment, we create an allocation of goods as follows: For every xi set to True,860

we assign gi, d
T
i to Ti and dFi , y

F
i , z

F
i to Fi. Additionally, we assign yTi and zTi

to the agents Dt
j for which ℓtj = xi. Analogously, for every xi set to False, we

assign gi, d
F
i to Fi and dTi , y

T
i , z

T
i to Ti. Further, we assign yFi and zFi to the

agents Dt
j for which ℓtj = ¬xi. We also assign pj , qj to agents in {D1

j , D
2
j , D

3
j}

for every j ∈ [m], so that every agent Dt
j gets utility of at least a. This is865

possible since the assignment satisfies all clauses, meaning that there exists at
least one True literal in every clause. Notice that every item has been assigned
to an agent that values it at the highest among all agents. Thus this allocation
maximizes the utilitarian social Welfare, and is PO. Further, it is also EQX.
This is because under this assignment for every i ∈ [n], if xi is True, Ti gets a870

utility of a+ b, and Fi gets a utility of 3b. If xi is False, Ti gets a utility of 3b,
and Fi gets a utility of a+b. The utility of any agent Dt

j is either a or 2a. Since
2b < a ≤ 3b, we see that the allocation is EQX.

Suppose on the other hand every assignment is unsatisfying, i.e., under any
assignment there is always some clause Cj all of whose literals are False. Suppose875

there exists an EQX and PO allocation of goods to agents. Since the allocation
is PO, for every i ∈ [n], dTi must be assigned to Ti, d

F
i must be assigned to Fi,

and gi must be assigned to either Ti or Fi. Also, for each j ∈ [m], pj and qj must
be assigned to agents in {D1

j , D
2
j , D

3
j}. Suppose for some i ∈ [n], gi is allocated

to Ti. The utility of Ti is at least a + b. Since the allocation is EQX, Fi must880

have a utility of at least a, which equals Ti’s utility after removing dTi of value
b. Since a > 2b, this is only possible if Fi receives d

F
i , y

F
i and zFi , thus obtaining

a total value of 3b. Similarly, if gi is allocated to Fi, then for the allocation
to be EQX, yTi and zTi must be allocated to Ti. Now consider the assignment
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defined from the allocation in the following manner: if gi is allocated to Ti, set885

xi to True, and if gi is allocated to Fi, set xi to False. By our assumption, this
assignment leaves at least one clause Cj unsatisfied, which means all literals in
that clause evaluate to False. If for some t ∈ [3], ℓtj = xi, then Dt

j values yTi , z
T
i .

However since xi is False, these goods have been assigned to Ti. Similarly if
ℓtj = ¬xi, then Dt

j values yFi , z
F
i . However since xi is True, these goods have890

been assigned to Fi. We conclude that the three agents D1
j , D

2
j , D

3
j can receive

only the goods pj and qj , implying that some agent will get a utility of 0. Thus
the allocation cannot be EQX, which contradicts our assumption.

This shows that checking if a fair division instance admits an EQX and PO
allocation is NP-hard.895

Similar to Lemma 7, we can show that:

Lemma 10. Given a fair division instance I = (N,M, V ), checking if I admits
an allocation that is both EQX and fPO is NP-complete, even when I is a
{0, a, b}-instance.

Appendix D. Missing Proofs from Section 5900

Theorem 7. Given a fair division {a, b}-instance I = (N,M, V ), where a/b >
m− n, an MNW allocation can be computed in polynomial-time.

Proof. Suppose we are given a {a, b}-instance (N,M, V ) with k = a/b > m−n.
Since Nash welfare is scale-invariant we can scale the values to {1, k}. We can
also assume without loss of generality that m > n, since if m ≤ n, then an905

MNW allocation x can be computed by solving a weighted maximum matching
problem. Since all agents value all goods positively, NW(x) > 0. Further we can
assume that for every agent i ∈ N , there is some good j ∈M , such that vij = k,
since if for some agent i, vij = 1 for all j ∈M , then we could rescale her values
and set vij = k for all j ∈ M . For a set of agents S ⊆ N , let xS =

⋃
i∈S xi be910

the set of goods owned by agents in S.
The main idea in computing an MNW allocation is that when k > m−n, any

agent prefers a single good that they value at k over any number of goods they
value at 1. We use this idea to show several properties of an MNW allocation
x. Partition the set of agents into L sets depending on the number of goods of915

value k they own in x. Specifically, let N = N1 ⊔ · · · ⊔NL, such that there exist
numbers m1 < · · · < mL ∈ Z≥0, such that for any 1 ≤ ℓ ≤ L, for all agents
i ∈ Nℓ it holds that |{j ∈ xi : vij = k}| = mℓ. We show:

Lemma 11. There exists r ∈ Z≥0 s.t. for all i ∈ N1, vi(xi) = m1k+ ri, where
ri ∈ {r, r + 1}.920

Proof. Let i ∈ argmini∈Nvi(xi), and let r = vi(xi)−m1k. Suppose there exists
h ∈ N1 s.t. vh(xh)−m1k ≥ r + 2. Then on transferring one good j ∈ xh with
vhj = 1, we can observe that the NW strictly increases, contradicting the fact
that x is Nash optimal.
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Lemma 12. For all i /∈ N1, and for all j ∈ xi, vij = k.925

Proof. Suppose for some ℓ ≥ 2 there is some agent h ∈ Nℓ and some good j ∈ xh

with vhj = 1. Consider an agent i ∈ argmini′∈N1
vi′(xi′), and let vi(xi) = m1k+r

for some r ∈ Z≥0. Since ℓ ≥ 2, mℓ ≥ m1 + 1, and hence

vh(xh) ≥ mℓk + 1 ≥ (m1 + 1)k + 1 .

Note that each agent other than i owns at least one good, and h owns at least
two goods. Hence i can own at most m − n goods. Thus r ≤ m − n < k, and
vi(xi) + 1 < m1k+ k+1 ≤ vh(xh). Now consider the allocation x′ obtained on
transferring j from h to i. Then vh(x

′
h) = vh(xh) − 1 and vi(x

′
i) ≥ vi(xi) + 1.

We have:

vi(x
′
i)vh(x

′
h) > vi(xi)vh(xh)

⇐⇒ vh(xh) > vi(xi) + 1 ,

which was shown to be true, contradicting the fact that x is Nash optimal.

Lemma 13. Suppose m1 ≥ 1. Consider any good j ∈ xi for an agent i ∈ N1

with vij = 1. Then for every agent h ∈ N1 it must be the case that vhj = 1.

Proof. Suppose for sake of contradiction there is some j ∈ xi for i ∈ N1 with
vij = 1, and some h ∈ N with vhj = k. First let us assume h ∈ Nℓ for ℓ ≥ 2.
Since every agent owns at least one good and i owns at least two (since m1 ≥ 1),
h can own at most m − n goods. Thus mℓ ≤ m − n < k. This means that
vh(xh) + k = mℓk + k ≤ k2 + k ≤ m1k

2 + k = k(m1k + 1) ≤ kvi(xi). Consider
the allocation x′ obtained on transferring j from i to h. Then vi(x

′
i) = vi(xi)−1

and vh(x
′
h) = vh(xh) + k. We have:

vi(x
′
i)vh(x

′
h) > vi(xi)vh(xh)

⇐⇒ kvi(xi) > vh(xh) + k,

which was shown to be true, contradicting the fact that x is Nash optimal.
Now suppose h ∈ N1. If there is some good j′ ∈ xh with vhj′ = 1, then930

on swapping j and j′ among the agents i and h, observe that the NW strictly
increases. If there is no such j′, then transferring j from i to h strictly increases
the NW, again contradicting the fact that x is Nash optimal.

Consider a bipartite graph G = (N,M,E) with edges between the agents N
on one side and M on the other, where (i, j) ∈ E iff vij = k. Then:935

Lemma 14. G has a matching of size n iff m1 ≥ 1.

Proof. The reverse direction is obvious. If m1 ≥ 1, then in the allocation every
agent gets a good that she values at k. This constitutes a matching in G of size
n.

On the other hand, suppose G has a matching of size n and yet m1 = 0 in an940

MNW allocation x. Now consider walks starting from an agent i0 ∈ N1 of the
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form (i0, j1, i1, . . . , js, is), where for every 1 ≤ r ≤ s, vir−1jr = k and jr ∈ xir .
Note that such a walk exists because for we ensure the valuations are such that
for any agent there is some good she values at k. Suppose there is some such
walk in which there is some agent is /∈ N1 who owns two goods js and js+1945

which she values at k. Then on transferring good jr to ir−1 for each r ∈ [s],
we observe that the NW strictly increases as vi0(xi0) < k, and vir (xir ) ≥ 2k.
Similarly, if there is a walk that is actually a cycle, i.e., is values a good j0 ∈ xi0

at k, then upon transferring goods along the cycle the NW strictly improves.
Finally suppose for every such walk starting with an agent i0 ∈ N1, terminates950

at an agent is who is either in N1 or is in N2 and owns only one good js that
she values at k. Consider the set S of agents which are part of such walks.
Then by the property of such walks, agents in S collectively like at most |S| − 1
goods at value k. That is, Hall’s condition is violated for the set S in the graph
G. However this contradicts the fact that G has a matching of size n, hence955

disproving the assumption that m1 = 0.

Let Mhigh = {j ∈ M : ∃i ∈ N s.t. vij = k} be the set of goods valued at k
by at least one agent, and let Mlow = {j ∈ M : ∀i ∈ N : vij = 1} = M \Mhigh

be the set of goods valued at 1 by all agents. Suppose G has a matching of size
n. From Lemma 13 it is clear that all goods owned by agents in N1 that are960

valued at 1, are also valued at 1 by any other agent, i.e., they belong to Mlow.
Consider the allocation x′ given by x′

i = xi ∩Mhigh for all agents i. Then from
Lemma 14, every agent gets at least one good they value at k in x′. From
Lemma 12, every agent owns only goods they value at k in x′. Thus, it is clear
that x′ maximizes the NW for the instance I ′ = (N,Mhigh, V

′), where for any965

agent i ∈ N and good j ∈ Mhigh, v
′
ij = ⌊vij/k⌋ ∈ {0, 1}. Since I ′ is a binary-

valued instance, using the algorithm BinaryMNW of [20] we can compute x′.
Then using Lemma 11, x can be obtained from x′ by allocating Mlow to agents
in N1 in a round-robin fashion, which is done by the procedure RoundRobin.
This corresponds to lines 5-11 of Algorithm 3.970

We now consider the case of m1 = 0. By Lemma 14 we know that there is
no matching of size n in G. Let us now define the sets: N t+1

2 = {h ∈ N : ∃i ∈
N t

2, ∃j ∈ xh s.t. vij = k} for t ≥ 0, where N0
2 = N1. We show:

Lemma 15. Suppose m1 = 0. Then N t
2 ⊆ N2 for t ≥ 1 and m2 = 1.

Proof. Suppose for some T ≥ 1 and it ∈ NT
2 there is some agent h ∈ N , s.t. for

some good jT+1 ∈ xh s.t. vhjT+1
= k. By definition for 0 ≤ t ≤ T there exist

agents it ∈ N t
2 and goods jt+1 ∈ xit+1

such that jt+1 ∈ xt+1 and vitjt+1
= k for

all 0 ≤ t ≤ T , where h = iT+1. Let x′ be the allocation obtained from x by
transferring good jt to it−1 for each t ∈ [T + 1]. We have:

vi0(x
′
i0)vh(x

′
h) > vi0(xi0)vh(xh)

⇐⇒ vh(xh) > vi0(xi0) + k .

As shown before, vi0(xi0) ≤ m − n < k. Hence vi0(xi0) + k < 2k. Now see975

that vh(xh) = mℓk. If either ℓ ≥ 3, or ℓ = 2 and m2 = 2, then vh(xh) ≥ 2k >
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vi0(xi0) + k, which means x is not Nash optimal. Now suppose ℓ = 1. Then
performing the transfer of goods as before, and additionally transferring a good
j0 ∈ xi0 to iT+1 improves the NW since the valuation of i0 improves. This
shows that N t

2 ⊆ N2 for all t ≥ 1, and m2 = 1.980

Let
⋃

r≥1 N
r
2 = N∗

2 , which is a union of at most n sets since N∗
2 ⊆ N2.

Further, Lemma 15 also shows that set of goods valued at k by some agent in N1

or N∗
2 is owned by agents in N∗

2 only. That is, {j : vij = k, i ∈ N1∪N∗
2 } = xN∗

2
.

From Lemma 12, all agents not in N1 own at least one good they value at k.
This shows that N1 ∪N∗

2 is a Hall’s violator set S of agents in G. IfM is the985

maximum matching in G, then N1 comprises of agents who do not get matched
underM, and N∗

2 is the set of agents in S who are matched underM.
We now show how an MNW allocation x can be computed. Let M be the

maximum matching and let P be the set of agents that are unmatched under
M. The set P corresponds to the set N1 in the preceding analysis. Analogous to
how N∗

2 was computed, compute the set Q, and define S = P ∪Q to be a Hall’s
violator set of agents. Let T be the set of neighbors of S in G. Notice that in
any MNW allocation, the agents in Q get only a single good, which they value at
k. Further agents in S value only goods in T at k. This means that x′ actually
maximizes the NW for the instance I ′, where I ′ = (N \Q,M \ T, V ), and x′ is
the allocation x but restricted to agents in N \ Q. Notice from Lemma 12, all
agents apart from P get only goods that they value at k. Also since agents in
P value all goods not in T at 1, in fact x′ maximizes the NW for the instance
I ′′ = (N \Q,M \ T, V ′), where:

v′ij =

{
⌊vij/k⌋ if i ∈ N \ S
1 if i ∈ P

,

for all i ∈ N \ Q and j ∈ M \ T . Since I ′′ is now a binary instance, we can
compute an MNW allocation x′ in polynomial-time. Then, x can be obtained
by x′ by simply assigning to the agents in Q the goods in T they were matched990

to underM. This corresponds to lines 12-20 of Algorithm 3.
To conclude, Algorithm 3 computes an MNW allocation for {a, b}-instances

with a/b > m− n in polynomial-time.

Theorem 8. Given a fair division {a, b}-instance I = (N,M, V ), any MNW
allocation is fPO. This result is sharp; an MNW allocation of a 3-valued instance995

need not be fPO.

Proof. We do this by showing that there are prices p for the goods s.t. (x,p)
is on MBB. We further require that all pj ∈ {1, k} by invoking Lemma 2. For a
set of agents S ⊆ N , let xS =

⋃
i∈S xi be the set of goods owned by agents in

S.1000

For this we present the price-setting algorithm, Algorithm 4.
Algorithm 4 terminates in polynomial-time since it sets the price of each

good exactly once, and in every iteration of the loops the price of at least one
good is set. Let p be the prices of the goods as set by Algorithm 4. Note that
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Algorithm 4 Price-setting algorithm

Input: MNW allocation x for an {a, b}-instance (N,M, V )
Output: Prices p of goods s.t. (x,p) is on MBB

1: k ← a/b
2: N1 = {i ∈ N : ∃j, j′ ∈ xi s.t. vij = k, vij′ = 1}
3: N2 = {i ∈ N : ∀j ∈ xi, vij = k}
4: N3 = {i ∈ N : ∀j ∈ xi, vij = 1}.
5: for all j ∈ xN1

do
6: pj ← vij , if j ∈ xi for i ∈ N1

7: for all j ∈ xN3
do

8: pj ← 1

9: repeat
10: N ′

2 ← {i ∈ N2 : ∃j /∈ xi s.t. pj = 1, vij = k}.
11: for all j ∈ xN ′

2
do

12: pj ← 1

13: N2 ← N2 \N ′
2

14: until N ′
2 ̸= ∅

15: for all j ∈ xN2
do ▷ At this point, N ′

2 = ∅
16: pj ← k

the MBB ratios of agents in N1 or N3 are 1. The MBB ratio of agents in N21005

can be either 1 or k.
Now we claim that (x,p) is on MBB. Suppose for the sake of contradiction

for some agent i the allocation is not on MBB. We consider two cases:

1. Agent i ∈ N1∪N3 is not on MBB. Since the MBB ratio of agent i, αi = 1,
there must be some good j ∈ xh \ xi for some agent h s.t. vij/pj > 1,1010

which means vij = k and pj = 1. Suppose h ∈ N2. Since pj = 1, by
our Algorithm 4 this happens only if there is some j1 ∈ xh1

\ xh s.t.
pj1 = 1, vhj1 = k. Further, suppose h1 ∈ N2. We continue the same
reasoning and arrive at a sequence of goods and agents (i, j = j0, h =
h0, j1, h1, . . . , jℓ, hℓ), s.t. jℓ′ ∈ xhℓ′ , pjℓ′ = 1, for all 0 ≤ ℓ′ ≤ ℓ. Further1015

vhℓ′ jℓ′ = k and hℓ′ ∈ N2, for all 0 ≤ ℓ′ ≤ ℓ − 1. Also vhℓjℓ = 1 and
hℓ ∈ N1 ∪ N3. Such a path exists by the price-setting algorithm and
because the number of agents in N2 is bounded by n. Now transferring jℓ′
to hℓ′−1 for all 1 ≤ ℓ′ ≤ ℓ, j to i, and some good j′ ∈ xi with vij′ = 1 to
hℓ improves the Nash welfare, leading to a contradiction. Note that this1020

analysis also subsumes the cases of h ∈ N1 and h ∈ N3. Therefore for no
agent i ∈ N1 ∪N3 the MBB condition is violated.

2. Agent i ∈ N2 is not on MBB. If αi = k then the MBB condition cannot
be violated for i. Then it must mean that αi = 1, and that there is a good
j /∈ xi with pj = 1 and vij = k which causes the MBB condition of i to be1025

violated. However, in this case, Algorithm 4 would have set the prices of
goods in xi to 1 instead of k (from Line 12, since i would belong to N ′

2 by
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Line 10), causing αi to equal k instead of 1. This means that the MBB
condition of no agent i ∈ N2 is violated.

In other words, the allocation (x,p) is on MBB. Thus, any MNW allocation for1030

{a, b}-instances is fPO.
For sharpness, consider the 3-valued instance of Table D.4.

Table D.4: A 3-valued instance for which MNW allocation is not fPO

g0 g1 g2
A1 5 2 1
A2 5 1 2

The MNW allocations are x = ({g0}, {g1, g2}) and y = ({g1, g2}, {g0}) with
Nash welfare

√
5 · 3 =

√
15. However it is easy to see that in any fPO allocation

z, gi ∈ zi for i ∈ [2]. Such an allocation has Nash welfare only
√
7 · 2 =

√
14.1035

Hence MNW allocations need not be fPO for k-valued instances for k ≥ 3.

Theorem 9. Given a fair division instance I = (N,M, V ), it is NP-hard to ap-
proximate the MNW to a factor better than 1.00019, even for {0, a, b}-instances.

Proof. We consider a 2P2N3SAT-instance: {xi}i∈[n], {Cj}j∈[m], where 3m = 4n.
There exist constants ρ1, ρ2 such that it is NP-hard to decide if there is an1040

assignment with ≥ ρ1m clauses satisfied, or if in all assignments at most ≤ ρ2m
clauses are satisfied [41]. Here, ρ1 = (1016− ϵ)/1016, ρ2 = (1015 + ϵ)/1016, for
small ϵ > 0.

For each variable xi, we create two agents Ti, Fi and one good gi which is
valued at 2 by both Ti, Fi. For each clause Cj , we create a good hj which is1045

valued at 1 by agent Ai if setting xi = A makes Cj true, for A ∈ {T, F}. We
also create 2n − m dummy goods {dj}j∈[2n−m] which are valued at 1 by all
agents. All other values are 0. Let G be the collection of gi’s, H of hj ’s and D
of dj ’s. Overall, there are 2n agents and 3n goods.

Suppose that there is an assignment with ℓ ≥ ρ1m satisfied clauses. Then
we construct an allocation as follows. For every variable xi set to True, assign
gi to Fi, and for every variable xi set to False, assign gi to Ti. Let P be the set
of n agents who get a good from G, and Q be the set of agents who don’t. For
each satisfied clause Cj , give hj to an agent in Q who has positive value for it.
Thus ℓ goods from H are allocated. Suppose p agents get utility 2 from goods
in H. Then ℓ − 2p agents get utility of 1 from H, and n − ℓ + p agents get 0
utility from H (since each hj gives utility 1). Corresponding to each unsatisfied
clause Cj , the remaining m−ℓ goods from H must be assigned to an agent in P
who already has some good from G. We now allocate goods from D to agents
in Q to try and “balance” the agents’ utilities so that agents get a utility of 2.
The “demand” for goods of value 1 is 2(n − ℓ + p) + ℓ − 2p = 2n − ℓ, and the
“supply” is 2n −m. The shortage is m − ℓ, hence n −m + ℓ agents in Q get
a utility of 2, and m − ℓ agents in Q get a utility of 1. Let H ′ ⊆ H be the
goods hj corresponding to unsatisfied clauses Cj must be allocated to agents
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in P . Consider a bipartite graph with goods H ′ on one side and agents P on
the other side, with an edge from a good to an agent if the agent has value 1
for the good. Here, H ′ corresponds to unsatisfied clauses, and P corresponds
to False literals. Since each unsatisfied clause contains three literals which are
False under the given assignment, in the graph each good in H ′ will have edges
to exactly three agents in P in this graph. Further we know that all clauses
contain distinct literals, and all clauses are distinct. Thus any W ⊆ H ′ has
at least |W | outgoing edges. By Hall’s Marriage Theorem, this graph has a
matching saturating H ′, further |H ′| = m − ℓ ≤ (1 − ρ1)m ≤ n = |P |, since
ρ1 ≥ 1/4. We then allocate goods in H ′ to their matched agents. This completes
the allocation, and we have exactly m−ℓ agents in P getting a utility of 3. This
implies a lower bound MNWL on the maximum Nash welfare:

MNWL =
(
3m−ℓ · 22n−2m+2ℓ · 1m−ℓ

) 1
2n

=

(
3m · 4n−m ·

(
4

3

)ℓ
) 1

2n

≥
(
3m · 4n−m

) 1
2n ·

(
4

3

) ρ1m
2n

.

(D.1)

Now suppose under all assignments at most ρ2m clauses are satisfied. Con-
sider the Nash optimal allocation. Since it is PO, every gi is assigned to either
Ti or Fi. Let P be the set of n agents owning a good from G, and Q the set
of n agents who don’t get goods from G. Agents in P get utility of at least 2.
Consider an assignment defined as follows: for every gi assigned to Ti, set xi to
False; and for every gi assigned to Fi, set xi to True. Let ℓ be the number of
satisfied clauses. Consider the set H ′ of goods hj corresponding to unsatisfied
clauses Cj . Any good hj /∈ H ′ must be allocated to an agent Ai s.t. setting
xi = A makes Cj true, for A ∈ {T, F}. Clearly, this agent Ai belongs to Q. Let
p be the number of agents in Q which get utility of 2 from goods in H \ H ′.
Then ℓ − 2p agents from Q get a utility of 1, and n − ℓ + p agents from Q get
0 utility from goods in H \H ′. The goods from D must be allocated to agents
only in Q, since it is sub-optimal (for maximizing NW) to give a good dj to an
agent in P who then gets a utility of 3, while some agent in Q has a utility of at
most 1. Hence by a similar argument as the previous part, exactly m− ℓ agents
in Q get utility of 1 in the optimal allocation. Now consider goods in H ′. These
goods must be allocated to agents in P , who also own some good from G. To
get an upper bound on Nash welfare, we can consider the best case where each
good in H ′ is given to exactly one agent in P . Thus m − ℓ agents in P get a
utility of 3, and rest of the agents in P get utility 2. This gives an upper bound
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MNWU on the maximum Nash welfare:

MNWU =
(
3m−ℓ · 22n−2m+2ℓ · 1m−ℓ

) 1
2n

=

(
3m · 4n−m ·

(
4

3

)ℓ
) 1

2n

≤
(
3m · 4n−m

) 1
2n ·

(
4

3

) ρ2m
2n

.

(D.2)

Thus from Equations D.1 and D.2, we cannot approximate the Nash welfare to
a factor better than:

α =
MNWL

MNWU
=

(
4

3

) (ρ1−ρ2)m
2n

,

unless P = NP. With the best known values for ρ1, ρ2 from [41], we get α ≈1050

1.00019, which is better than the factor 1.00008 of [17], which applies for 5-
valued instances. An APX-hardness result for 3-valued instances was not known
until now. The best hardness factor for the general MNW problem is 1.069 due
to [24], however this only applies to 4-valued instances.
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