GLOBAL SMOOTH SOLUTIONS OF THE NERNST-PLANCK-DARCY SYSTEM
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ABSTRACT. The Nernst-Planck-Darcy system models ionic electrodiffusion in porous media. We consider
the system for two ionic species with opposite valences and equal diffusivities. We prove that the initial
value problem for the Nernst-Planck-Darcy system in two or three dimensions has global unique smooth
solutions for arbitrary large data. We obtain WP (T?), for p > 2, and higher regularity bounds.

1. INTRODUCTION

The Nernst-Planck (NP) system is given by
(‘3tci+V~(uci —D,Vci—ziDiciV@) =0, i=1,...,N, (1.1)
—eAD = p, (1.2)

N
p= Zzwh (1.3)
i=1

where ¢;: Q x [0,7] — RT are ionic concentrations, z; € Z are corresponding valences, D; > 0 are constant
diffusivities, ®: Q x [0,7] — R is the nondimensional electrical potential, p: © x [0, 7] — R is the nondimen-
sional charge density, u: Qx [0, 7] — R is the fluid velocity field, and € > 0 is a constant proportional to the
square of the Debye length [0 [20]. Here, d = 2,3 is the space dimension and € is a d-dimensional domain.
The Nernst-Planck equation describes the evolution of ions which are carried by a fluid and interact
among themselves via an electric potential and thermal fluctuations. The Poisson equation f relates
the electrostatic potential to the ionic charge density.

The Nernst-Planck equations coupled to fluid equations are basic models of ionic electrodiffusion in fluids.
The equations are supplemented by boundary conditions and initial conditions. Ionic electrodiffusion is
important in many fields, including biology, chemistry and physics, and has wide applications [20]. There are
extensive mathematical studies of models coupling the Nernst-Planck equations with various fluid dynamical
systems. For the fluids that are described by the Navier-Stokes equations, the system is known as the Nernst-
Planck-Navier-Stokes (NPNS) system. In the whole space R? (d = 2, 3), local existence of solutions of the
NPNS system is obtained in [I5], and later weak solutions are proved to exist globally in time [19], with some
L? decay if the dimension is two [26]. In bounded domains Q C R?, the NPNS system has global solutions
under various appropriate boundary conditions. For example, with blocking boundary conditions, global
weak solutions exist in both two and three dimensions [10, [I6]. For ionic concentrations satisfying blocking
boundary conditions while the electrical potential satisfying the Dirichlet boundary condition, global weak
solutions exist in two and three dimensions if the initial data is small [2I]. In the case of blocking boundary
conditions for the ionic concentrations and homogeneous Neumann boundary condition for the electrical
potential, weak solutions are global in two dimensions [22]. Moreover, with blocking boundary conditions for
the ionic concentrations and Robin boundary condition for the electrical potential, two dimensional strong
solutions are global [2]. The same result holds in three dimensions if the fluid velocity remains regular for all
time [I7]. When the ionic concentrations satisfy either the blocking boundary conditions or the uniformly
selective boundary conditions, strong solutions are global in two dimensions [6], and in three dimensions
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provided that the initial data is a small perturbation of a steady state [§]. If both the ionic concentrations
and the electrical potential obey the Dirichlet boundary conditions, global strong solutions exist in three
dimensions as long as the fluid velocity is regular [9]. With periodic boundary conditions, two dimensional
strong solutions exist globally in time, and long time behavior of the solutions under the influence of body
forces and added electrical charges is studied in [1]. Vanishing Debye length limit (¢ — 0 in (L.2)) results for
the NPNS system are proved in [7, [18, 23, 24]. In the limit of zero viscosity in the Navier-Stokes equations,
the solutions of NPNS system in two dimensions converges to the solutions of the corresponding Nernst-
Planck-Euler (NPE) system, whose solutions exist and are global [14], 25, 27]. The existence of globally
smooth solutions of three dimensional Nernst-Planck equations with arbitrary large data coupled to Stokes
equations driven by the Lorentz force has been obtained only recently in [9] [I7].

For models of flow through porous media, the Stokes operator is replaced by Darcy’s law. In the case of a
flow through a porous medium of an incompressible fluid forced by macroscopic electrostatic Lorentz forces
—pV® due to a ionic charge density, Darcy’s law and incompressibility are expressed as

ku+ Vp = —pVO, (1.4)
V-u=0, (1.5)

where u: Q x [0,7] — R? is the fluid velocity field, p: Q x [0,T] — R is the fluid pressure, and x > 0 is a
positive coefficient.

We refer to the equations (1.I)-(L5) as the Nernst-Planck-Darcy (NPD) equations by analogy to the
Nernst-Planck-Navier-Stokes equations. The Poisson equation is considered as being part of the Nernst-
Planck system, it is a manifestation of the electrostatic approximation. The NPD system models the advec-
tion and diffusion of ions in porous media. The NPD system was studied in [T1] [I3] where it was shown that
global weak solutions exist in bounded domains Q C R%, d = 2,3, in L?-based Sobolev spaces by fixed point
arguments. Similar results are obtained in two space dimensions for more than two ionic species [12].

The analysis of systems coupling Nernst-Planck to fluid equations presents challenges due to the boundary
conditions and challenges due to the nonlinearity. In this paper, we focus on the latter by considering the
spatially periodic case Q = T¢, d = 2,3. By contrast with the Stokes operator which is an elliptic operator
of order two, Darcy’s law, being an operator of order zero, “looses” two differential orders, and the analysis
is more difficult. In this paper we discuss the initial value problem for the NPD equations f in two
or three space dimensions (d = 2,3) with two ionic species (N = 2) with opposite valences (z1 = —z2 = 1)
and with equal diffusivities (D; = Dy = D). The initial data of the system is

¢i(,0) =¢(0), i=1,2, (1.6)

where the ionic concentrations are nonnegative, ¢;(0) > 0, and the electric charge obeys the neutrality
condition

/w p(x,0)dzx = i/ﬁ‘d zici(r,0)dx = /Td c1(z,0) — ea(z,0)dx = 0. (1.7)

It follows from that the neutrality condition is preserved in time. This condition is necessary
for the solvability of the Poisson equation with periodic boundary conditions. The potential ® is
determined up to a constant, and ® never enters the equations without at least one derivative being applied
to it. Without loss of generality we take the spatial average of ® to vanish, and thus ® is uniquely determined
by p, ® = —e"1A~!p. For regular solutions of NPNS it is shown in [6 9] that if ¢;(0) > 0, then c¢;(x,t)
remains nonnegative for ¢ > 0. Indeed, this property follows from if ¢; are known to be sufficiently
regular, and the same proof and result hold for the NPD equations (see Theorem . The positivity of the
concentrations is an essential ingredient in the proof of global regularity, as it confers a nonlinear dissipation
mechanism (cf. ) that is a key stepping stone for high regularity.
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We denote p = ¢; — ¢2, 0 = ¢1 + ¢co. Using (|1.5)), the Nernst-Planck system (1.1)) is equivalent to the
equations

Op=—-u-Vp+D(Ap+ Vo -V +oAD), (1.8)
0o =—u-Vo+ D(Ac+ Vp- VO + pAd). (1.9)
We have from that
—eAD = p, (1.10)
and from f that
ku+ Vp = —pVOo, (1.11)
Vou=0. (1.12)

The system ([1.8)—(/1.12) has initial data from ((1.6)),
p(+,0) = p(0) = c1(0) — ¢2(0),
o(-,0) = a(0) = c1(0) + ¢2(0),

and

7te and ¢y =2_P
2 T2

solve the original Nernst-Planck-Darcy system (1.1)—(1.5).

We fix the parameters € > 0 and D > 0 in and x > 0 in for simplicity of exposition.
We will not make explicit the dependence of various constants on €, D and & in the rest of the paper.

In this paper, we establish the global existence and uniqueness of smooth solutions for arbitrary large
data. Once the existence of strong solutions is established it follows that the solutions are C'*° smooth.

The main theorems are the following.

C1 —

Theorem 1.1. Let d = 2,3 and r > 2. Let ¢1(0),c2(0) € WET(T?) be nonnegative functions satisfying
(L.7). Then for any T > 0, there exist unique ci(x,t) > 0, ca(z,t) > 0 and u(x,t), such that ¢ —ca = p
and c¢1 + ca = o obey p,o € L=([0,T); WL (T4)) N L2(0,T; H*(T%)), u(z,t) is divergence-free and obeys
u € L>([0,T); W (T?)), and (p,o,®,u) solve the initial value problem (L8)—(L.13) in L*(0,T;L*(T?)).
The charge density p and total concentration o satisfy the following bounds

@) lp@®)llee +[jo(t) = 5|, < Cpe @, Vp>2,
(i) ||[VO(t)||p~ < Ce ™,
2 2 ' 2 2 (1.14)
(@) ([Vp®)lzz +IVa(@®)lze +/0 [Ap(T)]Iz2 + [[Ac(7)||72 dT < C,
(iv) || Vo(t)|

with constants C,Cp > 0 depending on D, €, k, p, v, and the initial data ||p(0)|w1.- and ||o(0)||wr.- and
with C' > 0 bounded from below independently of p. Moreover, the fluid velocity u satisfies the bound

Vu(t)|

T Hva(t)”u < Ce,

< et (1.15)

where C"" € R is a constant depending on ||p(0)||w1.- and ||o(0)|lwr.r.

Remark 1.2. In view of the a priori bounds (1.14)) and (|1.15)), the right hand sides of equations (1.8])—(1.12])
belong to L?(0,T; L*(T%)). See Lemma [2.3 below.

Theorem 1.3. Let d = 2,3. Let ¢1(0),c2(0) € H3(T?) be nonnegative functions satisfying (1.7). Then for
any T > 0, there exists a unique solution p,a € L>([0,T]; H*(T4))NL2(0,T; H*(T?)), ® € L>([0,T]; H>(T4)),
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and u € L>([0,T]; H*(T9)) of the initial value problem (L.8)-(T.13). In addition to the bounds (1.14) for

the ionic concentrations, we also have for any t > 0,

t

[1Ap()]lz2 + |Ac(t)]| 2 +/ IVAp(T)|[Z2 + VA (7)]|72 < C,
0

\ (1.16)

IVAp(t)|[ 12 + [VAc()| 2 +/0 1A%p(7)[[ 72 + 1A% (7)[|7= < C,

where C' > 0 depends only on €, D, k and the initial data. For the fluid velocity u, in addition to the
estimates (1.15)), we also have for any t > 0

[u()||g= < C.

In this paper we use the nonlinear structure of the NP equations coupled to Darcy’s law, in order to prove
the global regularity. The construction of solutions is achieved by the following procedure. We first prove local
existence and uniqueness of strong solutions (Theorem [2.4)), which are solutions whose concentrations belong
to L>°(0, T; H'(T%)) N L?(0,T; H*(T?)). The system (1.8)—(L.12) is semilinear mixed elliptic parabolic. The
local in time existence of smooth solutions can be obtained by many methods: semigroup (Picard iteration),
or Galerkin (approximation in eigenfunction expansions) or other approximation procedures. We choose
Galerkin approximations for simplicity. The positivity of concentrations is essential for establishing global
existence of solutions. By Theorem we have that as long as the solutions are strong, the concentrations
remain nonnegative, if they are initially so. We show that strong solutions can be uniquely extended for all
time provided certain quantitative information is obtained (Theorem . In order to prove global existence
therefore it is enough to obtain uniform, time independent a priori estimates. These a priori estimates are
the heart of the matter. Using positivity, the global a priori LP-estimate (1) is a consequence of the
special nonlinear structure of 77 and is the basis for higher derivative estimates.

The proof of Theorem [I.1]is in Section [3] and the proof of Theorem [I.3]is in Section [

2. LOCAL EXISTENCE OF STRONG SOLUTIONS

We consider real-valued periodic functions
f(x) — Z fkeik‘m
kezd
with Fourier coefficients f, € C satisfying the requirement f, = f_j, and Sobolev spaces H*(T%) defined by
H(TY) = {f | Y 1fsl?k]** < oo}

kezd

u(z) = Z uge T
kezd
with u;, € C%, the reality condition @, = u_j imposed component-wise and the divergence-free condition
k- uy = 0. Subspaces of finite dimension H2 (T¢) are obtained by restricting the range of wave numbers k
to |k| < m, and corresponding projectors P,

Poy s HY(T) = P (H(T")) = H;, (T),
are obtained by mapping f(z) = Ekezd fkeikq: to

(Puf)(@) = Y fre™™

|k|<m

@) =3 pre®e,

k0

The velocity spaces are similar,

Given a function p with mean zero,
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in this paper we always consider the unique mean zero solution of ([1.10) given by

d=c"1(-A)"p (2.1)
with _
(~8) (o) = 3 Ikl 2o
k0
Similarly, given p and ® as above, the unique solution of (1.11)—(1.12)) is given by
u=—k"P(pV®) (2.2)

where P is the Leray projector on divergence free functions, which at the level of Fourier coefficients acts by
mapping v, € C? to up = vi — |k|~2(vs - k)k for k # 0 and setting uo = 0.
In the sequel we omit the integration domain T and write [ f= fw f(z)dz. We denote

f=|T1d|/f,

the average of a function f over the torus T¢. (This notation should not be confused with the complex
conjugate. We will not use the complex conjugate notation in the rest of the paper.) In inequalities, C
and C’ denote constants which may change from line to line. Throughout this paper we take d = 2,3. The
embedding inequalities are quoted for d = 3, but they are also valid for d = 2.

We start by defining the notion of strong solution.

Definition 2.1. We say that (p, o, u, ®) is a strong solution of (1.8)—(1.12)) on [0,T] if p and o belong to
L>=(0,T; HY(T%)) N L?(0,T; H?(T%)), ® is given by (2.1)), u is given by (2.2) and the equations (T.8))—(T.9)
are satisfied in L2((0,7) x T9).

Remark 2.2. The fact that the right hand sides of (1.8 and (1.9) belong to L? follows by Sobolev embedding
inequalities. More precisely, we have the following lemma.
Lemma 2.3. Let p,o € L°°(0,T; H(T%)) N L?(0,T; H*(T%)), then
® € L°°(0,T; W25(T?)) (2.3)

and

u € L°°(0,T; HY(T%) N L?(0, T; H*(TY)). (2.4)
Consequently, each of the terms u-Vp, u-Vo, div(Vp+oV®), div(Vo + pV®) belongs to L*(0,T; L?(T?)).
This shows that the equation can be tested with any function in L?(0,T; L2(T4)).
Proof. The bound (2.3)) follows directly from the Poisson equation (1.10)) and the fact that p € L>(0, T; L5(T%))
by the Sobolev embedding H'(T¢) < L%(T4). Note that, in particular we have that ® € L>°(0, T; W1>°(T%)).

The bounds in (2.4) follow from the relation (2.2)), the fact that P is bounded in LP spaces, 1 < p < oo,
(2.3) and Sobolev embeddings. O

Theorem 2.4. Let p(0) € H'(T?) with mean zero, p(0) =0, and o(0) € H*(T?) be given functions. There
exists Ty > 0 depending only on the norms ||p(0)| g1 (ray and ||o(0)| g1 (ray and a unique strong solution

(p,o,u, ®) of [LR)-(L.I2) on [0,Ty] with initial data p(0), o(0).
Moreover, if p(0),c(0) belong to H*(T?) with s > 1, then p(t),o(t) belong to H*(T?) on [0, Tp).

Proof. We only sketch the proof of existence. We consider Galerkin approximations p,,, o, € HY (T%), with
potential ®,, = e~1(=A)"1p,, and velocity
Um = 7“71Pm(pmv¢m)

where P, is the Leray projector applied after applying P,, in each component, P,, = PF,,. We solve the
system of ODEs
Opm = P (—tm - Vom + DV - (Vpp + 00, V®,)) (2.5)
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0o = Py, (—um Vo, + DV - (Vo, + pqu)m)) (2.6)
with initial data p,,(0) = P, (p(0)), 0,m(0) = P, (c(0)). This system has a local existence time Ty that is
uniform in m. This follows from nonlinear inequalities

d

a(HPmH%{l(W) +llomllz pay) + (lom 2 (pay + lomlFrzray) < Cllpm 7 ray + lomllF ray)®

where C' does not depend on m. Then passing to the limit of m — oo using the Aubin-Lions lemma yields
the strong solution. The preservation of higher regularity is obtained by energy estimates as well.
Now, we show that strong solutions are unique. Let (p;, 04, u;, ®;), ¢ = 1,2 be two strong solutions of

(1.8)—(1.12) with the same initial data p(0),o(0) satisfying p(0),o(0) € H(T¢). Denoting by p = p; — pa,

0O =01—02, o = @17@2, U = Uy —Ug and by ﬁ: %(p1+p2), o= %(0'1+O'2), P = %(@14’@2), U= %(U1+UQ),
the equations become

(8, +1-V)p—DAp=—u-Vi+ DV -GV +0VD), (2.7)
(8, +1-V)o — DAc = —u- V5 + DV - (pV® + pVd) (2.8)
together with
u=—k"P(pV® + pVd) (2.9)
where P is the Leray projector and
—eAd = p. (2.10)
Multiplying (2.7)) by p and integrating by parts, we obtain
1d - ~ =~
§£Hp||%z + D||Vp|? = /pu -Vpdzr — D/(JVCD +0oV®)-Vpdx. (2.11)
Similarly, multiplying (2.8]) by ¢ and integrating by parts gives
1d ~ ~
5%”0“%2 + D||Vo|?* = /au -Vodx — D /(ﬁV(D + pV®) - Vodx. (2.12)
Now we use the fact that p and & are in L due to the embedding H?(T?) < L> to estimate
~ D 1y~
/ pu- Vpda| < TIVpIP +(4D) 73 lul3: (2.13)
and similarly
~ D ~
’/au -Vodz| < 1—6||VUH2 + (D) 5| e ]2 2 (2.14)
We note that, in view of (2.9)), we have
lullfe < € (IVBIE~ + 17132 lol12- (2.15)
where we used the estimate
IV®]ls < Cllpllze- (2.16)
We obtain
\D [@Ve+098) - Vods| <D (15l + [98le= ) (lolze + 1ol Vol (217)
and

D/(ﬁV(I) + pV®) - Vo da
by using (2.16)). From the inequalities (2.11)—(2.18]), we arrive at

d -~ ~ =~ -
Z(lplEz + lol3e) < € (IBllE~ + 1313~ +1) (VI +17132) (llolz= + o2 (2.19)

<D (allss + 98] =) Ipllz2 1 Verl (2.18)
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In view of the fact that
V@[ < C|p] L4, (2.20)
the embedding H! < L3, and the embedding H? < L, we deduce that the function
(W13 + 1513~ +1) (IVBI3~ + 17]132) € L1(0,T)

is integrable in time because p and & belong to L>°(0,T; H*) N L?(0,T; H?). From the ordinary differential
inequality (2.19) we conclude that p and o must vanish as they start from 0. Then the inequality (2.9)
implies that v must vanish, and the inequality (2.16)) implies that ® must vanish as well. O

Remark 2.5. In Theorem [2.4] the initial data are attained strongly in L?, that is

tim [[o(£) — 7(0) [ 2(ra) = 0. i [|o(t) — p(O)]| 2rs) = 0.
Indeed, o and p belong to C ([0, T]; L?(T%)) because d;p and ;0 belong to L?(0,T, L?(T%)).
Remark 2.6. Note that in Theorem no assumption of positivity of concentrations is needed.
Theorem 2.7. Let T1 > 0 and let (p, o, u, @) be a strong solution of (1.8)—(1.12) on [0,T1]. Let

T
| Wy + ol it = ACT:) (2.21)
Then the solution obeys

sup_(||pll31 (ray + 1072 pay) < Cexp (T1 exp CA(T1)) (2.22)
0<t<Ty

and there exists To > Ty such that the solution can be uniquely extended to a strong solution on [0, Ts].

The proof of (2.22) follows from the fact that strong solutions obey nonlinear inequalities

d
<2 (el pay + o llZrs (o)) + (oMl oy + llol7r2cray) < ClllolEr ray + ol ),

and the Gronwall lemma. The unique extension then follows from Theorem [2.4]

We also have a preservation of positivity result for the concentrations ¢; = 2% and ¢y = Z52.

2 2
Theorem 2.8. Let (p,o,u,®) be a strong solution of (L.8)—(1.12) on [0,T]. Assume that ¢1(0) and c2(0)
are almost everywhere nonnegative. Then c¢1(t) and co(t) are almost everywhere nonnegative on [0,T].

The proof of this theorem is the same as in [9] and is omitted.

3. A PRIORI BOUNDS IN WP

In this section, we present the a priori estimates of Theorem [I.]] We split the proof of the a priori
estimates into several lemmas.
The first lemma concerns a priori dissipative bounds for the potential ® in the system (1.8)—(1.12).

Lemma 3.1. Let r > 2. Let ¢1(0),c2(0) € WHT(T9) be nonnegative functions satisfying (L.7). Suppose
(p,0,®,u) solves (L.8)—(1.12)) with initial data (1.13) on the interval [0, T]. Then for any t € [0,T), we have

2 1 2D [*
VeI + 2 [ Turladr+ 22 [ o)l dr < 20920 (31)
Proof. Using (1.8)) and ([1.10]), we have an evolutionary equation

1 D
O (—AD) = - Vp + z(A,{H— Vo V&4 cAD).
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Testing this equation with ® and integrating by parts, we find

1
4 \vepz, = —g/u qu>+—/Ap<1>+—/v (V)

1 D D
:f/u-(pV@)—i-f/pAq)——/(ﬂV(I)\Q.
5 € 5

By equations (1.11] - and -, we obtain

2dt

1d
— Ve[ + = HUIILz t3 lele + */UIV‘I’IQ
2 dt
Integrating in time and discarding the last term on the left hand side (notice that o = ¢; + ¢o > 0) give the
inequality (3.1]). O

In the following lemma we establish useful bounds for the fluid velocity field wu.
Lemma 3.2. Let (p,u) satisfy - - Then
[ullze < CllpV®Ls < CllpllLe VP L~, (32)
IVullzr < Vol [V Lo,
for all p,r € (1,00).

Proof. Applying the Leray projector to (1.11)) and noting that the Leray projector is bounded on LP when
p € (1,00) (see, e.g., [B]), we obtain (3.2). As for (3.3]), we take the curl of (1.11]) and have

Viu=—k"1Vp VO ifd=2,
curlu = —k~'Vp x VO if d = 3.
Then the proof is completed by invoking the well-known estimate for divergence free functions,
Vul|rr < C| curlul|g-
for all r € (1, 00). O

A key step of proving global a priori bounds for the weak solutions is to obtain (L.14))(ii) and thus
([L.14)(i). In either two or three dimensions, in view of (L.10), elliptic estimates, and Sobolev embeddings
HY(T?) — L%(T9) and W14(T?) — L°°(']Td) for d = 2,3, we have

IV@[rs < Clipllzz, (3.4)
V@ < Cllpllze-
The following lemma states the pointwise exponential decay of ||p||L» and |[V®|| L.

Lemma 3.3. Let r > 2. Let ¢1(0),c2(0) € WHT(T9) be nonnegative functions satisfying (1.7). Suppose
(p, 0, ®,u) solves (1.8)—(1.12) with initial data (1.13) on the interval [0,T]. Then for anyt € [0,T], we have

lp(t)llLr < Cpe™ €t Wp>2, (3.6)
V(1) 1~ < CeC, (3.7)
for some constants Cp, C’ > 0, with C’ independent of p.
Proof. We first observe that is equivalent to
d(c—6)=-u-V(c—56)+D(Alc —5)+ Vp- VO + pAd). (3.8)

Here & > 0 since ¢y, ¢y > 0 when ¢t = 0 and & is conserved in time due to (1.9). The time dependent function
o will converge in the long time limit to the time independent average &. Moreover, by referring to the
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departure from average we reveal the dissipative nature of the system formed by ¢ — ¢ and p. Indeed, let
p > 2. We multiply (L.8) by - —Lp|p|P~? and (3.8) by - —L-(0 — &)|oc — P72, and then integrate by parts,

1 _ _ _ _9_

gl = =D [P 50 = D [P e ~2)Vo- VoD [1o2evp Ve (30)
1

p(pl);tlv—a’zp = —D/\<7—6|”‘2|V(<f—6)|2 —D/Io—él”‘zpv(a—&)-V‘I). (3.10)

Taking p = 2, summing (3.9 and (3.10)), and using (1.10]), we obtain

1d _ _ D
31 (6l + llo = ol32) + D (VoI + 1960 = l32) + 2 [ o =0,
Recall that the ionic concentrations c1,co > 0, so that o = ¢; + ¢ > 0, and thus, the last term on the left
hand side is nonnegative. Furthermore, since |p| = |¢1 — ¢2| < ¢1 + ¢2 = o, we have that
1d 2 —\[12 D 3
537 (Il +llo =ali32) + D (16l + V(0 = o)) + ZlelEs <. (3.11)
By the Poincaré inequality and Gronwall’s inequality, we deduce the following exponential pointwise decay
)72 + llo(t) =772 < (HP(O)IIiz + [lo(0) — c‘r||§2) e, (3.12)
and the bounds
' 2 2 2D [ 3 2 2
2D [ Vo) + Vo)t dr+ 22 [ ol dr < IO + o) =alfe @13)
0
We obtain from and - that
V@)l s < Cllp(t)||r> < Ce™C, (3.14)
For p > 4, we have from (1. - ) that
1 P p—2 2 D6 P p—2 —
7*\\/)”@ =D [ |pl"IVpl" = ——= [ [pl" =D [ [p]"""(c —5)Vp- VO, (3.15)
pp—1)d -
1 d
pale ol = —D/|a—o|p 2|V(J—U 2 D/\U—a|p 2V (0 —5)-VD.  (3.16)

Notice that by Holder’s inequalities with exponents 6, 3,2 and £, pfg, the Gagliardo—Nirenberg interpolation
inequality

1- 5oty
A1l sz <C||Vf||"‘” TNl + M fllze,

and Young’s inequality with exponents m, % and 2,2, we have

D [ 1672 ~o)vp- Ve
< 229l o 916l 22115 (7 = )l

S7HV(I>||L6HV|IO|2||L2|||p| | <p32>\|ff allze (3.17)

P 4 — _ » 22 _
< CIVe| sl VIpl% g HPHLPIZ Yo = allze + CIV®l 1ol VIol 2llpll 2 llo — &l

< D p—2 2 C (I) % p—% — % C (b 2 p—2 — 12
< <5 [ PPN+ CIVe| ol " o = allz:" + ClIVellzsllolz."llo = allze-
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Similarly, we have

D/|a—5|1’*2pvo-v<1>
(3.18)
< f/lafal” Vol + O Vel dHa ol ° dllpll +CHV<I>IIL6H0 all7 Mol

Using (3.17] 7- ) for the nonlinear terms in (3.15)—(3.16)), absorbing and neglecting the terms involving
[1plP=2[Vp|? and [|o — 5|P~2|Vo|? yield

d _ Do = _
35 0ol 117 = lzs) + 24l < € (IR + IVRIET ) (s + o~ ales).

Dropping the dissipation term and applying Gronwall’s inequality give

2 6 d
lo@®) 1o + o) = allo < (Ip(O)l]s + 7(0) = &) e o ITEOMaeFIVEOI 5T 7,

12
In view of (3.14)), fot VO ()36 + |[VO(7)||;s* d7 is uniformly bounded for all ¢ > 0. Thus, we obtain
1o@)lLze + lo(t) - 7lls < C, (319)

where C' > 0 is a constant depending only on p, the initial data, and the parameters of the problem.

Now we use (3.17) again in (3.15), and update with the new estimate m to derive
1 d Ds _u2
WEHPHE + m\\ﬂllm < CIVe| 5 ol ™" llo — all" + CIVe|Zallollsllo — 513

¢ (||v<1>|%e ; ||v<1>|25d) |

Integrating in time and applying (3.14)) then yield

o), < e ?”(npu e / V()2 + | Va(r >||6dd7)<ce:f’t,

which leads to (3.6)). Finally, in view of (3.5)) and ({3.6] , we conclude (3.7]). |

The following lemma establishes the pointwise decay of ||c —&||», whose proof is based on a Moser’s type
iteration argument as in [2, [3, 8 [I4]. The purpose of this is to obtain by induction, from properties of the
dissipative factors, LP bounds for higher values of p.

Lemma 3.4. Let r > 2. Let ¢1(0),c2(0) € WHT(T9) be nonnegative functions satisfying (L.7). Suppose
(p,0,®,u) solves (L.8)—(1.12)) with initial data (1.13) on the interval [0, T]. Then for any t € [0,T), we have

lo(t) =l < Cpe €t Vp>2, (3.20)
for some constants Cp,C’ > 0 with C' independent of p.

Proof. From ([3.10), we have

1 d 2
T LA D=) [lo= ol V(e o) = -Dp-1) / o — 5P 2p¥(0 — 7) - VO

We use the bounds

4D |2
Do) [lo =¥ - = LY [ 19— >

oot

and

b
Dp=1) [ o =0 269(c - 3) - V& < 2Dl V8|1 o - ol
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to deduce

p—2
i HV|0—5\%
2 2

+2D HV|0 - 5\%

2
o —5|®
L2

, <2Dplpl o [V0| 1 [[lo - o1

1
dt
By Young’s inequality, we have

2 o2 9 0 9 o p2—2
D[ Vie—alf| | < Dl Vel o - ol

[k

i

The Gagliardo-Nirenberg interpolation inequality and Young’s inequality imply that
2 2d_ T
H|a 55| <M HV|U—5|% o — a5 ]F +MH|0—0|2
L L2 Lt Lt
247 MT 4+ MoE
<s|vlo—alt|| , + o flo - ol
L (24 d)1+§ 62 Lt
d d
2 M™= 4+ Md=
<o|Vlo -5+ — [lo - 2%,
L2 J2 Lt

where M > 0 is the constant from the interpolation inequality and ¢ is a number to be chosen later.

Multiplying (3.22)) by %, we get

2 , M** + Mst 2
DHV|U—5|% o _piE A% [l —at%] -
L 0 L2 oM+3 )
Thus, using (3.23)) in (3.21) yields
2 2 D 2 2
dt H‘U_d L? + 5 H‘U_U| L2
2% M 4 M6E
|k _k
< D2 oll3 IV @3 |lo = al]| " + DT |l ol
Now we choose 6 = 5~ and use a Young inequality with exponents —2, 2 to deduce

2p
d _up p 2 5 \? _np
Lo =l + 2D lo — 21, < C, (o3 IVeIE- )" +Cy o o,

Applying Grénwall’s inequality then leads to

t
lott) — a7, < e Pt [ o) —a|”, +C, / D7 | ()12 [V B() [

t
+Cp/0 ePDTHO'(T)fa'HZI)‘g dT:|

From (3.6)—(3.7) it follows that

11

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

t
/ e PP ()2, [V(F)|[h dr < CePP" / D=7 47 < Ce POt 4 CePPt < CebCt
0 0

holds with C’ bounded from below independently of p. We estimate the last integral in (3.26]) by induction.

We first recall that ||o(t) — &||r2 decays exponentially in time (see (3.12))).
We take p = 271! for j € N and assume by induction that

o) — o], < CePert

with ¢, > € > 0 bounded from below independently of p. We take, without loss of generality ¢ < <
deduce from ) that

t —2¢cp )T ,
|o(t) — 5”2;7 < C’e_th<1 4 e~PO't +/ ep(D ? 5) dT) < Ce POt 4 Cem PRt
0

(3.27)
. We

(3.28)
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with & = min{D;2cz} > min{D;2e} = 2e. Thus ¢, is bounded from below by € > 0 which is uniform in
p — 0.

Therefore, we deduced from ([3.26) that ||o(t) —&||1» decays exponentially for each fixed p > 2 of the form
p =27 (j € N) at a rate bounded from below uniformly as p — co. Then by interpolation, we obtain that
|lo(t) — ||L» decays exponentially for all p > 2, at a rate bounded from below uniformly as p — oo, which

is (3.20). O

The next lemma concerns the W1 norms of the solutions, which finishes the a priori estimates in Theo-

rem [T.11

Lemma 3.5. Let r > 2. Let ¢1(0),c2(0) € WHT(T9) be nonnegative functions satisfying (L.7). Suppose
(p,o,®,u) solves (L.8)—(1.12)) with initial data (1.13|) on the interval [0,T]. Then for anyt € [0,T], we have

t
IVp(t)[72 + Vo (t)]|7 +/O [Ap(7)]172 + [ Ac(7)]|72 dT < C, (3.29)
Vo) .- + Vo). < Ce, (3.30)
[Vu(t)|| L < CeC™, (3.31)

for some constants C > 0 and C" € R.

Proof. Testing ([L.8)) and (1.9) with —Ap and —Aoc respectively, summing the resulting equations, and using
(1.10)), we obtain

1d D
535 (Il + IVal3:) + D (80l + [80]:) + = /g|vp|2

= /u-vap+/u-vaAa_D/Ap(va-v¢>) —D/Aa(Vp~V<I>) (3.32)

D 2D
—?/PVP'VU—?/PWPF-

Using Holder’s inequality, the advection terms in (3.32)) can be estimated as
/u - VpAp + /u Voo < ullzs (IVellzslApllze + Vol s Aa]lz2) - (3.33)

We use the Gagliardo-Nirenberg inequality

1—4

d
IVl < CIAFI 2NV fllp2® + CIUV L2
the estimate (3.2)), and Young’s inequality with exponents 6%1 and % in (3.33) to obtain
/u-VpAp+/u-VUAU

1—4¢ 144 1—

d 4+ d d 144
< Cllulls (Vﬂl|L2 NAplz® +1IVollp2 ® |Aa]l . 6) + Cllullze (IVpll 2l AplLz + Vol L2 Ac| 2)

D i =
<7 (I1a0l3= + l1A0ll3: ) +C (Ipllielwlliw +llell e |V<1>||Eood> (IVol32 + V0113 )

The other terms in (3.32) can be estimated using Holder’s inequality, Young’s inequality, and Ladyzhen-
skaya’s inequalities in two or three dimensions

=40 8
[fllzs < CllFl L2 IV FIE-
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The resulting estimates for is
3 (1901 + 19a12:) + 2D (18l + |20l:) + 2 [ o1vpP
<2 (180l +1a0]3:) +C (mniewnim + ol 5 |v<1>||zf:) (IIVell3= + 1V 22)
+ClIVel~ (IVelli: + IV0ll3: ) + Clollze (ol + V0l
< D (|8l + |Aal3:)

_12 _12 _4
+0 (V0 + ol 90 + I ITRIE + ol + 117 ) (1901 + 190152)

where in the last line we used the Young’s inequality with exponents % and ﬁ and elliptic estimates.
Integrating this inequality in time, we obtain

t
IVo®)72 + Vo ®)Ze + D/O IAL(PZz + 1A (7)|[72 dT

< IVp(O)Z2 + IVa(0)][72

+C s (nww%m o) 2o [VR() e + [T VBT + (1ol 22 + pmn;d)
t
- / V()22 + [Vo()]22 dr
<C,

where the last line follows from (3.6)—(3.7) and (3.13)).
For r > 2, we differentiate the two equations in (1.8)—(1.9), and then multiply by Vp|Vp|"~2 and

Vo |Va|"~2 respectively, integrate over T?, and integrate by parts to obtain

1d 2

_ « e 4D(r — 2 -
L8190l = [ 190290 (V0 Tp— D [ 1var2iwer - P2 [lopw,:

—D/\vp|’”—2Apvc~vq>—D/\vp|’”—2ApoA¢>—D/Vp-var"—?amb (3.34)
— D(r — 2)/Vp~ (VVp) - Vp|Vp|"~*Vo - VO

and

1d 4D(r — 2 r
L IVol, = = (1967 2V0 (VYo = D [ Vol 2990 - LEZD [19190):

2

—D/|Va|r_2A0Vp~V@—D/\VUV_QAopAfI)—D/VU-V|VU\T_2pA(I) (3.35)
—D(r—z)/w-(vvg)-VU|VU|’”*4vp-vq>,

where (Vu)* represents the transpose matrix of Vu.
For simplicity, we denote

Y = |[Volly + Vol = [RIZ= + ISI7,  R=1[Vpl5, §=|Volt.
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Adding (3.34)) to (3.35) and using (|1.10]), Holder’s inequality, and Young’s inequality, we obtain

%Y+D1 < r/\vu\ (R* 4+ 5?) + /\vpr 2 VVp|* + —/|v "2 VVol|?
+2Dr((r = 22 + DIV~ (IVol5 21Vl + IVal321Val3)
F S =22 ) [ 2 (19020 4 Do 22)),
where D; is the dissipation term
Dy = Dr [ (9o VYo + Dr [ 12wl + LPU=2 (19RjE + |vsiE).

Therefore, we have

%Y + D, < r</ |Vu|(R? + 52)> +2Dr((r—2)* 4+ 1)|Ve|2.Y
(3.36)

2Dr 2r—4 2r—4
+ 5N =22 1) [ P4t (R 4575,
where

Dr _ Dr _ 4D(r —2
Dy = 5 [ 9ol 21vvel + 5 [ (9o 9ol + 2U=2 (ORig. + Vs )
4D(r — 2) (
T

> IRIF = 1RIIZ> + 1S1E — HS||2L2) :

We first note that from Ladyzhenskaya’s inequality, Young’s inequality, and (3.3])
[ 19ul( + 5% < [Vuloe (181 + 112 )
2—5 2_5
< |[[Vullz (IIRIILz IVRI: + |RIZ: + 181152 * V511 + |S||L2> (3.37)

<

D(r —2) a4 1
== (IR + 1813 ) + CIVRIEL IR S (IRl +11SIE2)

By Holder’s inequality with exponents 5 and we have

247

T =22+ [+ o)

SR e
< (I +1813:) 7 (Il + loloer)’ (3.38)

2r
< IRIZ: +11513: + C(lloll e + 22+

Using the inequalities (3.37)—(3.38) in (3.36)), we get

d _4_ 4 2r
¥ <0 (14 1900 + ITRIEZ 1T )Y+ (lolzn + o)
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By the bounds (3.6)—(3.7)),(3.20)), and Gronwall’s inequality, we then deduce that Y (¢) has at most exponential
growth in time t > 0,

Y(t) = IVl + IVo @)L

t _4 _4
< exp (C/O L+ [ Ve(r)|[i~ + V() 2 [Vo(n) 2" dT)

| [”VP(O)HET IVoO1E + [ (Il + lotlie) dT]
< Cec’t

b

where the constants C,C’ > 0 depend on r, the parameters of the problem, and the initial data.

We finally use the bounds (3.3)), (3.7)), and (3.30) to obtain that

IVu(t)] L V()1 < CeCt

L < [[Vp(t)]

for some constant C” € R depending on r, the parameters of the problem, and the initial data. O

4. HIGHER DERIVATIVE A PRIORI BOUNDS

In this section, we present the a priori estimates of Theorem [1.3] We first note that the embedding
H3(T?) — W1P(T?) (for p > 1) and Theorem [1.1| imply the global existence of unique strong solutions
together with the bounds 7 on the interval [0,T] for any T > 0. We only need to show the
propagation of H3-regularity.

To prove the estimates in 7 we first establish the following lemma.

Lemma 4.1. Let ¢1(0),c2(0) € H3(T?) be nonnegative functions satisfying (1.7)). Suppose (p,c, ®,u) solves
(1.8)—(L.12) with initial data (L.13) on the interval [0,T). Then for any t € [0,T], we have

t
[Ap#)llz + [[Ac(t)]| 22 +/O IVAp(T)II72 + [VAo(7)|[7 < C, (4.1)

for some constants C > 0.
Proof. We multiply (1.8) and (1.9) by A2%p and A20, respectively, and integrate over T¢. Integrating by
parts and (|1.10]) give

d D
2 (1801 +180122) + D (I92lE: +920[3:) + 2 [ olpP

= /Vp- (VuVAp) + /VU - (VuVAc) + /u (VVpVAp) + /u (VVoVA0r)

D
+D/VAU-V<I>A,0+2D/VV0 VYDA — %/Va-vap (4.2)

D D
+D/VAp~V<I)AG+2D/VVp:VV<I>AG— %/\vpﬁAa— %/pAUAp
=hi+hpo+Liz+1ia+ 115,
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where
L= /Vp~ (VuVAp) +/VJ- (VuVAg),
L= /u (VVpVAp) + /u (VVoVAo),
3D 3D
L= _7/VU'VPAP— 7/|VP|2A07
Iy = D/VAU VOAp + D/VAp-Vq>Aa,
3D

Iis = 2D/VVO :VVO®Ap +2D / VVp: VVDAc — - /pAaAp.

For the term Iy 1, we apply Holder’s inequality, the bound (3.3), the Gagliardo-Nirenberg inequality

1—4

IV£llzs < CIVAFIENV L +CIVSlLe,
and Young’s inequality to obtain
L < [Vullgs (IV6] 041V Al 2 + Vo 14 [V A 2)
< CIV®| = Vplls (IVoll IV Apl L2 + [Vl 4|V A 12)
< civale~ (1965 + 19015 ) (1920} + vaal ;i)

+ OVl (10132 + 9013 ) (IV A2z + IV AT 2)
D
< =
— 10
+CIVeli~ (IVplL: + IVolis) -

_8 16-2d 16-2d
(1980122 + 198013 + vl EE (19615 + 1901,5)

To estimate the term I; 2, we use Holder’s inequality, Young’s inequality, Ladyzhenskaya’s inequality, and

the bound (3.2)
Ii 2

IN

lulles (IV Vol LaIVApllLz + [VVo| 14| VA 12)

IN

) 2 2 2 D 2 2
spllulzs (1V9pl +1VVal) + 5 (IVA0l3: + [VAs|2:)
2 24 2-4 $ s : 2
< Clluli3 (1990075 + 19901172 % ) (IVA0I5 + 1940 ) + CllulZs (IV VAl + IV Val3:)
D 2 2
+ 35 (IV20l13: + VA0
<c (nwn%mnpa + ||v<1>||zo:||p||zﬁ) (IVVoll3e + 990l )

D
+ = (IVAIE: + V202 (4.4)

To estimate the term I; 3, we use Holder’s inequality, Ladyzhenskaya’s inequality, the Gagliardo-Nirenberg
interpolation inequality

1Afll2 < CIVAFIZNVEIIZ: + CIV filz2,
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and Young’s inequality

3D 3D
hys < —IVolallVollza | Apllzz + 7HVPI|%4IIAO’HL2

d d o_4d 9_d
< € (19l + 1¥ols2) (1801 + 12015, ) (1154 + 19aolis?)
+ ClIVpl3: 11Vl 12 (4.5)
D 4 4
< 1o (IV 80l + 19012 + ¢ (19l + 19013, ) (180132 + 12012

+C[IVplZ: Vol .-

The estimates for the other terms in (4.2)) are similar. By Holder’s inequality, Young’s inequality, the
elliptic estimates, and Ladyzhenskaya’s inequality, we obtain

Iy < D|[V®| L= (VAo L2 Apll L2 + VAP 2 [ Ac]|z2)

5 D (4.6)
< 21velE- (I180l3: + [180]3: ) + = (IVARIE: + VA0l ),
and
Is < CIVV®| 12 Apl s Aclls + Clloll 2 1 Ap] 4 | Ao 1
2—4¢ 24 d d
< Cllpllz (nApuLzz +llac] ) (nmpn £+ v ) (4.7)

. D
< Cllel & (12l +1aola) + 7 (IVApl3: + IVAS]3).

Using the estimates (4.3)—(4.7) in (4.2]), we conclude

1d

D D
- 2 2 - 2 2 il 2
5 (12013 + 1A032) + = (IV 263 + IVAG) + = /amp\

_8 _8 _4 4 4
<c (nwnimnpn; +IVRIEZ ST + P15 + V@[3 + [ Vallfs + Vol ) (1126132 + 1 Ac]i3: )
2 2 4 4 = 5= 8=

+ CIVpI3:IVallz + CIVOIEw (IVpllE: + | Vallts) + CIVO| (uwn;s + ol ) . (48)

For simplicity, we denote
Z = |83 + | Aa?,
_8 _8 _4 4 4
Wi = [Vl llpllfs + IVRITZ AT + oI 527 + IV @I3 +IVell: + Vol .

16—2d
2

8 16—2d
Wa = Vol (ol + V@I~ (191 +1Vl5a) + 190152 (191,57 + ooy, £5)

From ([1.14)(iii), it follows that

¢
/ Z(t)ydr < C. (4.9)
0
By (1.14)(i)—(iii), we have that
sup Wi(r) <C, (4.10)

T€[0,t]
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and that

¢
/W2 Ydr < sup ||[Vo( )HLz/ IVp(r)|7= dr
0

T€[0,t]

+ sup (||Vp<7>||4Lz+Hw<¢>||%z)~ | IveE ar

T€[0,t] (4.11)

+ s (19015 + 190 ) [ Ive)iT ar
T€[0,t]
<C.

We integrate (4.8]) in time and then use the fact that ¢ > 0 and the bounds (4.9 - ) to conclude (4 |

Next, we propagate the H> regularity of the solutions.
Lemma 4.2. Let ¢1(0),c2(0) € H3(T?) be nonnegative functions satisfying . Suppose (p, o, D, u) solves
(L8)~(L.12) with initial data on the interval [0,T]. Then for any t € [0,T], we have
IVAp(t) |2 + VAo (t)]| L2 + /Ot 1A%p(7)|[Z2 + |1A%0 (7)[|72 < C, (4.12)
[ull#s < C, (4.13)
for some constants C > 0.

Proof. We multiply (1.8) and (1.9) by —A2%p and —A3c respectively, integrate over T¢. We integrate by
parts and use (1.10]) to obtain

1d D
331 (IV80IE: + IVAc|E:) + D (18%[E: + [a%[3) + 2 [ o]V

=D +lo+Ila3+1as+ 125+ Iag,

(4.14)
where
QJ::/}Mk(va%r+vaA%ﬂ4%/}r(VApA%r%VAaA%ﬂA%Q/Khu(vva%r%vvaA%a,
Iys = D/VAp-VVAaW +D/VA0 -VVApVS,
I s = ——/VAp (VVpVo) — /VAU (VVpVp) — —/VAp (VVoVp)
—;/VAp-VpAU—7/VAp-VUAp—?/VAa~VpAp,

Iy = 2D/Vp~ (VVVo : VV®)+2D / Vo - (VVVp:VVD),

Iy = ZD/Vp' (VVV®:VVo)+2D / Vo - (VVV®:VVp).

First, from (1.11)) and the fact that the Leray projector commutes with the Laplacian, we find that
[Aull2 < CIIA(pV®) |12 < CllAp[| 2]Vl + Cl[Vpl Lo llpll2, (4.15)

where we also used Holder’s inequality and the equation (|1.10) in the second inequality.
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For the terms involving velocity u, we use Holder’s inequalities for L2-L2-L> or L?-L3-L%, the estimate
(3.3), the Gagliardo-Nirenberg interpolation inequality

1—-4
IV flles < CUAFIEEIASILE ™ + CIAS 22,

the embeddings H?(T¢) — L>*(T¢) and H'(TY) — L5(T%), d = 2,3, the bound (4.15), and Young’s
inequality,

Ly < |8l g (¥l 1A%l 2 + Voo 1A% 12 ) + Nl (1A%l eIV Al 22 + [ A%0]| 2] VAol
+ 20 Vullze (IVVpllzsl|A%pllzz + [V Vol a1 A% 12 )
< || aullzz (I9pl 182002 + Vol 1A% 2 ) + lfull e (IA20ll221V ApllLz + A% ] 12| VAc] 12
+ Il 90 (180055 + ol ® ) (a2l + ool %)
+ CI9pl sVl (18p]2 + 180]12) (I A%0llz2 +11A4%] 12 )

D
< = (1%l + HA%H;) + Cllauls IVl + IVolix ) + Clluld: (IVApl3: + [VAl:)

+0 (VAT IV + Vol 17013 ) (1asls + Jaol?:)
D
< = (I1a%l2- + HA%n%z) +C (1801321213~ + llol%= M3 ) (IV Al + IV AT]3:)
+

(111701 + Iolalvel- ) (18n1E: + 1402 ). (4.16)
For the term I5 5, we use Hoélder’s inequality and Young’s inequality to get

Iy < D|[V®|| 1~ (IVAp] 2 [VVAG| 12 + VA0l 2TV Ap] 12)

D (4.17)
< CIveli (IVAplE: + VA0l ) + = (1a%I3: + 1A%0]3:)

By Holder’s inequality for L2-L*-L* and the Gagliardo-Nirenberg inequalities

IVAFLe < CIIAQfHEzHAfHEz +CIAS] 2,
|Afllz < CIAFE IV FILZ +CIV e,

1— 4
IV fle < CIAZFIEIV AL ™ + CI9Sllse,
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we obtain

Ir3 < CIVAp|l 2| Apl e[|Vl L1 + Cl[VAa| 2| Ap| L[ Vol + CIIVAp|| L2 || Acl| L4 [V ol 4

% % 12 12 1_E
O(HA%HHAp||L2+||Ap||Lz) (A%HL 1Vl 7 +||VP||L2> (A%n Vol +||Vo—||Lz)
c <||A20| 3 lacl, + ||Ao||Lz) (HA%HL? 1Vl 5 + ||Vp||Lz) (IIA2PII Vol ||Vp||Lz)
1 1 1—2
e (||A2p| 3laoll + ||AP|L2> <|A%|;2 Vol 7 + ||Vo||Lz) (||A2p|| LIV lls o+ ||v,o||Lz)

5 Btd , | 5td 1 1 10-d
<c (IIA oS 1A% ) (nApnzz n ||Ao||zz) (|Vp|Lf

+C (IVol3z + 190132 ) (1801152 + 1A7]2)

10-d
Vel )

which, by Young’s inequality, implies

d _6 _6
R < 2 (18%13 + 18%1:) + 0 (1915 + 19055 (1an 7 + faol 77

(4.18)
+C (I9pl32 + 1901132 ) (1801122 + A0 12) -

The estimates for I 4 and I 5 follow from (T.10), Hélder’s inequality, the Sobolev embeddings H?(T%) <
L>(T%) and H'(T?) < L%(T), and Young’s inequality,

L.s < Cllpllzs (190l VA 12 + [ Vor| o]V Apll12)
< Cliplics (Ipllmz + llo = alluz) (IVAplL2 + VA 12) (4.19)
< Cllols (el + llo =l ) +C (IVApIE: + IVAGIE: ) |

and
Ir5 < Cllpll=[IVApllL2[VAc| L2 < Cllplla=[IVApllL2(VA] L-. (4.20)
Finally, we use ([1.10), Holder’s inequality, and Ladyzhenskaya’s inequality to obtain

L < CIVpl3allAallz +ClIVo| e IVl s | Apll s
< C(I9pl3: + 190113 ) (120122 + A0 12)

4 >4 144 144
+c(||wm T IVel% )(nApnw T las] ) (4.21)
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Gathering the estimates (4.16)—(4.21)) into (4.14)), we arrive at

1d
2 dt
< C (14 ol + IVOI3 + 1803 IVl + ol llplE ) (IVAIZ: + VA2 )

D D
(1980122 +1920[3:) + 2 (18%I2: + 1a%[3:) + 2 [ alvaP

_ 2-4¢ 2—4¢ 1+4 142
+ClolEs (1ol + o = o) + € (19015 4190137 ) (1anl}i¥ + oo i)
20—2d 20—2d _6 _6
+0 (190 + 190 (1an 5 + 180l 7
5 5 2 2 2 2
+C (WIETIVRIET + 1ol 17013~ ) (Nasls + Jaol:)

+C (IVpl3z + 10132 ) (180l122 + 1Ad]|z2) (4.22)

We drop the dissipation terms, integrate in time, and use the bounds (1.14))(i)—(iii) and (4.1)) to obtain

IVAp®1Z: + [VA(t)]Z2 < C.

Going back to (4.22)), we conclude that

t
/0 1A% p(r)| 2 + [|A%0 ()| 2 dr < C.

Finally, applying Leray’s projection to (1.11f), then using the Leibnitz rule, Holder’s inequality, and (4.12)),

we conclude (4.13)). O
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