EQUIVARIANT MAPS TO SUBSHIFTS WHOSE POINTS HAVE SMALL STABILIZERS

ANTON BERNSHTEYN

ABSTRACT. Let I' be a countably infinite group. Given k € N, we use Free(k") to denote the
free part of the Bernoulli shift action I' & k. Seward and Tucker-Drob showed that there exists a
free subshift S < Free(2") such that every free Borel action of I' on a Polish space admits a Borel
I'-equivariant map to S. Here we generalize this result as follows. Let S be a subshift of finite type
(for example, S could be the set of all proper colorings of the Cayley graph of I with some finite
number of colors). Suppose that 7: Free(k") — S is a continuous I'-equivariant map and let Stab()
be the set of all group elements that fix every point in the image of w. Unless 7 is constant, Stab()
is a finite normal subgroup of I'. We prove that there exists a subshift S’ € S such that:

e the stabilizer of every point in &’ is Stab(r), and
e every free Borel action of I' on a Polish space admits a Borel I'-equivariant map to S’.

In particular, if the shift action of I on the image of 7 is faithful (i.e., if Stab(7) is trivial), then the
subshift S’ is free. As an application of this general result, we deduce that if F is a finite symmetric
subset of I'\{1} of size |F| = d > 1 and Col(F,d+1) < (d+1)" is the set of all proper (d+ 1)-colorings
of the Cayley graph of I' corresponding to F', then there is a free subshift S < Col(F,d + 1) such
that every free Borel action of I" on a Polish space admits a Borel I'-equivariant map to S.

1. Introduction

Throughout this paper, I' is a countably infinite group with identity element 1. Given an integer
k € N, we identify k with the k-element set {0,1,...,k — 1} and equip it with the discrete topology.
The (Bernoulli) shift is the action of T' on the product space k! given by the formula

(v-2)(0) == x(éy) forallz:I' - kand~,del.

The product topology on k! is compact, metrizable, and zero-dimensional (that is, it has a base
consisting of clopen sets), and the shift action I' & k! is continuous. The free part of k! is the set

Free(kF) = {xe kU Stab(x) = {1}},

where Stab(z) denotes the stabilizer of 2. In other words, Free(k") is the largest subspace of k' on
which the shift action is free. If k > 2, then Free(k") is dense in k' (see, e.g., [Gla+21, Lemma 2.3)).
A subshift is a closed shift-invariant subset S € kU'. A subshift S < k! is free if S < Free(k!). An
important class of subshifts are subshifts of finite type, or SFTs for short, which are of the form

S=-0
vyel

for some clopen C' € k. Equivalently, S is an SFT if and only if there exist a finite set W < T,
called a window, and a collection ® < k"' of maps p: W — k such that

S ={zekl : (y-z)we®foral yel},

where (- z)|w denotes the restriction of the function ~ - x to W.
The starting point of our investigation is the following result of Seward and Tucker-Drob:

Theorem 1.1 (Seward-Tucker-Drob [ST16]). There exists a free subshift S = 2' such that every
free Borel action I' © X on a Polish space admits a Borel I'-equivariant map X — S.
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Even the existence of a nonempty free subshift is far from obvious. For several special classes of
groups, it was established by Dranishnikov and Schroeder [DS07] and Glasner and Uspenskij [GU09],
while the general case was settled by Gao, Jackson, and Seward [GJS09; GJS16]. An alternative
probabilistic construction was subsequently discovered by Aubrun, Barbieri, and Thomassé [ABT19].
Seward and Tucker-Drob’s proof of Theorem 1.1 further develops the methods of [GJS09; GJS16].
A simple probabilistic proof of Theorem 1.1 is given in [Ber21].

Here we study I'-equivariant maps from free Borel actions of I" to SE'Ts. It follows from Theorem 1.1
that if S is an SFT and there is a Borel I'-equivariant map 7: Free(2') — S, then every free Borel
action I' @ X on a Polish space admits a Borel I'-equivariant map to S. Indeed, by Theorem 1.1,
there is a Borel I'-equivariant map X — Free(2"); composing it with 7 yields a desired map X — S.
In [Ber21] it was shown that an analogous statement holds for continuous I'-equivariant maps (this
result was also established independently by Seward; see [GR21, §7.1]):

Theorem 1.2 ([Ber21, Theorem 1.12]). Let S be an SF'T and suppose that there is a continuous
I-equivariant map Free(2"') — S. Then every free continuous action I' X on a zero-dimensional
Polish space admits a continuous I'-equivariant map X — S.

Our aim is to strengthen Theorem 1.1 as follows: Given an SF'T § and a continuous I'-equivariant
map Free(k') — S, we wish to find a subshift S’ € S such that (a) every free Borel action of " on a
Polish space admits a Borel I'-equivariant map to &', and (b) S’ is as close to being free as possible.
To state item (b) precisely, we introduce the following notation. Let I' @ X, I' @ Y be actions of T
and let 7: X — Y be a I'-equivariant map. Define

Stab(7) = ﬂ{Stab(w(:v)) cxe X}

In other words, Stab(7) comprises the group elements that fix every point in the image of 7. In
particular, Stab(7) is trivial if and only if the action of I on 7 (X) is faithful, meaning that the only
group element v € I" with v -y =y for all y e 7(X) is v = 1.

Proposition 1.3. Let 7: Free(k') — (' be a continuous I'-equivariant map. Then either 7 is
constant and Stab(w) =T, or else, Stab(7) is a finite normal subgroup of T'.

The (easy) proof of Proposition 1.3 is given in §2.3. Note that if " has no nontrivial finite normal
subgroups (for example, if every non-identity element of I" has infinite order or if I is ICC) and
7: Free(k") — (! is a non-constant continuous I'-equivariant map, then we must have Stab(r) = {1}.
In general, Stab(7) can be any finite normal subgroup of I'. To see this, let H <T" be a finite normal
subgroup and let Xz < 2 be the set of all functions 2: I' — 2 that are constant on the cosets of H.
(If H = {1}, then Xy = 2".) Then Xy is an SFT and we have the following:

Proposition 1.4. For every finite normal subgroup H <" and every k = 2, there is a continuous
I'-equivariant map m: Free(k') — Xy such that Stab(n) = H.

The proof of Proposition 1.4 is also given in §2.3. We are now ready to state our main result.
Theorem 1.5 (Subshifts with small stabilizers). Let S be an SFT and let 7: Free(k') — S be a
continuous I'-equivariant map for some k > 2. Then there exists a subshift S’ € S such that:

e the stabilizer of every point in 8" is Stab(r), and

e cvery free Borel action T' & X on a Polish space admits a Borel I'-equivariant map X — S’.
As the case Stab(m) = {1} is of particular interest, we record it as a corollary for ease of reference:

Corollary 1.6 (Free subshifts from faithful actions). Let S be an SF'T and let 7: Free(k') — S be
a continuous I'-equivariant map for some k > 2. If the shift action of I' on the image of 7 is faithful,
then there exists a free subshift S’ € S such that every free Borel action I' @ X on a Polish space
admits a Borel I'-equivariant map X — 8’ (in particular, 8’ # &).
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Theorem 1.1 follows by applying Corollary 1.6 to S = 2" and the inclusion map ¢: Free(2") — 2T,
since the action I' C Free(2) is, by definition, free and hence faithful. More generally, if H < T
is any finite normal subgroup, then, by Proposition 1.4, there is a continuous I'-equivariant map
7: Free(2') — Xy with Stab(n) = H. Theorem 1.5 then yields a subshift X}, < Xy such that
(a) every free Borel action of I" on a Polish space admits a Borel I'-equivariant map to X7;, and
(b) the stabilizer of every point in X}, is H—which is as small as it can be since, by construction, H
fixes every point in Xp.

In general, finding free subshifts with desired properties can be a subtle and challenging problem.
It is therefore notable that Corollary 1.6 provides a general sufficient condition for the existence
of a nonempty free subshift in a given SF'T. As an illustration, we describe some combinatorial
consequences of Corollary 1.6. Let F' < I' be a finite set not containing 1. Assume that F is
symmetric, i.e., F = F~!. The Cayley graph G(T', F) is the graph with vertex set I' in which two
group elements v, § are adjacent if and only if § = oy for some o € F. For ¢ € N, a proper /-coloring
of G(T', F) is a function x: I' — £ such that x(y) # x(J) whenever v and ¢ are adjacent in G(I', F').
Let Col(F,¢) < ¢ be the set of all proper (-colorings of G(T, F'). Then Col(F,¢) is an SFT. If
¢ > |F| + 1, then it is easy to construct a continuous I'-equivariant map 7: Free(3") — Col(F, )
such that Stab(m) = {1}; see §2.4 for details. Corollary 1.6 then yields the following conclusion:

Corollary 1.7 (Free subshift of proper colorings). Let F' — I be a nonempty finite symmetric set
with 1 ¢ F. If ¢ > |F| + 1, then there exists a free subshift S < Col(F, ) such that every free Borel
action I' @ X on a Polish space admits a Borel I'-equivariant map X — S.

The bound on ¢ in Corollary 1.7 is, in general, optimal. For instance, if H is a finite subgroup of
I'and F' = H\{1}, then Col(F, |F|) is empty, because for any x € Col(F,|F|), the values xz(h), h € H
have to be distinct, and there are |H| = |F'| + 1 of them. A more interesting example is due to Marks
[Mar16], who showed that if I' = Z3™ is the free product of n copies of Zy and F' is the standard
generating set for I', then |F| = n and there is no Borel I-equivariant map Free(2") — Col(F,n).

On the other hand, for some choices of I' and F', the bound on £ can be improved. For instance,
suppose that I' = Z™ for n > 2 and F' is the standard symmetric generating set for Z" of size 2n. In
this setting, Gao and Jackson [GJ15, Theorem 4.2] constructed a continuous Z"-equivariant map
7: Free(22") — Col(F,4). Since Z" has no nontrivial finite subgroups, Stab(7) must be trivial, so
Corollary 1.6 yields a free subshift S < Col(F,4) such that every free Borel action Z™ C X on a
Polish space admits a Borel Z"-equivariant map X — S. Actually, Chandgotia and Unger [CU22]
showed that in this case, the optimal value for ¢ is 3. However, the reduction from 4 to 3 cannot
be achieved using Theorem 1.5, since, according to a result of Gao, Jackson, Krohne, and Seward
[Gao+18, Theorem 4.3], there is no continuous Z"-equivariant map Free(2Z") — Col(F, 3).

Let us now say a few words about the proof of Theorem 1.5. Curiously, an important role in it is
played by subshifts of the form Col(F,¢). The argument consists of two lemmas.

Lemma 1.8. Let S be an SFT and let 7: Free(k') — S be a continuous T'-equivariant map for
some k > 2. Then there exist a finite symmetric set F < T' with 1 ¢ F, an integer { > |F| + 1, and
a continuous I'-equivariant map 7: Col(F,¢) — S such that Stab(7) = Stab(m).

Lemma 1.9. Let F < T be a finite symmetric set with 1 ¢ F. Fix integers £ > |F| + 1, m > 1 and
let m: Col(F,¢) — m!" be a continuous I'-equivariant map. Then there exists a subshift Z < Col(F, ¢)
with the following properties:

e for all z € Z, Stab(m(z)) = Stab(w), and

e every free Borel action I' & X on a Polish space admits a Borel I'-equivariant map X — Z.

Lemma 1.8 allows us to replace Free(k') with Col(F, ). One of the key advantages of working
with the space Col(F,¢) is that it is compact, and its compactness plays a crucial role in the proof
of Lemma 1.9. The main tool we rely on to establish Lemmas 1.8 and 1.9 is the continuous version
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of the Lovész Local Lemma (LLL) developed by the author in [Ber21], which we describe in §3. In
[Ber21], the continuous LLL was applied to prove Theorem 1.2 and to give a new simple proof of
Theorem 1.1. The proofs of Lemmas 1.8 and 1.9 follow a similar outline but are significantly more
technically involved. They are presented in §4.

Once Lemmas 1.8 and 1.9 have been verified, they quickly yield Theorem 1.5:

PROOF of Theorem 1.5. Let S be an SFT and let 7: Free(k') — S be a continuous I'-equivariant
map for some k > 2. By Lemma 1.8, there exist a finite symmetric set F' < I with 1 ¢ I, an integer
¢ > |F| + 1, and a continuous I'-equivariant map 7: Col(F,¢) — S such that Stab(7) = Stab(mw).
Now, by Lemma 1.9, there is a subshift Z < Col(F,¢) such that:

o for all z € Z, Stab(7(z)) = Stab(7) = Stab(r); and
e every free Borel action I' @ X on a Polish space admits a Borel I'-equivariant map X — Z.

Taking &’ := 7(Z) finishes the proof. [ |
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2. Preliminaries

2.1. Basics of continuous combinatorics

Let G be a graph. For a subset S < V(G), Ng(S) denotes the neighborhood of S in G, i.e., the
set of all vertices that have a neighbor in S. For a vertex z € V(G), we write Ng(z) := Ng({z}).
A graph G is locally finite if Ng(x) is finite for every z € V(G). The maximum degree A(G) of a
graph G is defined by A(G) = supgey () [Na(z)]. Aset I € V(G) is independent if I n N¢ (1) = &,
i.e., if no two vertices in I are adjacent. For a subset U € V(G), we use G[U] to denote the
subgraph of G induced by U, i.e., the graph with vertex set U whose adjacency relation is inherited
from G, and we write G — U := G[V(G)\U].

We say that a graph G is continuous if V(G) is a zero-dimensional Polish space and for every
clopen set U < V(G), its neighborhood Ng(U) is also clopen. Note that if G is a continuous
graph and U < V(G) is a clopen set of vertices, then the subgraph G[U] of G induced by U is
also continuous. The following basic facts are standard. In the Borel context, they were proved by
Kechris, Solecki, and Todorcevic in their seminal paper [KST99].

Lemma 2.1 ([Ber2l, Lemma 2.1]). Every locally finite continuous graph G admits a partition
V(G) = ||"_y I, into countably many clopen independent sets.

Lemma 2.2. Let G be a locally finite continuous graph and let J < V(G) be a clopen independent
set. Then there is a clopen maximal independent set I < V(G) with I 2 J.

PrROOF. Let V(G — J) = ||, I,, be a partition into countably many clopen independent sets
given by Lemma 2.1. Define a sequence of clopen subsets I/, € I,, recursively by setting I, := J
and I}, 1 = In+1\Ng(I{ u ... u 1)) for all n € N. We claim that the set I :=| |/° I/, is as desired.
Indeed, by construction, I is a maximal independent set containing J. Since G is continuous, the sets
I/, are clopen, and hence [ is open. But the sets I,,\I/, are also clopen, so V(G)\I = |_|°_,(I,\I},) is
open as well, and hence I is clopen, as claimed. [

Lemma 2.2 is often applied with J = &, in which case it simply asserts the existence of a clopen
maximal independent set I < V(G).

Recall that a proper (-coloring of a graph G is a function f: V(G) — £ such that f(z) # f(y)
whenever x and y are adjacent vertices of G.



Lemma 2.3. Let G be a continuous graph of finite maximum degree A. If { > A+ 1 and C < V(G)
is a clopen set, then every continuous proper (-coloring g: C — ¢ of G[C] can be extended to a
continuous proper (-coloring f: V(G) — ¢ of G.

PROOF. Fori </, let J; := g~ (i), 80 C = Jy L ... U Jy_1 is a partition into clopen independent

sets. Apply Lemma 2.2 iteratively to obtain a sequence Iy, ..., Iy_1, where each [; is a clopen
maximal independent set in the graph G — Iy —---— ;1 — Jix1 — -+ — Jy_1 and I; 2 J;. We claim
that V(G) = Iy u ... I;—1. Indeed, every vertex not in Iy L ... u I;—; must have a neighbor in
each of Iy, ..., Iy_1, which is impossible as the maximum degree of G is at most £ — 1. Setting f(z)
to be the unique index ¢ such that x € I; finishes the proof. |

2.2. Schreier graphs and coding maps

Let I' @ X be a continuous action of I' on a zero-dimensional Polish space X. Given a finite set
F c T, we say that the action I' @ X is F-free if F' n Stab(z) < {1} for all z € X, i.e., if every
non-identity element of F' acts freely on X. The Schreier graph G(X, F) is the graph with vertex
set X in which two distinct vertices x, y are adjacent if and only if y = o - « for some o0 € F v F~L.
If the action I' & X is F-free, then for a clopen set U < X, its neighborhood in G(X, F) is
(F v F~Y)\{1}) - U, which is also clopen. Therefore, in this case G(X, F) is continuous. Note that
the Cayley graph G(I', F') is a special case of this construction applied to the left multiplication
action I' @ T" of T" on itself (viewed as a discrete space).
For an action I' @ X, there is a natural one-to-one correspondence

{functions X — k} «— {[-equivariant maps X — k' }.
Namely, each function f: X — k gives rise to the I'-equivariant coding map 7;: X — k' given by
mr(x)(y) = f(y-x) forallze X and yel.

Conversely, if 7: X — kb is T-equivariant, then 7 = 7 for the function f = (z — 7(z)(1)). As a
special case of this correspondence, observe that proper ¢-colorings of the Schreier graph G(X, F')
correspond exactly to I'-equivariant maps X — Col(F,¢).

2.3. Stabilizers and finite normal subgroups

Here we prove Propositions 1.3 and 1.4 from the introduction.

Proposition 1.3. Let k, £ > 1 and let 7: Free(k") — (' be a continuous I'-equivariant map. Then
either m is constant and Stab(rw) = T', or else, Stab(r) is a finite normal subgroup of T'.

PROOF. Assume that 7 is not constant. It is clear that Stab(w) is a normal subgroup of T, so we
only need to show that Stab(w) is finite. To this end, let

f: Free(k!) — £: x — m(z)(1).

(In other words, f is such that = = 7.) Since 7 is not constant, there are x, y € Free(k") such that
f(z) # f(y). Since f is continuous, it is constant on some open neighborhoods of = and y. This
means that there is a finite set W < I' such that for all z € Free(k"), f(z) = f(x) or f(2) = f(y)
whenever z agrees with = or y respectively on W. We claim that Stab(r) £ W~'W, and hence it is
finite. Indeed, take any group element v ¢ W= W. Then W n W~ = @, so there is z € k' with
zlw = x|w and (v - 2)|w = y|lw. Since the set of all such points z is open and Free(k") is dense in
k', we may assume that z € Free(k"). Then f(z) = f(z) # f(y) = f(7- 2), so v ¢ Stab(n(z)). W

Proposition 1.4. For every finite normal subgroup H <1 I" and every k = 2, there is a continuous
I-equivariant map m: Free(k') — Xy such that Stab(n) = H.
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PROOF. Recall that Xz < 28 is the set of all functions z: I' — 2 that are constant on the cosets of
H. For x € Free(k"), set f(z) := 0 if z(h) = 0 for some h € H and f(x) := 1 otherwise. Let 7 := 7
be the coding map for f. Then 7(z) € Xy and H < Stab(w(z)) for all z € Free(k") by construction.
Now take any group element v ¢ H. There is a point z € k' with z(h) = 0 and z(hy) = 1 for all
h € H. Moreover, since the set of all such points x is open and Free(kr) is dense in k', we may
assume that x € Free(k'). Then f(z) = 0 and f(v-x) = 1, which implies that v ¢ Stab(w(z)). W

2.4. Maps to Col(F,¢) with trivial Stab

In the introduction, we proved Corollary 1.7 assuming that for all £ > |F'| + 1, there is a continuous
I'-equivariant map 7: Free(3") — Col(F,¢) such that Stab(r) = {1}. Here we construct such 7.

Lemma 2.4. Let F' c T be a nonempty finite symmetric set with 1 ¢ F. If { > |F| 4+ 1, then there
exists a continuous I-invariant map 7: Free(3') — Col(F, ¢) such that Stab(r) = {1}.

PROOF. Let G := G(Free(3"), F) be the Schreier graph of Free(3"). The maximum degree of G is
|F| < ¢. For i € {0,1}, define

J; == {x e Free(3") : 2(1) =i and 2(0) = 2 for all o € F}.

Note that the sets Jy, J1 are clopen and independent in G. Let g: Jyu J; — £ be the map that sends
every point in Jy to 0 and every point in J; to 1. By Lemma 2.3, g can be extended to a continuous
proper {-coloring f: Free(3') — £ of G. Let 7 := 7 be the coding map for f. Then 7 is a continuous
I-equivariant map from Free(3') to Col(F,¥), so it remains to check that Stab(r) = {1}. Since
f(z) # f(o-x) for all 2 € Free(3") and o € F, we have Stab(7) n F = @. Now take any non-identity
group element v ¢ F. There is a point z € 3" with z(1) = 0, 2(y) = 1, and z(c) = z(07y) = 2 for all
o € I. Since Free(3") is dense in 3", we may assume that z € Free(3"). Then x € Jy and v -z € Jy,
so f(z) =0 and f(y-z) =1, which implies that v ¢ Stab(m(x)). [

3. A probabilistic tool: continuous Lovasz Local Lemma

The Lovdsz Local Lemma, or the LLL for short, is a powerful tool in probabilistic combinatorics
introduced by Erdés and Lovasz [EL75]. Roughly speaking, the LLL asserts the existence of an
object satisfying a set of constraints provided that (a) each constraint is unlikely to be violated
by a random object, and (b) the dependencies between the constraints are “limited.” The reader is
referred to the books [AS00] by Alon and Spencer and [MR02] by Molloy and Reed for background
on the LLL and a sample of its applications.

A recent trend involves establishing analogs of the LLL that are, in various senses, “constructive”
(as opposed to pure existence results). This line of research was spurred by the breakthrough work
of Moser and Tardos [MT10], who developed an algorithmic version of the LLL. A few other notable
examples are the computable LLL of Rumyantsev and Shen [RS14], the distributed LLL of Fischer
and Ghaffari [FG17], the Borel LLL of Cséka, Grabowski, Mathé, Pikhurko, and Tyros [Cs6+22],
and the measurable LLL developed by the author [Ber19; Ber20]. Here we will use the continuous
analog of the LLL introduced in [Ber21].

Let X be a set and let C' be a nonempty finite set. We refer to the elements of C' as colors. By
a C-coloring of X we mean a function f: X — C. For a finite set D < X, an (X, C')-constraint
(or simply a constraint if X and C are clear) with domain dom(B) = D is a subset B < CP. A
C-coloring f: X — C violates a constraint B with domain D if f|p € B, and satisfies B otherwise.
A constraint satisfaction problem (a CSP for short) B on X with range C, in symbols B: X —’ C,
is an arbitrary set of (X, C)-constraints. A solution to a CSP B: X —7 (' is a C-coloring f: X — C
that satisfies every constraint B € B. In other words, each constraint B € Bin a CSP B: X —’ C is
interpreted as a set of finite “forbidden patterns” that have to be avoided in a solution f.
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To each CSP B: X —7 C, we associate four numerical parameters:
p(B),  d(B),  vdeg(B), and  ord(B),
defined as follows. For each B € B, the probability of B is the quantity P[B] := |B|/|C|/4™®B)l In
other words, P[B] is the probability that B is violated by a uniformly random C-coloring. Define

p(B) = ?31;1; P[B].

The maximum dependency degree d(B) of B is
d(B) := sup |{B' € B : B # B’ and dom(B’) n dom(B) # @}|.
BeB

The maximum vertex-degree vdeg(B) of B is

vdeg(B) = sup |[{B € B : z € dom(B)}|,
zeX

Finally, the order ord(B) of B is

ord(B) = jsglé%|dom(B)\.

The LLL gives a condition, in terms of p(B) and d(B), that guarantees that B has a solution:
Theorem 3.1 (Lovédsz Local Lemma [AS00, Corollary 5.1.2]). If B is a CSP such that

e-p(B)-(d(B)+1) <1, (3.1)
where e = 2.71 ... is the base of the natural logarithm, then B has a solution.

The continuous LLL provides a condition similar to (3.1) that guarantees the existence of a
continuous solution. To state it, we first need to define continuous CSPs. Let X be a zero-dimensional

Polish space. For a set B of functions n — C and a sequence of distinct points xq, ..., xp—1 € X,
let B(xo,...,zn—1) be the (X, C)-constraint given by B(xo,...,zn—1) = {0t : ¢ € B}, where
v: {x0,...,2y_1} — n is the mapping z; — i. A CSP B: X —’ C is continuous if for all n € N, for
every set B of functions n — C, and for all clopen subsets Uy, ..., U,—1 € X, the set
there are x1 € Uy, ..., xp_1 € U,_1 such that
To€ X L
xg, ..., Tn—1 are distinct and B(xg,...,Tp-1) € B

is also clopen. (This is analogous to the definition of a continuous graph from §2.1.)

Theorem 3.2 (Continuous LLL [Ber21, Theorem 1.6]). Let B: X —° C be a continuous CSP
on a zero-dimensional Polish space X. If

p(B) - vdeg(B)®) < 1,
then B has a continuous solution f: X — C.

Although the bound on p(B) required by Theorem 3.2 is much stronger than the one in the
ordinary LLL, it cannot be relaxed in general (see the discussion after Theorem 1.6 in [Ber21]).
Theorem 3.2 is particularly useful when ord(B) is much smaller than vdeg(B).

Remark 3.3. In our proof of Theorem 1.5, we will need to use the continuous LLL in a somewhat
more general setting than the one we have just described. Namely, suppose that in addition to a
CSP B: X —7 C, we are given a mapping x — C, that assigns to each point z € X a nonempty
subset C,, € C. Then we may seek a solution f: X — C' to B with the extra property that f(z) € C,
for all x € X. It then makes sense to consider colorings f where each f(z) is chosen uniformly at
random from C, so the probability of a constraint B € B should be defined by

B '
[ Loedom(p) |C|
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Thankfully, there is a straightforward way to reduce this more general set-up to the one where all
sets C, are equal to each other. Namely, let n be a positive integer that is divisible by 1, 2, ..., |C].
For each nonempty subset S < C, fix an arbitrary function hg: n — S such that the hg-preimage of
every element s € S has size exactly n/|S|. Then, instead of picking f(z) uniformly at random from
Cy, we can pick a uniformly random integer 0 < ¢(z) < n and set f(x) := hc, (¢(z)). For every
constraint B € B, there is a corresponding (X, n)-constraint B’ given by

B’ = {p: dom(B) — n : the map x — h¢,(¢(z)) is in B}.

In this way, we replace B by an “equivalent” CSP B’ := {B’ : B e B}: X - n. Notice also that
this construction preserves continuity, in the sense that if the CSP B and the function z — C, are
continuous, then the CSP B’ is also continuous, and, on the other hand, if ¢: X — n is a continuous
solution to B, then z — h¢, (¢(x)) is a continuous solution to B.

4. Proofs of Lemmas 1.8 and 1.9

4.1. Inductive step lemma

In this subsection we prove a key technical result—Lemma 4.1—that will then be applied iteratively
to obtain Lemmas 1.8 and 1.9. It is a generalization of [Ber21, Lemma 4.1] and is proved using a
similar strategy. However, its setting and proof are considerably more complicated than those of
[Ber21, Lemma 4.1], so the reader may find it instructive to look up the proof of [Ber21, Lemma 4.1]
first (which, in contrast to the proof of Lemma 4.1 in this paper, is less than two pages long).

4.1.1. Informal overview

Since the statement of Lemma 4.1 is technical and involves several changes of quantifiers, it would
perhaps be helpful to first informally explain the intuition behind it.

Let us start by describing the simplified setting of [Ber21, Lemma 4.1]. Suppose we are given a
free continuous action I' @ X of I' on a zero-dimensional Polish space X, and we want to construct
a continuous mapping f: X — ¢ for some ¢ > 2 such that 7(X) < Free(¢"") (where 7y is the coding
map for f, as defined in §2.2).! We may then proceed inductively, working with one non-identity
group element at a time. At the stage when we consider an element v € I'\{1}, we will have already
defined a continuous map fo: Cy — £ for some clopen subset Cy € X. We say that the set Cy has
already been colored. We will now extend fyp to a continuous function f: Cyu C — £, where C is
some clopen subset of X\C (this is the set that we need to color at this stage). The remaining
uncolored set X\ (Cou C) is denoted by U. Our goal for this stage is to ensure that for every function
[+ X — { extending f and for all € X, we have v ¢ Stab(7p (z)).

Since at this stage we only decide on the colors of the elements in C, we need the set C' to be
“large,” while the remaining uncolored set U should be “small.” The notion of “largeness” that we use
here is syndeticity: a set A < X is called R-syndetic for a finite set Rc I'if R™'- A = X, i.e., if for
each x € X, there is some o € R such that o - x € A. We also say that a set A € X is S-separated
for a finite set S < I" if A is independent in the Schreier graph G(X,S). Being S-separated for a
suitable finite set S < I' is our notion of “smallness.” With this set-up, [Ber21, Lemma 4.1] says
that for every finite set R < T, there is a (much larger) finite set S < I such that a function f with
the desired properties exists provided that C' is R-syndetic and U is S-separated. An important
note to make here is that an S-separated set can still be R’-syndetic for some (even larger) finite set
R’ < T'; this is what allows the inductive construction to continue.

Lemma 4.1 in this paper generalizes the above result in a number of ways. Below we highlight
the main differences between it and [Ber21, Lemma 4.1].

1Typically we would also want the closure of 7;(X) to be contained in Free(¢"), but for simplicity we will ignore
this issue in the informal overview.



e The first difference is that we want the function f: X — /¢ that we eventually construct to
be a proper {-coloring of the Schreier graph G(X, F') for some fixed finite set F' < I'. Thankfully,
Lemma 4.1 assumes that ¢ (the number of colors) is strictly greater than the maximum degree of
G(X, F). By Lemma 2.3, this implies that any partial proper ¢-coloring of G(X, F') can be extended
to a proper ¢-coloring of the entire graph, and so we can still use the inductive approach of building
the coloring in stages.

e Second, our goal is no longer to make sure that m(X) < Free('). Instead, we are given a
non-constant continuous function p: Col(F,¢) — m. When Stab(m,) = {1}, our goal becomes to find
a continuous proper ¢-coloring f: X — ¢ of G(X, F) such that (m,0ms)(X) < Free(m!). This means
that we now need to somehow control the function p o my rather than f itself. A key observation
here is that, since p is continuous and Col(F, /) is compact, the value p o 7y only depends on the
values of f at finitely many points in the I'-orbit of x. In view of this observation, it turns out to
be useful to have a “large” set of points x € X with D -x < C, where D < I is a certain finite set
depending on p (in particular, D will remain fixed throughout the inductive construction). Indeed,
if D-2x < C, then no point in D - x is colored yet, but all of them will become colored at the current
stage of the construction. By choosing the coloring of D - x appropriately, we may then be able to
control the value (pomy)(z).

Formally, we call a set A < X is (R, D)-syndetic for finite R, D c T'if theset {x € X : D-z < A}
is R-syndetic. Our “largeness” assumption now is that the set C' is (R, D)-syndetic for a certain set
D (depending on p) and some finite set R.

e Changing the “largeness” assumption on C' from ‘R-syndetic’ to ‘(R, D)-syndetic’ necessitates a
change in the “smallness” assumption on U as well. This is because, in order to be able to continue
the inductive construction, we must ensure that the uncolored set U is (R', D)-syndetic for some
finite set R’ < I’ (remember that the set D will remain unchanged throughout the construction).
Unfortunately, if U is S-separated, it may be impossible to have even one element x € X such that
D -z < U, let alone an R’-syndetic set of such elements. To remedy this problem, we introduce
a weaker notion of “smallness” that depends on the choice of the set D. Namely, we say that a
set A< X is (S, D)-separated for finite S, D c T'if A< D - A’ for some S-separated set A’ < X.
In the statement of Lemma 4.1 we assume that C is (R, D)-syndetic and U is (S, D)-separated
for some set S that may depend on R. Crucially, being (S, D)-separated does not preclude being
(R', D)-syndetic for some other finite set R, which will help us continue the inductive process.

e The above discussion proceeded under the assumption that Stab(w,) = {1}. In general, our
goal is to find a continuous proper f-coloring f: X — ¢ of G(X, F') such that for all z € X, we
have Stab((7, o m¢)(x)) = Stab(nm,). Thankfully, since we are working with just one group element
v € I'\Stab(7,) at a time, this results in only fairly minor technical changes to the proof.

e Finally, Lemma 4.1 applies to actions I' & X that are not necessarily free but only S-free for a
large enough finite set S < I' (where an action I' @ X is S-free if S n Stab(z) < {1} for all z € X).
This feature of Lemma 4.1 will be important in the proof of Lemma 1.8.

4.1.2. The statement of the main technical lemma

Let us now proceed to the formal statement of Lemma 4.1. To begin with, we need a few definitions
(some of which were already mentioned in §4.1.1). Let I' & X be a continuous action of I" on a
zero-dimensional Polish space. Given finite sets R, S, D c I, we say that a subset A € X is:

e R-syndeticif R71- A = X;

e (R, D)-syndetic if the set {x € X : D-xz < A} is R-syndetic;

e S-separated if it is independent in the Schreier graph G(X, S);
e (S,D)-separated if A< D - A’ for some S-separated set A’ < X.
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Let F < T be a finite symmetric subset with 1 ¢ F and let ¢ > |F| + 1. Suppose that f: X --» ¢
is a partial proper ¢-coloring of G(X, F'). The assumption ¢ > |F| + 1 guarantees that f can be
extended to a proper ¢-coloring f': X — £ of the whole graph. (Furthermore, by Lemma 2.3, if
dom(f) is clopen and f is continuous, then f’ can be chosen to be continuous as well.) Given a
function p: Col(F,¢) — m, we say that two points z, y € X are (p, f)-distinguished, in symbols

T Fof Y
if for every proper /-coloring f': X — ¢ that extends f,

p(rp (@) # plrp ().
Here 7y is the coding map for f, as defined in §2.2. Finally, recall that an action I' C X is called
S-free if S N Stab(z) < {1} for all z € X. We are now ready to state the lemma:
Lemma 4.1. Fix the following data:
e a finite symmetric set F' < I" with 1 ¢ F’;
e integers { > |F|+ 1 and m > 1;
e a non-constant continuous function p: Col(F,{) — m.

Then there exists a finite set D < I such that for every finite set R c I' and every group element
7 ¢ Stab(m,), there is a finite set S < I" with the following property.

For every S-free continuous action I' @ X of I' on a zero-dimensional Polish space X and for
every partition X = Cy u C u U of X into clopen sets such that

C is (R, D)-syndetic and U is (S, D)-separated,
setting G := G(X, F'), we have that if fy: Cy — { is a continuous proper {-coloring of G[Cy], then
fo can be extended to a continuous proper {-coloring f: Cy u C — £ of G[Cy u C] such that
VeeXdoeS : o-x#,507 . (4.1)

As discussed in §4.1.1, in the notation of Lemma 4.1, the set Cy is already colored, the set C is
the one we need to color, and the set U is left uncolored.

4.1.3. Proof of Lemma 4.1

Let F', ¢, and p be as in the statement of Lemma 4.1. For a finite set W < T', let Col(F, ¢, W) denote
the set of all proper ¢-colorings W — ¢ of the (finite) induced subgraph G(I", F')[W] of the Cayley
graph G(T', F'). Since the space Col(F,¢) is compact and p is continuous, there is a finite set W < T
such that for every x € Col(F,¢), the value p(x) is determined by the restriction of = to W. In other
words, there is a mapping 7: Col(F, ¢, W) — m such that

p(x) = 7(x|w) for all x € Col(F,¥).

We shall assume, without loss of generality, that W is symmetric and 1 € W.

At this point, we can introduce a useful piece of notation. Let I' @ X be an action of I" and
let f: X --» ¢ be a partial proper ¢-coloring of G(X, F'). Suppose that z € X is a point such that
W -z < dom(f). Then for every proper (-coloring f’: X — ( that extends f, the value p(7(z)) is
the same and determined by the restriction of f to W - z. We denote this value by p¢(x). Given
two points z, y € X, we write py(x) #* ps(y) if W -z, W -y < dom(f) and py(z) # ps(y). We also
write pr(x) =™ ps(y) if the statement ps(x) #* ps(y) is false. Clearly,

pr(@) #* prly) = @ Fp5 v
The benefit of working with the relation py(x) #* ps(y) instead of x #, ¢ y is that it only depends
on the values of f on the finite set W -2 0 W - 4.
Next, we define a subgroup H < I' as follows:

H = {hel : p(x)=p(h-x) for all z € Col(F,¢)}.
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Claim 4.2. We have H € W? U WFW. In particular, H is finite.

PRrROOF. The argument is similar to the proof of Proposition 1.3. Since p is not constant, there are
z, y € Col(F,¢) such that p(x) # p(y). If v ¢ W2 U WFW, then the sets W and W~ are disjoint
and have no edges between them in the Cayley graph G(I', F'), so we can define a proper partial
coloring W s W~ — [ that agrees with z on W and with =1 -y on W~. Since ¢ > |F| + 1, this
partial coloring can be extended to a proper ¢-coloring z: I' — ¢ of the Cayley graph G(T', F'). Then

p(z) = p(z) # p(y) = p(7 - 2), and thus v ¢ H. n
Note that Stab(m,) = {h : every conjugate of h is in H}. Therefore, for each h € H\Stab(r,),
we can fix a group element ¢(h) such that q(h)hg(h)~' ¢ H. Let
Q = {q(h) : he H\Stab(m,)} u {1}.
We claim that Lemma 4.1 holds with the following choice of D:
D:=(FuWuQuQ@ 10

Let R < T be a finite set and let v € I'\Stab(7,). Upon replacing R with a superset if necessary,
we may assume that R is symmetric and 1 € R. Let M be an arbitrary finite symmetric subset of I’
with 1 € M whose size |M| is sufficiently large as a function of ¢, |D|, and |R| (it will become clear
from the rest of the proof how large |M| needs to be). Let

N = WDRM v MRDW,

so N is symmetric and contains 1. We shall prove Lemma 4.1 for
S = (N oy H
Fix X, G, Cy, C, U, and fj as in Lemma 4.1. Since C is (R, D)-syndetic, the set

C'={rxeX :D -xcC}
is R-syndetic. By Lemma 2.2, we can find a clopen maximal N*-separated subset Z of C’. The
maximality of Z means that C’ < N*.Z. Since C’ is R-syndetic, this implies that Z is N*R-syndetic.
By Lemma 2.3, we can extend fy to a continuous proper ¢-coloring

g: Cou (C\(N - 2)) — ¢.
Our goal now is to extend g to a continuous proper ¢-coloring f: Cy u C — ¢ such that

Vze ZVBeN° e DRM : pp(v-z) #* py(wpyB~1 - 2). (4.2)

Claim 4.3. If f satisfies (4.2), then it also satisfies (4.1).

PROOF. Suppose f satisfies (4.2). Take any x € X. Since Z is N* R-syndetic, there is 3 € N*R such
that 8-2 € Z. Applying (4.2) with z = -, we obtain v € DRM such that p¢(v3-x) #* ps(vB7y-x).
Since v € S, this yields the desired conclusion. |

)

What are the possible extensions of g to Cyp u C? (Here and in what follows, by an “extension’
we mean an extension that is also a proper f-coloring.) Note that since Z is N*-separated, the sets
N -z and N -2 for distinct z, 2’ € Z are disjoint and, moreover, there are no edges between them in
G. This means that we may extend g to each set C'n (N - z) independently without creating any
conflicts. Next, we consider the ways to extend g to C' n (N - z) for fixed z € Z. To this end, let

N, ={veN :v-zeC}.

Since the action I' & X is S-free, there is a bijection N, - Cn (N -2): v v-z. Let [N --» (]
be the set of all partial functions N --» £ and let Col(z) € [N --» £] be the subset comprising all
functions ¢: N, — ¢ with the following properties:

e ¢ is a proper coloring, i.e., (V) # p(ov) whenever v € N, and o € F satisfy ov € N,;
e forallve N, and o € F, if ov - z € dom(g), then g(ov - z) # ¢(v).
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In other words, ¢ € Col(z) if and only if we can extend g to C' n (N - z) by sending v - z to p(v) for
every v € N,. Thus, we can identify extensions of g to Cy 1 C' with functions

Z — [N --2{]: z— @,

such that ¢, € Col(z) for every z € Z. Explicitly, given such a function z — ¢,, we define the
corresponding coloring f: Cy u C — ¢ extending g via

fv-z) = ¢,(v) forall ze Z and v e N,.

Note that the assignment z — Col(z) is continuous. Also, if a function z — ¢, is continuous, then
the corresponding coloring f is continuous as well.

Now we need to find a continuous function z — ¢, € Col(z) such that the corresponding coloring
f satisfies (4.2). We wish to phrase this problem as a CSP with domain Z. Consider any z € Z and
B € N°. The truth of the statement

Jve DRM : ps(v-z) #* ps(vByB™" - 2) (4.3)

only depends on the restriction of f to the set
(N O NBys) 2.
The restriction of f to (N U NBvy371) - 2 is, in turn, determined by the functions (.. for all 2’ in
Alz,B) =1{€eZ: (N-2)n(NUNByS™) 2+ 2}.
Clearly, z € A(z, B). Since Z is N*-separated, there can be at most one other 2’ € A(z, 3):
Claim 4.4. For all z € Z and B € N°, |A(z, )| < 2.
PROOF. By definition, 2’ € A(z, 8) if and only if
e Zn ((N2 u N?ByB7Y) - z) .

It remains to notice that each set of the form N2 -z, x € X includes at most one point from Z. W

From the above discussion, it follows that for each z € Z and 8 € N®, we can form a constraint
B(z, 8) with domain dom(B(z, 3)) = A(z, ) such that a mapping 2z’ — ¢,/ satisfies B(z, 3) if and
only if (4.3) holds for the corresponding coloring f. We then define a CSP B: Z —7 [N --» £] by

B := {B(z,8) : z€ Z, B N°}.

Notice that the structure of the constraints involving any z € Z is fully determined by what happens
on some finite subset of the I'-orbit of z. For instance, it is determined by the intersections of C
and Z with S - z and the restriction of g to .S - z. This implies that the CSP B is continuous.
We shall now apply the continuous LLL to argue that B has a continuous solution. To this end,
we need to estimate p(B), ord(B), and vdeg(B). The latter two parameters are easy to bound:
2.

Claim 4.5. ord(B) <
ProoOF. Follows from Claim 4.4. |
Claim 4.6. vdeg(B) < a|M|", where a > 0 is a fixed function of |D| and |R)|.

PROOF. For given z € Z, we need to bound the number of pairs (2/,3) such that z € A(2/, ).
Since 3 € N°, there are at most |N|? choices for 3. Once 3 is fixed, z € A(2, ) implies

e (N2U By B7INY) - 2,
so the number of choices for 2’ is at most 2| N|?. Thus, the number of such pairs (2/, 3) is at most
NP 2N = 2NTT < 256W[7|DIT[RITMIT < 256 D[|RIT|MT,
where we are using that N = WDRM v MRDW and D 2 W, [ |
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It remains to bound p(B). Since for each z € Z, the function ¢, must belong to Col(z), it makes
sense to use the generalized setting for the LLL described in Remark 3.3. That is, for the purposes
of computing p(B), we consider picking each ¢, uniformly at random from Col(z).

Claim 4.7. p(B) < bM! where 0 < b < 1 is a fixed function of ¢, |D|, and |R).
PROOF. Take z € Z and € N°. Define
Vi=Cn(N-A(zp)).

We need to bound P[B(z, 8)], i.e., the probability that the constraint B(z, ) is violated when for
each 2’ € A(z, 3), we pick a coloring ¢,/ € Col(z’) uniformly at random. If A(z,3) = {z}, this means
picking a uniformly random extension of g to N, - z = V. If, on the other hand, A(z, 3) = {z, 2’}
for some 2’ # z, then we uniformly at random extend ¢ to NN, - z and, independently, to N,/ - 2’.
Since the sets N, - 2z and N,/ - 2’ are disjoint and have no edges between them, this is the same as
picking a uniformly random extension of g to V. To summarize, regardless of whether |A(z, §)| is 1
or 2, our problem can be formulated as follows: Pick a uniformly random extension ¢ of g to the
set V. What is the probability that

Yve DRM :  py(v-2) =* p,(vByB~ " 2)?

To bound this probability, we will focus on a carefully chosen subset of DRM.
Subclaim 4.7.a. There exists a set ' € DRM with the following properties.
(a) Forallve E, vByB~ vl ¢ H.
(b) Forallve E, (FuW)% .2 c C.
(c) Forallve E, WuvByB~1-2< Cyu C.
(d) The sets Dv U WvpB~yB~! for v € E are pairwise disjoint.
(e) We have |E| = ¢|M|, where ¢ > 0 is a fixed function of |D| and |R|.
Proof of Subclaim 4.7.a. Define the following sets:

Ey ={veRM :v-2eC'};

By = {veQFE, : vpys vl ¢ H};

By = {veFEy: WuByp~t - 2< CyuiC}.
Let E < E3 be a largest subset of E3 such that the sets Dv u WypByB~! for v € E are pairwise
disjoint. We claim that E is as desired. Conditions (a), (¢), and (d) hold by definition. To verify (b),
consider any v € E. Since v € Fy, we can write v = qv’ for some g € Q and v/ € F1. By definition,
V' -z e C', which means that Dv/ - z < C. Since (F u W)'°Q < D, this yields (b).

It remains to get a lower bound on |E|. Since the set C’ is R-syndetic, for each u € M, we have
Eyn Ru # @. As every element of E; can belong to at most |R| sets Ry, we conclude that

]
|R|
To obtain a lower bound on |Fs|, we observe that the set

2= {vel :vpys v l¢ H}

is Q-syndetic. Indeed, take any v € I' and let h := vBy3~'v~!. Note that h ¢ Stab(m,), because h is
a conjugate of v and v ¢ Stab(m,) by assumption. Hence, if v itself is not in =, then h € H\Stab(n,),
and hence we have an element g(h) € @ such that

(g(h)v)ByB~ (q(h)v)™" = q(h)hq(h)™" ¢ H,
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which means that g(h)v € Z. Therefore, F3 n Qu # @ for all v € Ey, so we can write

| E4| > | E4| > | M| ‘

QI — D[ ~ D[R]

To bound |E3|, we use the fact that the set U = X\(Cp u C) is (S, D)-separated. By definition, this

means that there is an S-separated set U’ with U < D -U’. The set DWQRM By~ z can include
at most one point of U’, so there are at most |D||W| < |D|? elements in Ey\Es3. Hence,

M| | M|
FEs| > |E —D2>|7— 2> ,

where in the last inequality we use that |M| is large enough in terms of |D| and |R|. Finally, consider
the graph with vertex set F3 where two distinct elements v, v/ € E3 are adjacent if and only if

(Dl/ U Wyﬁﬁyﬁ_l) N (Dz/ U Wl/ﬂfyﬂ_l) # 0.
The maximum degree of this graph is less than 4|D|?. Therefore, |E|—i.e., the largest size of an
independent set in this graph—is at least
Bl M)
A[D|* ~ 8IDPPIR|
Fix a set F given by Subclaim 4.7.a. We will bound from above the probability that a uniformly
random extension ¢ of g to V satisfies

VveE : py,(v-2)=*p,(wpyB~t 2). (4.4)
By (b) and (c), for each v € E, the sets Wv - z and WyByB~! - z are contained in the domain of ¢,
so the values p,(v - z) and p,(vByB~! - 2) are defined. Thus, condition (4.4) is equivalent to

YveE : py(v-z2)=p,(vByB~t 2). (4.5)
Split the set V' into two subsets:
Vo = V\(FUW)PE.2) and Vi = (FUW)PE. 2
(Note that, by (b), Vi is indeed a subset of V.) Let Exty denote the set of all extensions of g to Vj.
For each 1) € Extg, let Ext(1)) be the set of all extensions of ¢ to Vi, and let Ext’(¢)) < Ext()) be the
set of all such extensions ¢ that satisfy (4.5). Then the probability we wish to bound is equal to
Db, XY (V)]

p = .
Dipekxty [EXE(V)]
Fix any 1 € Extg. For each v € E, let

|Eo| =

_|

V, = (FuUW)O%. 2,

and let Ext(1, ) be the set of all extensions of ¢ to V,,. By (d), the sets V,, for different v € E are
disjoint and have no edges between them, so an extension of ¢ to V; is obtained by putting together
arbitrary extensions of ¢ to each set V,. Therefore,

Exe(v)] = [ Exe(es,v).
veE

It follows from (c) and (d) that for every v € E, the set Wv3y3~1 - 2 is included in Cop U Vo U V.
Therefore, if £ € Ext(¢),v), then both pe(v - z) and pe(vByB~"! - z) are defined. This allows us to
define Ext’(1),v) as the set of all £ € Ext(+),v) such that

pe(v-2) = pe(vByB" - 2).

Then we have

[Ext/(¢)] = [ ] IExt'(4, ).

veE
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Subclaim 4.7.b. For every 1) € Extg and v € E, Ext' (¢, v) # Ext(¢, v).

Proof of Subclaim 4.7.b. We have to show that for each v € Extg and v € E, there is an extension &
of ¥ to V;, such that pe(v - 2) # pe(vBy8~1 - 2). We consider two cases.

Case 1: The sets (W u FW)v and Wy pyB~" are disjoint. In this case we first take an arbitrary
extension 1 of ¢ to WyByB~! - z and let i := p,(vByB~1 - 2). Since the action I' & X is S-free,
the sets (W U FW)v - z and WyByB~! - z are also disjoint, so the set (W u FW)v - z is entirely
uncolored in 7. Therefore, we may place an arbitrary proper ¢-coloring on Wy - z. In particular,
since p is not constant, we may color Wv - z so that in the resulting coloring &, the value pg(v - 2) is
distinct from 4, as desired.

Case 2: The sets (W u FW)v and WyvByB~! are not disjoint. This implies that
(W o FW)wBys~" < V,,
which means that we can place an arbitrary proper ¢-coloring on the set
(WvoWuvByB™) 2 = (WUWh) - vz,

where h == vfpyB~ vt Since, by (a), h ¢ H, there is a coloring 2 € Col(F, ¢) such that p(x) # p(h-x).
It remains to copy the restriction of x to W u Wh onto the set (W u Wh) - vz. —

Now we are ready to derive the desired bound on p. Note that for all ¢ € Exty and v € F,
Ext(y,v)| < (V1 < 4P,
Therefore, by Subclaim 4.7.b,
IExt' (1, )| < [Ext(y,v)] —1 < (1 - z—lDl) IExt(), ).

Thus,

B = [[IB@.nl < (1- ) ] Ben) = (1-12) " B,

velk vek

and hence, using (e), we get

_ Dsebag [EXU(Y)] 1\ _ip\ M
77 Do, [B0)] (1) < (L) n

The stage is now set for an application of the continuous LLL. Recall that our goal is to find a
continuous solution to the CSP B. By Theorem 3.2, B has a continuous solution provided that

p(B) - vdeg(B)°d®B) < 1.
Using Claims 4.5, 4.6, and 4.7, we may write
p(B) - vdeg(B)°*®) < pMI(a|p[T)2 = a2 MpM,

where a and b are functions of ¢, |D|, and |R| given by Claims 4.6 and 4.7. It remains to observe
that since 0 < b < 1, the desired inequality

a?| MMM < 1
holds as long as |M] is large enough (as a function of ¢, |D|, and |R]).
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4.2. Proof of Lemma 1.9

In the remainder of §4, we prove Lemmas 1.8 and 1.9. We start with Lemma 1.9, since its proof
follows more straightforwardly from Lemma 4.1. For convenience, we restate Lemma 1.9 here:

Lemma 1.9. Let F c T be a finite symmetric set with 1 ¢ F. Fix integers £ > |F| + 1, m > 1 and
let 7: Col(F,¢) — m! be a continuous I'-equivariant map. Then there exists a subshift Z < Col(F, ¢)
with the following properties:

e for all z€ Z, Stab(w(z)) = Stab(r); and

e every free Borel action I' & X on a Polish space admits a Borel I'-equivariant map X — Z.

PROOF. We may assume that 7 is not constant, since otherwise we can just take Z = Col(F,¢).
Let p: Col(F,f) — m be the (continuous) function such that = = 7,. Explicitly,
p(x) == w(x)(1) for all x € Col(F,¥).

Let D < I' be the finite subset given by Lemma 4.1 applied to F, £, m, and p. Without loss of
generality, we may assume that D is symmetric and contains 1.

Fix an arbitrary enumeration ~g, 71, ... of the elements of I'\Stab(7). We recursively define a
sequence of finite sets Ty, Ro, So, 11, R1, S1, ... < T as follows. Set Ty := {1}. Once T, is defined,
let @, = I be any finite subset of I' with |Q,| > |T,,||D|? and set R, := T,,Q,. Let S, be the set S
produced by Lemma 4.1 applied with R = R,, and v = ~,,. After replacing S,, with a superset if
necessary, we arrange so that S, is symmetric, contains 1, and satisfies

S, 2 D’R,R,'D?.
Finally, we let T},41 := S,T},. This construction is done so that the following claim holds:

Claim 1.9.a. Let I' @ X be a free continuous action of I on a zero-dimensional Polish space and
let V. X be a (T,, D)-syndetic clopen set. Then there is a partition V = C 1 U into two clopen
subsets, where C' is (R, D)-syndetic, while U is both (S, D)-separated and (Ty+1, D)-syndetic.

Proof of Claim 1.9.a. Since V is (T, D)-syndetic, the set
Vi={reX: :D zcV}
is Tp,-syndetic. Note that V' is clopen, so we can apply Lemma 2.2 to obtain a clopen maximal

Sp-separated subset U’ < V’/. The maximality of U’ means that V' < S,, - U’, and, since V' is
T,,-syndetic and T},,1 = S, T}, this implies that U’ is T}, +1-syndetic. Define

U:=D-U and C := V\U.
Since U’ is Sy-separated and T),;1-syndetic, U is (Sy, D)-separated and (T},+1, D)-syndetic. It
remains to verify that C is (R, D)-syndetic. To this end, let
C' = V\(D*-U").
Then the set D-C" is disjoint from U, and hence it is a subset of C. We claim that C’ is R,-syndetic,
which implies that C' is (R,, D)-syndetic, as desired. Take any x € X. We need to argue that R, - x

contains a point in C’. Recall that R, = T,,Q,. Since V' is T,,-syndetic, (T,,q - ) n V' # & for all
q € Qn. As every element of V' belongs to at most |T,,| sets of the form T,,q - x, we conclude that

|Qn|
T

On the other hand, since U’ is S,-separated and S,, 2 D?R,, R,,' D?, there is at most one point
y e U with (R, - z) n (D?-y) # @. Therefore,

(Ro-2) 0 (D*U')] < |DP2 (47)
From (4.6) and (4.7), it follows that |(R, - ) n C’| > 0, and we are done. —

(Ry-z)n V| = > |DJ% (4.6)
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For each n e N, let Z,, < Col(F, ¢) be the set of all colorings z € Col(F,¢) such that
dJoeS, : plo-z) # ploym - 2).

Since p is continuous, Z, is a relatively clopen set in Col(F,¢). Also, if z € Z,,, then 7(2) # 7(vy - 2),
i.e., 7n ¢ Stab(m(z)). Therefore, the set

z=1)0 2

n=0¢el’

is a subshift contained in Col(F,¢) with the property that Stab(w(z)) = Stab(w) for every z € Z.
To finish the proof of Lemma 1.9, it remains to argue that every free Borel action of I' on a Polish
space admits a Borel I'-equivariant map to Z.

Let I' @ X be a free Borel action on a Polish space X. By replacing the topology on X with a
finer one if necessary, we may assume that X is zero-dimensional and the action I' @ X is continuous
[Kec95, §13]. Set G := G(X, F). Iterative applications of Claim 1.9.a yield a sequence of clopen
subsets Cy, Uy, C1, U1, Co, Us, ... of X such that Cy = @, Uy = X, and for all n € N,

o U, = Cn+1 U Upy1, and

e the set Cp41 is (Ry, D)-syndetic, while Uy 41 is (Sp, D)-separated and (75,41, D)-syndetic.
We then use Lemma 4.1 repeatedly to obtain an increasing sequence @ = fy S f1 € fo S ... such
that for each n € N, f,,+1 is a continuous proper ¢-coloring of G[Cy L C1 U ... 1 Cp41] satisfying

VeeXdoeS, : o-x#,4,,, 0V T (4.8)

Let f: X — ¢ be any Borel proper f¢-coloring of G extending Uf:o fn- (Such a coloring f exists by
the Borel version of Lemma 2.3, the proof of which can be found, e.g., in [BC21, Corollary 2.2].) We
claim that the map 7y is as desired, i.e., m;(X) < Z. Indeed, since f is a proper ¢-coloring of G, we
have 7(X) < Col(F, /). Since f is an extension of f,41, (4.8) implies that for all z € X,

doeS, : plrs(o-x)) # p(rf(oym - x)).
Therefore, 7¢(x) € Z, for all z € X and n e N, i.e., 74(X) < Z, as desired. [ ]

4.3. Proof of Lemma 1.8
4.3.1. Preparation

To prove Lemma 1.8, we will need the following consequence of Lemma 4.1:

Corollary 4.8. Fix an integer k > 2, a finite set R < I', and a group element v # 1. Then there is
a finite set S < I with the following property. Let I' & X be an S-free continuous action of I' on
a zero-dimensional Polish space X and let X = Cy u C u U be a partition of X into clopen sets,

where C' is R-syndetic and U is S-separated. Then every continuous function fy: Cy — k can be
extended to a continuous function f: Cy u C — k such that

VeeX3doeS : {o-z,0v-2} € CouC and f(o-xz) # f(oy-x).

PROOF. The Cayley graph G(I', @) has no edges, so Col(@, k) = k. Using this observation, we
apply Lemma 4.1 with F = @, £ = m = k, and the function p: k' — k given by

p(z) == x(1) for all z e k",

In the notation of §4.1, we can then take W = {1}. It is also clear that H = {1}, which implies
that @ = {1}, and hence D = {1} as well. The desired conclusion now follows by Lemma 4.1. W

We remark that Corollary 4.8 is a slight strengthening of [Ber21, Lemma 4.1] and can be established
using essentially the same proof (which is considerably less technical than the proof of Lemma 4.1
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given in §4.1). Specifically, [Ber21, Lemma 4.1] is the special case of Corollary 4.8 when k = 2 and
the action I' @ X is assumed to be free rather than S-free.
The following statement is proved by applying Corollary 4.8 iteratively:

Lemma 4.9. Fix integers k > 2 and m > 1 and let p: Free(k') — m be a continuous function.
Given finite subsets D, T' c I', there exist:
e a subshift Z < kb,
e a continuous map p: Z — m, and
e a finite set S T’
with the following properties.
(I) For each z € Z, there is z* € Free(k") such that
(Ia) for all 6 € D, z(d) = z*(d); and
(Ib) for all§ € D, p(6-z) = p(d - z*).
(IT) Let I & X be an S-free continuous action of I on a zero-dimensional Polish space X and let

Co € X be a clopen set such that its complement X\Cy is T-syndetic. Then every continuous
map fo: Cy — k can be extended to a continuous map f: X — k with 74(X) € Z.

PROOF. This argument is a modification of the proof of Theorem 1.2 given in [Ber21, §4.C] and is
similar to the proof of Lemma 1.9 given in §4.2. Fix an enumeration 7g, 71, ... of the non-identity
elements of I'. We recursively define a sequence of finite sets Ty, Rg, So, 11, R1, S1, ... < I' as
follows. Let Ty :=T. Once T, is defined, let §,, be any group element such that T,, n (T),0,,) = &
(such 6, exists since I' is infinite) and set R, = T, u (T,,d,). Let S, be the set S produced by
Corollary 4.8 applied with R = R,, and v = -,,. After replacing .S,, with a superset if necessary, we
arrange so that S, is symmetric, contains 1, and includes R, R, L Finally, we let T11 == SpT.
This construction is done so that the following claim holds:

Claim 4.9.a. Let I' © X be an Sy,-free continuous action of I' on a zero-dimensional Polish space
and let V € X be a T,-syndetic clopen set. Then there is a partition V = C' 1 U into two clopen
subsets, where C' is R,-syndetic, while U is both Sy-separated and T}, 1-syndetic.

Proof of Claim 4.9.a. By Lemma 2.2, we can let U be a clopen maximal S),-separated subset of V
and define C' := V\U. The maximality of U means that V < S,, - U, and since V' is T},-syndetic and
Th+1 = SpT,, this implies that U is T;,+1-syndetic, as claimed. To see that C' is R,-syndetic, take
any x € X. We need to argue that R, - x contains a point in C. Recall that R, = T,, u (T,0y).
Since V' is T),-syndetic, the sets T, - x and T},0,, - x each contain a point in V. Since the sets T, and
T,0, are disjoint and the action I' & X is R, R, !-free, we have |(R,, - ) n V| = 2. On the other
hand, |(R,, - x) n U| < 1 since U is R, R, !-separated. Therefore, |(R,, - ) n C| > 1, as desired.

For each n € N, let Z, < k' be the set of all mappings z: I' — k such that
dJoeS, : z(o) # z(oVm).
The set 2, is clopen, and if z € Z,, then 7, - z # z. Hence, the set

2t = ()[)62n)

n=0 6T’
is a free subshift. (We have not yet shown that Z* is nonempty.) For each N € N, we also let

N-1
Zoy = (1[0 2.

n=0 eI’

Then Z_p is a subshift and Z* = ﬂvﬁ:o Z_n (where the intersection is decreasing). We will argue
that the conclusion of Lemma 4.9 holds with Z = Z_y for any large enough N.
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Claim 4.9.b. For every large enough N € N, there exists a continuous map p: Z-n — m such that
for each z € Z_y, there is z* € Z* with the following properties:

(a) for all § € D, z(0) = z*(9); and
(b) foralld e D, p(d-z) = p(d-z%).
Proof of Claim 4.9.b. Since Z* is compact and p is continuous, there is a finite set W < I" such

that for every z* € Z*, the value p(z*) is determined by the restriction of z* to W. Observe that
for all large enough N € N and for each z € Z_y,

*eZ*VSeDUW UWD : 2(8) = 2*(6). (4.9)

Indeed, let © be the set of all z € k! for which (4.9) fails. Whether or not z € 2 only depends on
the restriction of z to D U W U WD, so  is a clopen subset of k. Furthermore, Q n Z* = @& by

definition. Since k' is compact and Z* = Qﬁzo Z_n, we conclude that Q n Z_ny = @ for all large

enough N € N, as desired. Now, for any large enough N, we can define a function p: Z.ny — k by

pz)=1 <= *eZ* . pi*)=iand |y = z|lw
— VZFeZ': Zlw =zlw = p(¥) =1
The two definitions given above are equivalent since for each z* € Z*, the value p(z*) is determined
by the restriction of z* to W. By construction, j(z) is determined by z|w, so g is continuous. Finally,

take any z € Z_n. By (4.9), there is z* € Z* such that forall § e DU W 0 WD, 2(§) = 2*(0). It is
clear that this choice of z* fulfills conditions (a) and (b). —

Let Z = Z_p for any large enough N and let p: Z — m be given by Claim 4.9.b. Also, let

N-—1
S = U Sh.
n=0

Claim 4.9.b yields properties (Ia) and (Ib), so it remains to verify (II). To this end, let I' & X be
an S-free continuous action of I" on a zero-dimensional Polish space X and let Cy, fy be as in (II).

Since the set X\Cy is T-syndetic, we may iteratively apply Claim 4.9.a in order to obtain a sequence
of clopen subsets Uy, C1, Uy, Ca, Us, ... of X such that Uy := X\Cj and for all n e N,

o U, =Chy1uUpyg; and
e the set C,,41 is R,-syndetic, while U, is Sy,-separated and T, 1-syndetic.

We then use Corollary 4.8 repeatedly to obtain an increasing sequence fy S fi S f2 € ... such that
foreach ne N, f,11: CouCi ... uChi1 — k is a continuous function satisfying

Vee X dJoeS, : {o-x, 0v, -2} € dom(fpt1) and frnii(o-z) # for1(oym - ). (4.10)

Let f: X — k be an arbitrary continuous extension of fy (for instance, we may set f(z) := 0 for all
x ¢ dom(fn)). We claim that f is as desired, i.e., that 77(X) < Z. Indeed, since 7 is I'-equivariant,
it suffices to argue that 7¢(z) € Z, for all z € X and n < N, i.e., that for all z € X and n < N,

doeS, : wp(x)(o) # mp(x)(om).
Using the definition of ¢, we can rewrite the latter statement as
doeSn o flo-x) # flom - x),

which holds by (4.10) since f is an extension of f, ;1. |
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4.3.2. The proof

In the remainder of this subsection, we prove Lemma 1.8. For convenience, we restate it here:

Lemma 1.8. Let S be an SFT and let 7: Free(k') — S be a continuous T'-equivariant map for
some k > 2. Then there exist a finite symmetric set F < I with 1 ¢ F, an integer £ > |F| + 1, and
a continuous I'-equivariant map 7: Col(F,¢) — S such that Stab(7) = Stab(m).

PrOOF. We may assume that 7 is not constant, since otherwise we can just take 7 to be constant
as well. Say S € m!' for some m > 1 and let p: Free(k") — m be the function such that 7 = T, €.,

p(z) = m(x)(1) for all z € Free(k").
Since S is of finite type, there exist a finite window W < I' and a set ® < m" such that
S={xem' : (y-z)|wedforal yeT}. (4.11)

Without loss of generality, we may assume that W is symmetric and contains 1.
At this point, it is instructive to notice that Lemma 4.9 easily yields most of Lemma 1.8:

Claim 1.8.a. There exist a finite symmetric set F' c I" with 1 ¢ F, an integer { > |F| + 1, and a
continuous I'-equivariant map 7: Col(F,{) — S.

Proof of Claim 1.8.a. Apply Lemma 4.9 to k, m, and p and with D = W and T' = {1}. This yields
a subshift Z < k', a continuous map j: Z — m, and a finite set S < T satisfying (I) and (II).
In particular, since D = W, statements (4.11) and (Ib) imply that 7;(Z) < S. Without loss of
generality, we may assume that .S is symmetric and contains 1. Take

F = S\{1} and ¢ := |F|+1.

The shift action I' & Col(F, ) is S-free, so we may apply part (IT) of Lemma 4.9 to X = Col(F’¢)
with Cy = @ and fy = @. This yields a continuous map f: Col(F,¥¢) — k with 7¢(Col(F,/)) < Z.
The composition 7 := 75 o 7y is a continuous I'-equivariant map from Col(F,¢) to S, as desired.

The only issue with Claim 1.8.a is that it gives no control over Stab(7). To ensure that Stab(7) =
Stab(m), we shall invoke the same construction, but starting with a carefully chosen function fj.
Our argument proceeds in several stages.

Stage 1: Constructing sets D and T'. To begin with, we define the sets D and T" to which Lemma 4.9
will be applied. Since p is not constant, there are two points ag, a; € Free(k") with

plag) # p(ar).

Using the continuity of p, we obtain a finite set A < I' such that for all x € Free(k"), p(x) = p(ao)
or p(z) = p(a1) whenever = agrees with ag or a; respectively on A. Without loss of generality, we
may assume that the set A is symmetric and contains 1.

Next, given any group element v ¢ Stab(r), we can pick some b, € Free(k') and o, € I' so that

p(oy - by) # p(oy7 - by).
Since p is continuous, there is a finite set B, = I' such that for all x € Free(k!),
z|lp, = bylp, = ploy-z) = p(oy-by) and p(oyy-x) = p(oyy - by).
In particular, every point z € Free(k!) that agrees with b, on B, satisfies
ploy -x) # ployy - ).
By replacing each B, with a superset if necessary, we may assume that B, is symmetric and
{1, 0, 047} < B,.
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Now we let Tj) be an arbitrary finite symmetric subset of I" with 1 € Ty and |Ty| > |A|. Define
B = | J{B, : v € AT; A\Stab()}.

Let D =W u Au B u Stab(r). (Note that Stab(r) is finite by Proposition 1.3, so D is finite as
well.) Then we let 77 be an arbitrary finite symmetric subset of I" such that 1 € T} and |T1| > |To|| B,
and define T := TyT.
Stage 2: Defining F' and £. Applying Lemma 4.9 to the sets D and T from Stage 1 yields

e a subshift Z < kT,

e a continuous map p: Z — m, and

e a finite set S I’
satisfying conditions (I) and (II). We may assume that S is symmetric and 1 € S. Let

F = (TyuTyuDuS)% {1} and (= |F|+4.
Note that the shift action I' & Col(F, ¢) is F-free. In particular, it is S-free, so Lemma 4.9(II) can
be applied to it. We will show that the conclusion of Lemma 1.8 holds with this choice of F' and Z.
Stage 3: Constructing Cy and fy. For i € {0,1}, let J; be the clopen subset of Col(F,¢) given by
J; = {x e Col(F,¢) : (1) =i and z(5) = 2 for all 6 € ATZA\{1}}.

Note that Jy n J; = @. Moreover, the union Jy u Jp is ATOQA—separated. In particular, the sets
A-Jyand A - Jp are disjoint, so we can set

A = (AJ()) [ (AJl)

Since the shift action T' & Col(F,¢) is A2-free, for each point y € 2, there is precisely one choice of
x € Jou Ji and o € A such that y = o - z. Thus, we can define a continuous function g: % — k by

gla-x) = a;j(a) forall x € J; and a € A.

In other words, g is obtained by copying a;|4 to A -z for all x € J;.
Using Lemma 2.2, we let K be a clopen maximal BTT~!B-separated subset of Col(F,¢)\(B - 2l).
(Here we are using that the shift action T' & Col(F,¢) is BTT ! B-free.)

Claim 1.8.b. The set K is infinite.

Proof of Claim 1.8.b. It is easy to construct infinitely many distinct proper colorings of the Cayley
graph G(I', F) using the colors 2, 3, ..., £ — 1. For instance, one can assign the color 2 to an
arbitrary vertex of G(I', F') and then use only the colors 3, ..., £ — 1 on the remaining vertices (this
is possible since the list 3, ..., ¢ — 1 includes £ — 3 = |F| + 1 colors). If z € Col(F,¢) is a coloring
that only uses the colors 2, 3, ..., £ — 1, then the orbit of z under the shift action I' & Col(F, ¢)
is disjoint from 2, and, in particular, = ¢ B - 2. Thus, the set Col(F,¢)\(B - %) is infinite. Since
Col(F,0)\(B-A) € BTT !B - K, this implies that K must be infinite as well. —

Since the set K is infinite, we may partition it as
K = | |K,,
&t

where the union is over all v € AT§ A\Stab(7) and each K., is nonempty and clopen. Set B := B- K.
Then for each point y € B, there is precisely one choice of z € K and § € B such that y = 5 - x.
Therefore, we can define a continuous function h: 8 — k by

h(B-x) = by(B) forallze K, and e B. (4.12)

In other words, we copy by|p onto B -z for each x € K.
Since K < Col(F,¢)\(B - 2), the sets 2 and B are disjoint. Thus, we can take the disjoint union
Co =20 uB and let fy: Cy — k be the function that is equal to g on & and h on B.
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Stage 4: Using Lemma 4.9. To apply part (II) of Lemma 4.9 to the function fy constructed in
Stage 3, we need to verify that the set Col(F,¢)\Cp is T-syndetic.

Claim 1.8.c. The set Col(F,¢)\Cy is T-syndetic.

Proof of Claim 1.8.c. We first show that the set Col(F,¢)\2l is Tp-syndetic. To this end, take any
x € Col(F, ¢). We have to show that (T - x)\2 # @. Note that |Tj - x| = |To|, since the shift action
I' & Col(F, ¢) is Tp-free. By construction, the set Jy L J; is AT§ A-separated, so there is at most
one point y € Jo 1 Jy with (Tp - z) n (A - y) # @. Hence, (T - x)\2A| = |To| — |A| > 0, as desired.

Now we need to show that for every = € Col(F,¢), (T - x)\Co # @. Recall that T' = TyT}. Since
the set Col(F, £)\2 is Ty-syndetic, (To7 - )\ # & for all 7 € T;. Therefore,

[(T-2)\A| = asi] > |B|. (4.13)
|Tol
The set K is BTT ! B-separated, so there is at most one y € K with (T -z) n (B -y) # @. Hence,
(T -z)nB| < |B|. (4.14)
From (4.13) and (4.14), it follows that |(T" - z)\Cop| > 0, and we are done. —

Thanks to Claim 1.8.c and since the action I' & Col(F, £) is S-free, we may apply Lemma 4.9(1I)
and obtain a continuous function f: Col(F,¢) — k that extends fp and satisfies

mr(Col(F,0)) < Z.
We claim that the composition 7 := 75 o 7 satisfies the conclusion of Lemma 1.8.

Stage 5: Finishing the proof. Since D 2 W, statements (4.11) and (Ib) imply that 7;(Z) < S. Thus,
7 is a continuous I'-equivariant map from Col(F, ¢) to S. It remains to verify that Stab(7) = Stab(mw).
We start with the easier inclusion Stab(7) 2 Stab(w):

Claim 1.8.d. Stab(7) 2 Stab(n).

Proof of Claim 1.8.d. It suffices to show that Stab(7;) 2 Stab(m). To this end, we first claim that
for all z € Z and ~y € Stab(r), p(z) = p(7y- z). Indeed, since D 2 Stab(), by part (Ib) of Lemma 4.9,
there is a point z* € Free(k") such that p(z) = p(z*) and j(vy - 2) = p(v - 2*). But v € Stab(m(2*)),
so in particular p(z*) = p(y - z*), as claimed. Now take any z € Z and « € Stab(w). Since Stab()
is a normal subgroup of I, for each ¢ € I", we have

plo-z) = ployo™" - (0-2)) = ploy - 2).
This means that 75(2) = 7;5(7 - 2), i.e., v € Stab(m;(2)), as desired. —
In the next two claims we reap the fruits of the labor we invested in the construction of fy.
Claim 1.8.e. If x € J; for some i € {0,1}, then p(ns(x)) = p(a;).

Proof of Claim 1.8.e. Set z := ms(z). Since D 2 A, Lemma 4.9(I) yields a point 2* € Free(k') such
that p(z) = p(z*) and z|4 = 2*|4. As x € J; and f extends g, we have z|4 = a;|4. Therefore, z*
agrees with a; on A and hence, by the choice of A, p(z*) = p(a;), as desired. —

Claim 1.8.f. If z € K, for some v € AT§ A\Stab(), then p(o, - wf(x)) # ployy - m(2)).

Proof of Claim 1.8.f. Set z := ms(x). Since D 2 B 2 B, 2 {0,047}, Lemma 4.9(I) gives a point
z* € Free(k") such that p(o, - z) = p(oy - 2*), ployy - z) = ployy - 2*), and z|p, = z*|p,. Since
r e K, and f extends h, we have z|p, = by|p,. Therefore, z* agrees with b, on B, and hence, by
the choice of By, p(oy - 2*) # p(o4y - 2¥), as desired. —

Finally, we are ready to establish the inclusion Stab(7) < Stab(n):
Claim 1.8.g. Stab(7) < Stab(mw).
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Proof of Claim 1.8.g. Take any group element ~ ¢ Stab(w). We have to find a point = € Col(F,¥)
such that 7(z) # 7(y - x). We consider two cases.

Case 1: 7 ¢ ATZA. Since v # 1, the mapping 1 — 0, v — 1 is a proper partial coloring of the
Cayley graph G(T', F'). The list 2, 3, ..., ¢ — 1 includes £ — 2 > |F| + 1 colors, so this mapping can
be extended to a coloring z € Col(F,¢) such that z(8) > 2 for all § ¢ {1,~}. Since v ¢ ATZA, we
have x € Jy, while v -z € J;. By Claim 1.8.e,
prs(x)) = plao) # plar) = p(my(y - ),
e, (z)(1) # 7(y-x)(1). Therefore, 7(x) # 7(y - ), as desired.
Case 2: v € AT A\Stab(r). Take any z € K,,. By Claim 1.8.f, we have
ploy - mp(x)) # ployy - ms(x)),

ie., 7(z)(oy) # 7(y-x)(0y). Therefore, 7(x) # 7(7y - z), and we are done. -

Together Claims 1.8.d and 1.8.g imply that

Stab(7) = Stab(w),

which completes the proof of Lemma 1.8. |
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