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By a theorem of Johansson, every triangle-free graph G of
maximum degree A has chromatic number at most (C +
o(1))A/log A for some universal constant C' > 0. Using
the entropy compression method, Molloy proved that one
can in fact take C = 1. Here we show that for every q >
(14 0(1))A/log A, the number ¢(G, q) of proper g-colorings
of G satisfies

«(Gg) > (1 - %>m((1 o))",

where n = |V(G)| and m = |E(G)|. Except for the o(1) term,
this lower bound is best possible as witnessed by random A-
regular graphs. When ¢ = (1+0(1))A/log A, our result yields
the inequality

(Gua) = exp (1= o(1) 5 %0)

which improves an earlier bound of Iliopoulos and yields
the optimal value for the constant factor in the exponent.
Furthermore, this result implies the optimal lower bound
on the number of independent sets in G due to Davies,
Jenssen, Perkins, and Roberts. An important ingredient in
our proof is the counting method that was recently developed
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by Rosenfeld. As a byproduct, we obtain an alternative
proof of Molloy’s bound x(G) < (1 + o(1))A/logA using
Rosenfeld’s method in place of entropy compression (other
proofs of Molloy’s theorem using Rosenfeld’s technique were
given independently by Hurley and Pirot and Martinsson).
© 2023 Elsevier Inc. All rights reserved.

1. Introduction
1.1. Counting colorings

All graphs in this paper are finite, undirected, and simple. A celebrated theorem
of Johansson [19] says that every triangle-free graph G of maximum degree A satisfies
X(G) < (C+o0(1))A/log A for some universal constant C' > 0. (Here and throughout the
paper, o(1) indicates a function of A that approaches 0 as A — 00.) The best currently
known value for the constant C' is given by the following result of Molloy:

Theorem 1.1 (Molloy [23]). If G is a triangle-free graph of mazimum degree A, then

G) < (1 1 .
X(@) < 1+ o)

In this paper we establish a lower bound on the number ¢(G, ¢) of proper g-colorings
of G when ¢ > (1 +0(1))A/log A (i.e., when G is g-colorable by Theorem 1.1). Here is
our main result:

Theorem 1.2. For each ¢ > 0, there is Ay € N such that the following holds. Let G
be a triangle-free graph of mazximum degree at most A = Ag. Then, for every q >
(14+¢e)A/log A, we have

n\" "
G > (1-1) (@ - 0" (1)
where n = |V(G)|, m = |E(G)|, and 6 = 4exp(A/q)/q.

It was shown by Csikvari and Lin [9, Corollary 1.2] that if G is bipartite, i.e., G has
no odd cycles, then ¢(G,q) > (1 —1/q)™q" for all ¢ > 1 (this is a special case of the
so-called Sidorenko conjecture on the number of homomorphisms from a bipartite graph
G to a fixed graph H [29]). Our result asserts that approximately the same lower bound
holds for triangle-free graphs G, under the assumption that ¢ > (14 o(1))A/log A.

The bound in Theorem 1.2 has a natural probabilistic interpretation. Suppose G is
a graph with n vertices and m edges. If we assign a color from [¢] == {1,..., ¢} to each
vertex of G independently and uniformly at random, what is the probability p(G,q)
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that the resulting g-coloring is proper? This problem is equivalent to computing ¢(G, q)
since p(G, q) = ¢(G, q)/q"™. For each edge e € E(G), let D, be the random event that the
endpoints of e get distinct colors. Then P[D.] = 1—1/¢, so if the events (D, : e € E(Q))
were mutually independent, we would have

m

" 1
p(G,q) = (1 — —> , or, equivalently, ¢(G,q) = <1 — —> q".
q q

Theorem 1.2 says that when G is triangle-free and ¢ > (1 4+ €)A/log A, the actual
value of ¢(G,q) is not too much smaller than this “naive” bound. Notice that, since
qg=>(1+e)A/logA,

5— 4. 0008/ 4

q 1+

Jog A~ ATTRE = o(1),
€

which enables us to treat the factor 1 —§ in (1.1) as an error term. (On the other hand,
below the A/log A threshold, i.e., for ¢ < A/logA, the value § tends to infinity as a
function of A.)

It is natural to wonder how sharp our lower bound on ¢(G, q) is. We show that it is
optimal (modulo the error term 1 — §) for all values of A and g¢:

Theorem 1.3. F'ix positive integers A and q. For every sufficiently large n € N such that
An is even, there exists a triangle-free A-reqular graph G with

" n
G < (1-1) (@ (12)
where n = |V(G)|, m = |E(G)| = An/2, and v = 2logn/n.

We prove Theorem 1.3 in §4 by showing that the bound (1.2) holds for the random
A-regular graph with high probability.

Let us now explore some of the consequences that can be derived from Theorem 1.2
by applying it to specific values of ¢q. Perhaps the most natural regime to consider is
when ¢ is close to A/log A, i.e., when ¢ = (1 +¢)A/log A for a small constant € > 0.
Tliopoulos [18, Theorem 1.2] showed that in this case ¢(G, q) is exponentially large in n,
i.e, ¢(G,q) > €™ for some constant ¢ > 0 that only depends on & and A. Specifically,
Tliopoulos’s calculations yield the value of order a = ©(¢/log A). Using Theorem 1.2,
we obtain the optimal value for the constant factor in the exponent, namely a = (1 +
e/(14+¢)—o0(1))log A/2, which significantly improves Iliopoulos’s result (the optimality
follows from Theorem 1.3):

Corollary 1.4. The following holds for each ¢ > 0. Let G be an n-vertex triangle-free
graph of maximum degree at most A. If ¢ = (1+¢)A/log A, then
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o(G,q) > exp ((1 TR o(l)) 1°g2A n) .

1+¢

Proof. A direct calculation using (1.1) and the bounds ¢ > (1 +&)A/log A and m <
An/2. (We are using that log(l 4+ x) ~ z for real z — 0.) O

A curious consequence of Corollary 1.4 is the optimal lower bound on the number of
independent sets in triangle-free graphs due to Davies, Jenssen, Perkins, Roberts:

Corollary 1.5 (Davies—Jenssen—Perkins—Roberts [10, Theorem 2]). Let G be an n-vertex
triangle-free graph of mazimum degree at most A. Then

log? A
2 ')

i(G) > exp ((1 —o(1))
where i(G) denotes the number of independent sets in G.

Proof. Fix any € > 0 and set ¢ := (1 + ¢)A/log A. Since a proper g-coloring of G is
a sequence of ¢ independent sets in G that partition V(G), we have ¢(G,q) < i(G)?.
Therefore, by Corollary 1.4,

2

i(G) > ¢(G,q)"7 > exp (<1 - (1_“;75)2 - 0(1)) 1052%) .

As e can be taken arbitrarily small, the desired result follows. O

We find it intriguing that the crude way of bounding the number of colorings by
counting independent sets employed in the above proof of Corollary 1.5 actually yields
the optimal result (modulo the lower order term in the exponent).

Theorem 1.2 also has interesting consequences for larger values of ¢, e.g., for g = A+1:

Corollary 1.6. Let G be an n-vertex triangle-free graph of maximum degree at most A.
Then

(G, A+1) > (% _0(1))n.

Proof. Follows by substituting A + 1 for ¢ in (1.1) and using the bound m < An/2. O

Even though every graph of maximum degree A is (A + 1)-colorable, the conclusion
of Corollary 1.6 may fail for graphs that are not triangle-free. For instance, if G is a
disjoint union of n/(A +1) cliques of size A+ 1, then, using Stirling’s formula, we obtain

€

(G A+1) = (A+1DHAFD = <é+o(A))n,

which is less than the bound in Corollary 1.6 roughly by a factor of /e".
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1.2. Counting DP-colorings

Molloy proved his Theorem 1.1 not just for the ordinary chromatic number x(G), but
also for the list-chromatic number x,(G). In fact, as shown in [3], the same upper bound
holds in the more general setting of DP-coloring (also known as correspondence coloring),
introduced by Dvofdk and Postle [14]. Recall that in the context of list-coloring, each
vertex v of a graph G is given its own list L(v) of colors to choose from, and the goal
is to find a proper L-coloring of G, i.e., a mapping f such that f(v) € L(v) for all
v € V(G) and f(u) # f(v) whenever uv € E(G). (Ordinary coloring is a special case of
this when all lists are the same.) DP-coloring further generalizes list-coloring by allowing
the identifications between the colors in the lists to vary from edge to edge. Formally,
DP-coloring is defined using an auxiliary graph called a DP-cover:

Definition 1.7. A DP-cover of a graph G is a pair H = (L, H), where H is a graph
and L is an assignment of subsets L(v) C V(H) to the vertices v € V(G) satisfying the
following conditions:

o The family of sets (L(v) : v € V(G)) is a partition of V(H).

o For each v € V(G), L(v) is an independent set in H.

o For u, v € V(G), the edges of H between L(u) and L(v) form a matching; this
matching is empty whenever uv ¢ E(G).

We call the vertices of H colors. For o € V(H), we let v,, denote the underlying vertex
of ain G, i.e., the unique vertex v € V(G) such that o € L(v). If two colors «, 5 € V(H)
are adjacent in H, we say that they correspond to each other and write a ~ .

An H-coloring is a mapping f: V(G) — V(H) such that f(v) € L(v) for allv € V(G).
Similarly, a partial #-coloring is a partial map f: V(G) --» V(H) such that f(v) € L(v)
for all v € dom(f). A (partial) H-coloring f is proper if the image of f is an independent
set in H, i.e., if f(u) = f(v) for all u, v € dom(f).

A DP-cover H = (L, H) is g-fold for some ¢ € N if |L(v)| = ¢ for all v € V(G). The
DP-chromatic number of G, denoted by xpp(G), is the smallest ¢ such that G admits
a proper H-coloring with respect to every g-fold DP-cover H.

To see that list-coloring is a special case of DP-coloring, consider the following con-
struction. Suppose that each vertex v of a graph G is given a list L(v) of colors to choose
from. Define

L'(v) = {(v,a) : a € L(v)}

(thus, the sets L'(v) for different vertices v are disjoint) and let H be the graph with
vertex set

V(H) = {(v,a) : veV(GQ), a € L(v)}
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in which vertices (v,«) and (u, 8) are adjacent if and only if uv € E(G) and o = f.
Then H := (H,L’) is a DP-cover of G and there is a natural one-to-one correspondence
between the proper L-colorings and the proper H-colorings of G.

We prove the following generalization of Theorem 1.2:

Theorem 1.8. For each € > 0, there is Ag € N such that the following holds. Let G be a
triangle-free graph of mazimum degree at most A = Ag. Then, for allq > (1+¢e)A/log A
and every q-fold DP-cover H of G, the number of proper H-colorings of G is at least

(1-3) -0

where n = |V(G)|, m = |E(G)|, and 6 = 4exp(A/q)/q.

The problem of counting DP-colorings was studied by Kaul and Mudrock in [20],
where they introduced the DP-color function Ppp(G, q). By definition, Ppp (G, q) is the
minimum number of proper H-colorings of G taken over all ¢g-fold covers H of G. Using
this terminology, we can say that Theorem 1.8 provides a lower bound on Ppp(G, q) for
triangle-free graphs G of maximum degree A when ¢ > (1 + o(1))A/log A.

An interesting feature of the lower bound given by Theorem 1.8 is that it is sharp
(modulo the error term 1 — §) for every graph G, as was shown by Kaul and Mudrock:

Theorem 1.9 (Kaul-Mudrock [20, Proposition 16]). For every graph G with n vertices
and m edges and every q > 1, there is a q-fold DP-cover H of G such that the number
of proper H-colorings of G is at most (1 —1/q)™q™.

1.8. QOwerview of the proof

In this subsection we outline the key ideas that go into the proofs of our main results.
For simplicity, we shall focus on Theorem 1.2; the more general argument needed to
establish Theorem 1.8 in the DP-coloring setting is virtually the same, except for a few
minor technical changes.

Let G be a triangle-free graph of maximum degree at most A and let ¢ > (1 +
€)A/log A. Our approach is inspired by Molloy’s proof of the bound x(G) < ¢ (i.e., of
Theorem 1.1). To explain Molloy’s strategy, we need to introduce some notation and
terminology. Let f: V(G) --» [q] be a proper partial g-coloring of G. For each vertex
v € V(G), we let Ly(v) be the set of all colors @ € [g] such that no neighbor of v is
colored a. Also, for a € [¢], let deg (v, v) be the number of uncolored neighbors u of v
such that o € Ly(u). Define the following numerical parameters:

q

d d= ————.
o 50 exp(A/q)

L q
£ = Sen(d/)

The partial coloring f is good if it satisfies the following two conditions:
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o for every uncolored vertex v, |Ly(v)| > ¢; and
o for every uncolored vertex v and a € Ly (v), degs(a,v) < d.

In order to find a proper g-coloring of G, Molloy establishes two auxiliary results:

(M1) G admits a good proper partial g-coloring.
(M2) Every good partial coloring can be extended to a proper g-coloring of the entire
graph G.

Statement (M2) is proved using the Lovasz Local Lemma and is by now standard (its first
appearance is in the paper [27] by Reed; see also [24, §4.1] for a textbook treatment). On
the other hand, Molloy’s proof of (M1) was highly original and combined several novel
ideas. In particular, it relied on a technique introduced by Moser and Tardos in [25] and
called the entropy compression method (the name is due to Tao [30]). Initially designed
as a means to establish an algorithmic version of the Lovasz Local Lemma, entropy
compression has by now become an invaluable tool in the study of graph coloring; see,
e.g., [15,6,13] for a sample of its applications. An alternative approach—with the so-called
Lopsided Lovész Local Lemma taking the place of entropy compression—was developed
by the first named author in [3]. The ideas of [23] and [3] have been pursued further by
a number of researchers in order to strengthen and extend Theorem 1.1 in various ways
[5,11,12].

Very recently, Rosenfeld [28] discovered a remarkably simple new technique that can
be used as a substitute for entropy compression. A number of applications of Rosenfeld’s
method to (hyper)graph coloring appear in the paper [31] by Wanless and Wood, which
also describes a general framework for applying Rosenfeld’s technique to coloring prob-
lems. One benefit of Rosenfeld’s approach (in addition to its simplicity) is that it not only
proves the existence of an object with certain properties (such as a coloring), but also
gives a lower bound on the number of such objects. This makes it particularly well-suited
for our purposes. As a byproduct of our proof of Theorem 1.2, we obtain a new simple
proof of (M1) (and hence of Molloy’s Theorem 1.1) using Rosenfeld’s technique in lieu
of entropy compression or the Lopsided Lovasz Local Lemma. We should remark that
entropy compression-style arguments can also be used to obtain counting results (this
is the approach taken by Iliopoulos in [18]), and it is quite likely that bounds similar or
even equivalent to ours can be established by other methods. However, we found that
Rosenfeld’s technique works especially well for this problem, and we believe that this
application of inductive counting to graph coloring is interesting in its own right. We
also note that a different proof of Molloy’s theorem using Rosenfeld’s method was given
in [17] by Hurley and Pirot and simplified by Martinsson [21] (their work was carried
out independently from ours).

Let us now describe the main steps in our argument in more detail.
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Besides the use of the entropy compression method, Molloy’s proof of (M1) involved
another novel ingredient, namely a version of the coupon-collector theorem for el-
ements drawn uniformly at random from sets of varying sizes [23, Lemma 7]. Our
proof uses this result as well. In fact, we need a slightly stronger version of it, because
in our setting ¢ may be significantly larger than (14¢)A/log A and because we need
the error bounds to be more precise. We state and prove this strengthening in §3.2.
Next, in §3.3, we give a lower bound on the number of proper partial colorings of
G. This is done via an analysis of the greedy coloring algorithm. That is, we color
the vertices of G one by one, where each next vertex is either left uncolored or
assigned an arbitrary color that has not yet been used by any of its neighbors. Using
the coupon-collector result from §3.2, we argue that, on average, each vertex will
have many available colors to choose from, which yields the desired lower bound on
the total number of proper partial colorings. The bound we obtain here is already
sufficient to deduce the lower bound on the number of independent sets in G given
by Corollary 1.5.

In §3.4 we use a version of Rosenfeld’s method to argue that a fairly large fraction
of all proper partial colorings of G are good (in particular, a good coloring exists).
Combined with the result in §3.3, this yields a lower bound on the number of good
colorings.

As mentioned earlier, a simple application of the Lovasz Local Lemma shows that
every good partial coloring f can be extended to a proper coloring of G. We need
to know not only that such an extension exists, but also how many such extensions
there are. Thankfully, the Lovasz Local Lemma can be used to derive an explicit
lower bound on the probability that a random extension of f is proper, which can be
translated into a lower bound on the number of such extensions. This is accomplished
in §3.5.

Finally, in §3.6, we combine all the above results to derive a lower bound on the
number of proper colorings of GG. Some care has to be taken because the same
proper coloring of G may arise as an extension of several good partial colorings.
Nevertheless, we are able to use a double counting argument to account for this and
obtain the desired result. Curiously, the double counting at this stage is the main
contributor to the error term 1 — ¢ in the statement of Theorems 1.2 and 1.8.

Probabilistic preliminaries

The following is a standard form of the Chernoff inequality:

Lemma 2.1 (/22, Theorem 2.3(b)]). Suppose that X1,...,X, are independent random
variables with 0 < X; < 1 for eachi. Let X ==Y | X;. Then, for any s > 0,

P[X > (1+s)E[X]] < exp (—%) .
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We also need a version of the Chernoff bound for negatively correlated random vari-
ables, introduced by Panconesi and Srinivasan [26]. We say that {0,1}-valued random
variables X,..., X,, are negatively correlated if for all I C {1,2,...,m},

P

(X = 1}] <[[Pxi=1].

el i€l

Lemma 2.2 (/26, Theorem 3.2/, [23, Lemma 3]). Let X1, ..., Xy, be {0, 1}-valued random
variables. Set Y; .= 1— X; and X = 2111 X;. If Y1,...,Y,, are negatively correlated,
then

2
P[X < E[X] -] < exp (QEt[X]).

We shall use the Lovasz Local Lemma in the following quantitative form:

Lemma 2.3 (/1, Lemma 5.1.1]). Let A be a finite set of random events. For each A € A,
let T'(A) be a subset of A\ {A} such that A is mutually independent from the events in
AN (T(A)U{A}). If there exists an assignment of reals x : A — [0,1) to the events such
that

VAe A : PlA < x(4) [ a-x(B)),
BeT(A)

then the probability that no event in A happens is at least [] 4. 4(1 — z(A)).

More specifically, we will need the following consequence of Lemma 2.3:
Corollary 2.4 (Quantitative Symmetric Lovdsz Local Lemma). Let A be a finite set of
random events. For each A € A, let T'(A) be a subset of A\ {A} such that A is mutually

independent from the events in A\ (I'(A) U {A}). Suppose that for all A€ A, P[A] <p
and [T'(A)| < D, where p € [0,1) and D € N. If ep(D+ 1) < 1, then

Lo\
> (1-—) .
D+1

Proof. Take 2(A) =1/(D + 1) in the statement of Lemma 2.3. O

3. Proof of Theorem 1.8
3.1. Standing assumptions and notation

Throughout §3, we fix the following data:
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e areal number 0 < e < 1;

e an integer A, assumed to be large enough as a function of ¢;

 an integer ¢ satisfying ¢ > (1 +¢)A/log A;

e a triangle-free graph G of maximum degree at most A with n vertices and m edges;
« a ¢-fold DP-cover # = (L, H) of G.

As mentioned in §1.3, we also define

q

d d = —————.
a 50exp(A/q)

L q
£ Sexn(d/)

The neighborhood N (v) of a vertex v € V(G) is the set of all neighbors of v in G. The
closed neighborhood of v is the set N[v] := N(v) U{v}, and the second neighborhood
N2[v] is the set of all vertices at distance at most 2 from v. For a subset U C V(G), we
write Ny (v) .= N(v)NU and degy; (v) :== [Ny (v)|. Given o € V(H), the notation N(«),
Nla], etc. is defined analogously but with respect to the graph H instead of G. For a set
U CV(G) and a vertex x € V(G) \ U, we use U + x to denote the set U U {x}.

When f is a partial function and f(x) is undefined for some element z, we write
f(x) = blank. Given a partial H-coloring f of G and v € V(G), we let

Ly(w) = {a € L(v) : N(a)nim(f) = 2}.
Also, for each o € V(H), we let
degs(a) = {8 € N(a) : f(vg) = blank and 8 € Lg(vg)}|.
(Recall that vg € V(G) here is the underlying vertex of the color 3.)
3.2. A coupon-collector lemma

In this subsection, we establish a version of the coupon-collector theorem that slightly
generalizes [23, Lemma 7] by Molloy. Our argument closely follows Molloy’s proof.

Lemma 3.1 (Coupon-collector). Let Ly, L1, ..., Ly be finite sets, where k < A and |Lo| =
q (there are no assumptions on |L;| for i € [k]). For each i € [k], let M; be a matching
between Lo and L;. For every i € [k]|, pick an element f(i) uniformly at random from
L; U {blank}, making the choices for different i independently. This defines a random
partial function on the set [k]. Let

Ly == {a € Ly : « is not matched to any f(i)},
and, for each o € Ly, let

deg/(a) == |{i € [k] : f(i) = blank and « is matched to some (3 € L;}|.
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Then the following statements are valid:

’ q
(b) P[ILy| < €] < exp (—5¢°/?).
(¢) P [3a € Lj(v) such that deg'(a) > d] < exp (—ﬁqs/z).

Proof. Without loss of generality, we may assume that L; # & for all i € [k]. For each
a € Ly, let N, be the set of all indices i € [k] such that « is matched to some f € L,.
Define a quantity p(«) by

ZILI

Observe that, since each M; is a matching,

k

1
S <y Y o
a€Lo i=1BeL; '

Notice also that, since ¢ > (1 +¢)A/log A, for large enough A we have
q __1 2

— L > AT > 2 3.2
xp(Ag) (32

(a) Using the inequality 1 — 1/(x 4+ 1) > exp(—1/z) valid for all z > 0, we obtain
- S T (1) 2 X e, (33)
a€Lgi€EN, a€Lg

Applying Jensen’s inequality to (3.3) and using (3.1), we get

k
E[Z)]l > ¢ exp (—5),

as desired. Note that, since k < A, we also have ¢/ exp(k/q) = q/exp(A/q) = 2¢.

(b) For « € Ly, let X,, be the indicator random variable of the event {a € L{} and
let Y, =1 — X,. We claim that the random variables (Y, : « € Lg) are negatively
correlated:

Claim 3.1.a. For any I C Lo, P [N e/ {Ya =1}] <[, P[Ya =1].

Proof of Claim 3.1.a. We first notice that for any I C Ly and o’ € Lo \ I,

Xo=1| > P

ﬂ{Ya = 1}

acl

Ve = 1}] : (3.4)

acl



A. Bernshteyn et al. / Journal of Combinatorial Theory, Series B 161 (2023) 86-108 97

To see this, for each ¢ € [k] and o € Lo, let L; o, be the set of all elements § € L; such
that af € M; (so L; o contains at most one element). To sample f conditioned on the
event X, = 1, we pick each f(i) uniformly at random from (L; \ L; ) U {blank}. As
LiowNL; o=@ forall « € I and ¢ € [k], the removal of L; o+ from L; does not decrease
the probability that for each a € I, there is ¢ € [k] with f(i) € L; , so (3.4) holds. Now,
expanding the left hand side of (3.4), we see that it is equivalent to

1-P X =1| ({Ya =1}

acl

Since { X, = 1} and {Y,s = 1} are complementary events, we see that (3.4) is equivalent
to

P|Yy =1

({Ye =1}

a€cl

P [Ya =1] (3.5)

Applying (3.5) inductively establishes the claim. -

Recalling that E[|Lj|] = 2¢ = ¢/ exp(A/q), using Lemma 2.2, and invoking (3.2), we
obtain

P|L| < < P [|L6 < %IEHL{)H] < exp< EllLy ”) < exp <_%>

(c) Consider any « € Ly. We will bound P« € L] by considering two cases depending
on whether p(a) > d/2 or p(a) < d/2.1f p(r) > d/2, then, using the inequality 1—1/(z+
1) < exp(—1/(2z)) valid for all z > 1, we can write

1 p(e) d ¢/?
Plaery = [ (1- =) <o (-2 <oxp (%) <exp(-L).
ot = I1 (=) <ov(557) < oo (25) < o0 (5

(3.6)
If, on the other hand, p(a) < d/2, then
E [deg'(a Z pla) < g
A L +1 \+ 1 2

Since the values f(i) for distinct ¢ are chosen independently, we may apply Lemma 2.1
to get

2IE[deg'(a)}> ’

P [deg'(a) = (1 + s)E[deg’(a)]] < exp (_m

for any s > 0. We may assume E[deg’(«)] > 0 (otherwise deg’(a) = 0 with probability
1) and plug in the value s = d/(2E[deg’ («)]), which yields



98 A. Bernshteyn et al. / Journal of Combinatorial Theory, Series B 161 (2023) 86-108

800
(3.7)

d 3 e/2
P [deg'(a) > d} <P [deg'(a) > E [deg'(a)] + d/Z} < exp <_i)_6> < exp ( 4 )
Since 3/800 < 1,/200, it follows from (3.6) and (3.7) that for all a € Ly,

P [a € L and deg/(a) > d] < min {IP’ ae Ly, P [deg’(a) > d}}

3q6/2
S exp ( 800 ) '

Therefore, we may conclude that

, 3q5/2 q5/2
P |3a € Ly(v) such that deg’(c) > d} < g exp (— <00 > < exp (— 300) ,

assuming A is large enough. O
3.8. Counting partial colorings

Let Cp(G) denote the set of all proper partial H-colorings of G. Also, for a subset
U C V(G), let Co(U) be the set of all proper partial H-colorings f € C,(G) with
dom(f) C U. In this subsection we establish a lower bound on |Cy(G)|. We start with a
lemma:

Lemma 3.2. Suppose that U C V(G) and x € V(G) \U. Then

Co(U + )] > g exp (—dgTU”) (D).

Proof. To begin with, observe that

Co(U+a) = > (Ls@)+1) = D |Ls(x)l, (3-8)

ey (U) feCy(U)

since given a partial coloring f: U --+ V(H), we can extend it to U 4+ x by assigning
to « an arbitrary color from Ly(x) U {blank}. To get a lower bound on the right-hand
side of (3.8), we shall use Lemma 3.1. For a proper partial H-coloring g: U \ Ny (z) --»
V(H), let Exty(g) denote the set of all extensions of g to U, i.e., all proper partial H-
colorings f: U --» V(H) that agree with g on U \ Ny(z). Since G is triangle-free, a
coloring f € Exty(g) is obtained by assigning to each y € Ny (z) an arbitrary color from
L4(y) U{blank}. Therefore, we may apply Lemma 3.1(a) with k = degy;(z) and the sets
L(z) and (Ly(y) : y € Ny(z)) playing the role of Lo, L1, ..., Li to conclude that

Ly(z
2 pebxto (o) L ()] > g exp (_degU(m)> ‘

|Extu (9)] q
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Now we can write

Y L) > Y L@

FEC(U) g€C(U\Ny (z)) fE€Extu(g)

> |Exty (g)| - 2 exty (g) | L7 (7))

E
9€C,(U\Nu () [Extu(9)]

g exp (—dgTU(””) S Extu(o)

g€C(U\Ny (z))
de x
— g exp (—%”) Co(U).

Combining this with (3.8) yields the desired result. O

WV

Corollary 3.3 (Counting partial colorings). We have

6@ > (1- g)m .

Proof. Let z1,...,x, be an arbitrary ordering of the vertices of GG. Since, by definition,
|Cp(@)] = 1, repeated applications of Lemma 3.2 yield

n degs,. . x
qn H exp (_ g{ 1yeeey k—l}( k))
k=1

WV

1Co(G)] .

1 n
T (5 Y

k=1

=q exp(——)}(l——) qg. O
q q

As mentioned in the introduction, Corollary 3.3 can already be used to derive the
lower bound on the number of independent sets in G given by Corollary 1.5.

3.4. Counting good partial colorings

Let f € Cp(G) be a proper partial H-coloring of G. We say that f has a flaw at a
vertex v € V(G) if f(v) = blank and at least one of the following holds:

o |Ly(v)] <4, or
e deg;(a) > d for some o € Ly (v).
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Let Flaw(f) be the set of all vertices v € V(G) such that f has a flaw at v. If Flaw(f) = @,
we say that f is good. The set of all good partial H-colorings of G is denoted by Cy(G).
Our goal in this subsection is to establish a lower bound on |Cg(G)|.

Given a subset U C V(G), we say that a partial H-coloring f € Cp(G) is good on U
if v ¢ Flaw(f) for every vertex v such that N2[v] C U. Let Cg(U) denote the set of all
f € Cp(G) that are good on U. We emphasize that a coloring f € Cg(U) is not required
to belong to Cp(U), i.e., the domain of f may not be a subset of U. However, whether
or not f is good on U only depends on the restriction of f to U (because whether or
not f has a flaw at v is determined by the restriction of f to N2[v]). Since every proper
partial H-coloring is vacuously good on the empty set, we have

Lemma 3.4. Suppose that U C V(G) and x € V(G) \ U. Then

Cy(U + )| > (1—exp (-%j)) Cy(U))]. (3.9)

Proof. This is an inductive argument in the style of Rosenfeld [28]. Note, however, that
our application of Rosenfeld’s method is somewhat different from the ones in [28,31].
Namely, we do not show that |Cg(U +z)| grows by a certain factor compared to |Cg(U)],
but rather that it does mot shrink too much. This difference appears crucial for our
approach. We remark that in [17], Hurley and Pirot prove Molloy’s bound x(G) < (1 +
0(1))A/log A using a more “standard” version of Rosenfeld’s technique (their argument
does not refer to good partial colorings at all). The Hurley—Pirot approach was further
simplified by Martinsson in [21].

We proceed by induction on |U]|. So, fix U C V(G) and suppose that (3.9) holds when
U is replaced by any set of strictly smaller cardinality. Let F be the set of all f € C,(G)
such that f is good on U but not on U + z. Then

Ce(U +2)| = |Cg(U)] - | 7.

For each u € V(G), define F, := {f € F : f has a flaw at u}. If f € F, then there must
be a vertex u € Flaw(f) such that N?[u] C U + z. Since N?[u] ¢ U, this implies that
u € N?[z], and hence

IFI < Y IRl

u€EN?[x]
We will give an upper bound for |F,| for each u € N?[z].

Claim 3.4.a. Set 1 := exp (—q5/2/600) and p = exp (—q8/2/400). Then, for every u €
N?[z],
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PlCe(U)]
|Ful < TS
Proof of Claim 3.4.a. Let S be the set of all proper partial H-colorings g: V(G) \
N(u) --» V(H) that are good on U \ N(u) such that g(u) = blank. For each g € S,
let Ext(g) be the set of all extensions of g, i.e., all proper partial H-colorings of G that
agree with g on V(G) \ N(u). Also, let FlawedExt(g) be the set of all f € Ext(g) that
have a flaw at u. Since G is triangle-free, a coloring f € Ext(g) is obtained by assigning
to each vertex y € N(u) an arbitrary color from L4(y) U{blank}. Thus, we may use parts
(b) and (c) of Lemma 3.1 with k = deg(u) and the sets L(u) and (Ly(y) : y € N(u))
playing the role of Ly, L1, ..., L to conclude that

FlawedExt €/ £/2
|FlawedExt(g)| exp<_q ) +exp(_q ) <

|Ext(g)] 8 300

Note that if g € S and f € Ext(g), then f is good on U \ N(u). Therefore,

[Ful < |FlawedExt(g)] < p Y [Ext(g)| < p|Cx(U\ N(u))]. (3.10)
ges geSs

Repeated applications of the inductive hypothesis show that
Ce(U)] = (1 =n) |Cg(U\ N(u))|-
Together with (3.10), this yields the desired bound on |F,|. -
Putting the above bounds together, we see that

Ce(U+ )| > |Ce(U)] = Y |Ful

wEN?2[x]
> [Ce(U)] — (A2 41) - ﬁ [ Cy(U)]
_(,_p’+1)
—(1 (1_H)A)|cgw>|

= (1—=n)|Ce(U)],
where the last inequality holds for A large enough. O

Keeping every vertex blank provides an example of a proper partial H-coloring of G,
so Cg(@) = Cp(G) # @. Therefore, applying Lemma 3.4 repeatedly gives

e/2 n
q
> — —
|Cg(G)|/<1 exp( 600)) > 0,
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which means that there must exist at least one good coloring of G. As mentioned in §1.3,
an application of the Lovasz Local Lemma shows that every good partial coloring can
be extended to a proper coloring of the entire graph G, and thus G is H-colorable. Using
Corollary 3.3 yields a better lower bound on |Cg(G)]:

Corollary 3.5 (Counting good partial colorings). We have

i (oo () (1)

Proof. Use Corollary 3.3 and apply Lemma 3.4 n times. 0O

3.5. Completing a good coloring

For each g € Cg(G), let Comp(g) be the set of all proper H-colorings f: V(G) — V(H)
that complete g, meaning that f(v) = g(v) whenever g(v) # blank.

Lemma 3.6 (Completing a good coloring). Let g € Cg(G) be a coloring with k blank
vertices. Then

(Comp(g)| > (g)

Proof. We will apply the Quantitative Local Lemma (Corollary 2.4) to obtain a lower
bound on |Comp(g)|. Set ¢’ := [£]. By removing some colors from L(v) for each v € V(G)
if necessary, we may arrange that |Ly(v)| = ¢ for every blank vertex v. Now we assign
to each blank vertex v a color from Lg(v) uniformly at random. Let f be the resulting
coloring of G.

Say that an edge af € E(H) is dangerous if g(va) = g(vg) = blank and o € L, (va),
B € Lg(vg), where v,, vg € V(G) are the underlying vertices of o and J respectively. For
each dangerous edge af € E(H), let Ayp be the event that f(ve) = a and f(vg) = B.
By construction, f is a proper #-coloring of G if and only if none of the events A,g
happen.

Since g is good, for every dangerous edge af € E(H), we have

1
< o = p.
|Lg(Va)l [Lg(vg)| — €2

P [AaB] =

For every event A,g, let T'(A,g) be the set of all events A5 with {va, vz} N{vy,vs} # @.
Then A,p is mutually independent from the events not in I'(A,g). Since ¢ is good, we
have

D(Aas)l < 30 degy(n) + 3 deg, () < 240"
YELg(va) 5€Ly(vs)
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Therefore, we may apply Corollary 2.4 with D := 2d¢’. We now check that

1 2e
ep(D+1) =e- ek 2d0 = ot o(1) < 1.

Since there are at most kd¢’ dangerous edges, Corollary 2.4 yields

1 kde’ L
A > 11— — > - = 27k
Q of ( 2d£’+1> exD( 2) ’

where in the second inequality we use that 1 — 1/(z + 1) > exp(—1/x) for all z > 0.
Finally, since |Lg4(v)| > ¢ for every blank vertex v, we conclude that

k
|Comp(g)| > 27" . ¢k = <§) . O

3.6. Finishing the proof of Theorem 1.8

We are finally ready to complete the proof of Theorem 1.8. Let C(G) denote the set
of all proper H-colorings of G. Set 1 := exp (—¢*/2/600). By Corollary 3.5, we have

Ce(@)] > (1 — )" (1 - 3) 7 (3.11)

Define a bipartite graph B with parts Cg(G) and C(G) by joining each g € Cq(G) to
f € C(G) if and only if f € Comp(g), i.e., if f(v) = g(v) for all v such that g(v) # blank.
By Lemma 3.6, for every g € Cg(G) with k blank vertices,

k
deg(9) = [Comp(o)] > (5) -

On the other hand, if f € C(G), then f has at most () neighbors in Cg(G) with k blank
vertices, since every neighbor of f is obtained by uncoloring a subset of V(G). Therefore,

= 2 D G- X 2

9€Cy (G)fENB(G feC(G) qENB(f)

fe;@kzo( ) <> <1+%)HO(G>|.

(3.12)

(g

Combining (3.11) and (3.12), we see that, for large enough A,
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1_77 n 1m
(@) = 1— - "
cors (5 (1)
2?’L 17” 1m
>(1-2) (1-=) ¢"=@a-0" (1-=) ¢,
(2 () oo ()

where ¢ = 4exp(A/q)/q, as desired.

4. Sharpness examples

In this section we prove Theorem 1.3. Before presenting the proof, we introduce some
necessary definitions and notation, which are similar to those used in Wormald’s survey
paper [32]. Let G, a be the uniform probability space of A-regular graphs on n vertices,
where we assume that An is even. The following procedure for sampling a graph G ~
Gn,A, known as the pairing model, was introduced by Bollobés [4]. Fix a set W of An
points partitioned into n cells W1, ..., W, each of size A. A perfect matching of the
points in W into An/2 pairs is called a pairing. Let P,, o be the uniform probability
space of all pairings. To each P € P, a, we associate a A-regular multigraph G(P) with
vertex set [n], where for each pair zy € P with x € W, and y € W;, we add an edge
between ¢ and j. Note that G(P) may have loops and multiple edges. However, for fixed
A and large enough n, the probability that G(P) is simple is separated from 0, meaning
that

P[G(P) is simple] > ca,

for all large enough n, where ca > 0 depends only on A [32, Theorem 2.2]. It is not
hard to see that, conditioned on the event that G(P) is simple, the distribution of G(P)
coincides with G, A.

Fix any g-coloring f: [n] — [¢q]. Then f defines a partition of the cells Wy,..., Wa
into ¢ color classes Ci,...,Cq. The following algorithm generates a uniformly random
pairing P ~ P, a:

Algorithm 1 Generator.

1: U+ W, P+ g

2: fori=1,...,An/2 do

choose x arbitrarily from Cynqz, Where |Cpyaq| is maximum among |Cy|, ..., |Cql;
4 choose y uniformly at random from U \ {z};

5 P+ PU{zy}, U<+ U\ {z,y};

6: for j=1,...,q do

7 Cj + Cj \ {z,y};
8.

9:

end for
end for

At the start of the i-th iteration of the outer loop in Algorithm 1, we have |U| =
An — 2(i — 1). By the choice of C,qq, this implies that [Cpaz| = (An —2(0 — 1))/q.
Therefore,
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|Crnaz| — 1 1 1
P ] =1 marl Y ()
¢ Cina) U] -1 q +An—2z—|—1

Since each step in the algorithm is independent from the previous ones, we have
An/2

1 1
i i f < 1—- 14—
P [f is a proper coloring of G(P)] };[1 < q) < + An—2i—|—1>

< (1 L An/2€: L + ! + +1
I —_—— X DY .
q Plan—1 An —3

Observe that, for n large enough as a function of A,

1 N 1 N +1<1 1 N 1
An—1 An-—-3 S 2\An—-1 An-2

-l-l ! + 1 + +1(1+1)
2\An—-3 An-—14 9

1
- 5 (HAn—l + ]-)

< %(log(An) +2)

< logmn,

where Han—1 = 1/(An—1)4+1/(An—2)+---+1 is the (An — 1)-th harmonic number.
Thus, we may conclude that

1 An/2
P [f is a proper coloring of G(P)] < (1 - —) n.
q

Now let X be the random variable equal to the number of proper g-colorings of G(P).
Then

An/2
1
E[X] = ZIP’ [f is a proper coloring of G(P)] < (1 - —) ng".
q
f
Set v := 2(logn)/n. By Markov’s inequality, we have

1 An/2
PlX>(1+7)n<l——> q"
q

The right-hand side of (4.1) approaches 0 as n — oco. Therefore, we see that

1 An/2

n

< m. (4.1)
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asymptotically almost surely. On the other hand, as n — oo, the probability that G(P)
is simple and triangle-free approaches a positive constant depending only on A [32,
Theorem 2.12]. Thus, the number of proper g-colorings of a random regular graph G ~
Gn, is at most

1 An/2
ey (1-7)

asymptotically almost surely, and Theorem 1.3 follows.
5. Open problems

It is not known if the constant factor in Molloy’s Theorem 1.1 is optimal. Ignoring the
lower order terms, the best known lower bound on the chromatic number for triangle-free
graphs G of maximum degree A is (1/2 + o(1))A/log A due to Frieze and Euczak [16],
which holds for random A-regular graphs with high probability. It is therefore possible
that the conclusion of Theorem 1.2 remains valid for ¢ > (1/2 4+ o(1))A/log A. To
challenge the reader, we state this as a conjecture:

Conjecture 5.1. If G is a triangle-free graph of mazximum degree A and q > (1/2 +
e)A/log A for some € > 0, then

(G > (1-1) (-0,

where n = |V(G)|, m = |E(G)|, and o-(1) stands for a function of A and e that ap-
proaches 0 as A tends to oo while € remains fized.

A proof of Conjecture 5.1 would be an incredibly ambitious result, since under its
assumptions, proving the bound ¢(G,q) > 0 (i.e., x(G) < q), or even a(G) > n/q, is
already considered a very hard open problem. This makes Conjecture 5.1 a good target
for a disproof, which may be more feasible than obtaining a new lower bound on x(G)
or a new upper bound on a(G).

There is some evidence for Conjecture 5.1 coming from random graphs. Bapst, Coja-
Oghlan, Hetterich, Rassmann, and Vilenchik [2, Theorem 1.1] showed that the conclu-
sion of Conjecture 5.1 holds with high probability for the Erdés—Rényi random graph
G(n,A/n) when A is large enough. This result was later extended to all A > 3 by
Coja-Oghlan, Krzakala, Perkins, and Zdeborova [8, Theorem 1.2]. We are not aware of
an analogous result for the random A-regular graph G, A, but it seems plausible that it
could be derived using the methods of [7].

The value § = 4exp(A/q)/q of the error term in Theorem 1.2 “blows up” when
g < A/log A. This means that proving Conjecture 5.1 would likely require reducing the
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value of the error term even for ¢ > (14 0(1))A/log A. We feel that this is an interesting
problem in its own right:

Problem 5.2. Can the error term 0 in the statement of Theorem 1.2 be asymptotically
improved?

Data availability
No data was used for the research described in the article.
Acknowledgments

We thank Hemanshu Kaul and Will Perkins for helpful comments on an earlier version
of this paper and for drawing our attention to several relevant references. We are also
grateful to the anonymous referees for their feedback.

References

[1] N. Alon, J.H. Spencer, The Probabilistic Method, 4th ed., Wiley Publishing, ISBN 1119061954,
2016.
[2] V. Bapst, A. Coja-Oghlan, S. Hetterich, F. Rassmann, D. Vilenchik, The condensation phase tran-
sition in random graph coloring, Commun. Math. Phys. 341 (2016) 543-606.
[3] A. Bernshteyn, The Johansson-Molloy theorem for DP-coloring, Random Struct. Algorithms 54
(2019) 653-664.
[4] B. Bollobds, A probabilistic proof of an asymptotic formula for the number of labelled regular
graphs, Eur. J. Comb. 1 (1980) 311-316.
[5] M. Bonamy, T. Kelly, P. Nelson, L. Postle, Bounding x by a fraction of A for graphs without large
cliques, J. Comb. Theory, Ser. B 157 (2022) 263-282.
[6] B. Bosek, S. Czerwiniski, J. Grytczuk, P. Rzazewski, Harmonious coloring of uniform hypergraphs,
Appl. Anal. Discrete Math. 10 (2016) 73-87.
[7] A. Coja-Oghlan, C. Efthymiou, S. Hetterich, On the chromatic number of random regular graphs,
J. Comb. Theory, Ser. B 116 (2016) 367-439.
[8] A. Coja-Oghlan, F. Krzakala, W. Perkins, L. Zdeborova, Information-theoretic thresholds from the
cavity method, Adv. Math. 333 (2018) 694-795.
[9] P. Csikvéri, Z. Lin, Sidorenko’s conjecture, colorings and independent sets, Electron. J. Comb. 24 (1)
(2017) P1.2.
[10] E. Davies, M. Jenssen, W. Perkins, B. Roberts, On the average size of independent sets in triangle-
free graphs, Proc. Am. Math. Soc. 146 (2018) 111-124.
[11] E. Davies, R. de Joannis de Verclos, R.J. Kang, F. Pirot, Coloring triangle-free graphs with local
list sizes, Random Struct. Algorithms 57 (3) (2020) 730-744.
[12] E. Davies, R.J. Kang, F. Pirot, J.-S. Sereni, Graph structure via local occupancy, https://arxiv.
org/abs/2003.14361, 2020 (preprint).
[13] V. Dujmovié, G. Joret, J. Kozik, D.R. Wood, Nonrepetitive colouring via entropy compression,
Combinatorica 36 (2016) 661-686.
[14] Z. Dvorak, L. Postle, Correspondence coloring and its application to list-coloring planar graphs
without cycles of lengths 4 to 8, J. Comb. Theory, Ser. B 129 (2018) 38-54.
[15] L. Esperet, A. Parreau, Acyclic edge-coloring using entropy compression, Eur. J. Comb. 34 (6)
(2013) 1019-1027.
[16] A. Frieze, T. Luczak, On the independence and chromatic numbers of random regular graphs, J.
Comb. Theory, Ser. B 54 (1) (1992) 123-132.
[17] E. Hurley, F. Pirot, A first moment proof of the Johansson—Molloy theorem, https://arxiv.org/abs/
2109.15215, 2021 (preprint).


http://refhub.elsevier.com/S0095-8956(23)00010-2/bib7B7CAEDADD05868068C1C57A88B87952s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib7B7CAEDADD05868068C1C57A88B87952s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF06593790363C2494BF334471A3B792Bs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF06593790363C2494BF334471A3B792Bs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib62DBD62218D84D7C62F210E87B73CACBs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib62DBD62218D84D7C62F210E87B73CACBs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib92A8916393B625B6306D58092DD0C8BCs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib92A8916393B625B6306D58092DD0C8BCs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib03F0356D2D1C334D3567C9D67818F5D0s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib03F0356D2D1C334D3567C9D67818F5D0s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib4B10D9DBE4B85E12C677146B1F574099s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib4B10D9DBE4B85E12C677146B1F574099s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibD5EFD0458302B9219613680FC7A98CCBs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibD5EFD0458302B9219613680FC7A98CCBs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib33C38E4F2C997DF23C1B8670FF76E85Cs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib33C38E4F2C997DF23C1B8670FF76E85Cs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib60DB49B38E616D956125C1EEBA202916s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib60DB49B38E616D956125C1EEBA202916s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF49B022096E968010A7B9BD941805A65s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF49B022096E968010A7B9BD941805A65s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib168832C0C84C14246BBB8C025934A0A0s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib168832C0C84C14246BBB8C025934A0A0s1
https://arxiv.org/abs/2003.14361
https://arxiv.org/abs/2003.14361
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib971CDD98432202FD98E20E07F26F17F4s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib971CDD98432202FD98E20E07F26F17F4s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibE2FCA8135C2FADCA093ABD79A6B1C0D2s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibE2FCA8135C2FADCA093ABD79A6B1C0D2s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib74489105D55930354E2C2D20BE72AE6Ds1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib74489105D55930354E2C2D20BE72AE6Ds1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibAC717902757F64247E6EE5EC9B2D1A9Bs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibAC717902757F64247E6EE5EC9B2D1A9Bs1
https://arxiv.org/abs/2109.15215
https://arxiv.org/abs/2109.15215

108 A. Bernshteyn et al. / Journal of Combinatorial Theory, Series B 161 (2023) 86-108

[18] F. Iliopoulos, Commutative algorithms approximate the LLL-distribution, in: Approximation,
Randomization, and Combinatorial Optimization (APPROX/RANDOM), 2018, 44, Full version:
https://arxiv.org/abs/1704.02796.

[19] A. Johansson, Asymptotic choice number for triangle free graphs, Technical Report 91-95, DIMACS,
1996.

[20] H. Kaul, J.A. Mudrock, On the chromatic polynomial and counting DP-colorings of graphs, Adv.
Appl. Math. 123 (1) (2021) 102131.

[21] A. Martinsson, A simplified proof of the Johansson—-Molloy theorem using the Rosenfeld counting
method, https://arxiv.org/abs/2111.06214, 2021 (preprint).

[22] C. McDiarmid, Concentration, in: M. Habib, C. McDiarmid, J. Ramirez-Alfonsin, B. Reed (Eds.),
Probabilistic Methods for Algorithmic Discrete Mathematics, Springer Berlin Heidelberg, Berlin,
Heidelberg, ISBN 978-3-662-12788-9, 1998, pp. 195-248.

[23] M. Molloy, The list chromatic number of graphs with small clique number, J. Comb. Theory, Ser.
B 134 (2019) 264-284.

[24] M. Molloy, B. Reed, Graph Colourings and the Probabilistic Method, Springer, 2002.

[25] R. Moser, G. Tardos, A constructive proof of the general Lovdsz Local Lemma, J. ACM 57 (2)
(2010).

[26] A. Panconesi, A. Srinivasan, Randomized distributed edge coloring via an extension of the
Chernoff-Hoeffding bounds, SIAM J. Comput. 26 (2) (1997) 350-368, https://doi.org/10.1137/
S0097539793250767.

[27] B. Reed, The list colouring constants, J. Graph Theory 31 (1999) 149-153.

[28] M. Rosenfeld, Another approach to non-repetitive colorings of graphs of bounded degree, Electron.
J. Comb. 27 (3) (2020) 3.43.

[29] A. Sidorenko, A correlation inequality for bipartite graphs, Graphs Comb. 9 (1993) 201-204.

[30] T. Tao, Moser’s entropy compression argument, What’s new, https://terrytao.wordpress.com/2009/
08/05/mosers-entropy-compression-argument/, 2009 (blog post).

[31] I. Wanless, D. Wood, A general framework for hypergraph colouring, https://arxiv.org/abs/2008.
00775, 2020 (preprint).

[32] N.C. Wormald, Models of random regular graphs, in: J.D. Lamb, D.A. Preece (Eds.), Surveys in
Combinatorics, 1999, in: London Mathematical Society Lecture Note Series, Cambridge University
Press, 1999, pp. 239-298.


https://arxiv.org/abs/1704.02796
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibC7218A874596D5BA612D73D2EEF680B6s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibC7218A874596D5BA612D73D2EEF680B6s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibDC92CF8CFFA26D62F0A10B3073532F47s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibDC92CF8CFFA26D62F0A10B3073532F47s1
https://arxiv.org/abs/2111.06214
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib51AEFB9C87E243C5E627147A2FB26BBDs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib51AEFB9C87E243C5E627147A2FB26BBDs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib51AEFB9C87E243C5E627147A2FB26BBDs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF32E079F683953E6436D8E7B6754E45Es1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF32E079F683953E6436D8E7B6754E45Es1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibEA624D1BF4C0E0BF9A762C3806E0C871s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib08AD08F6491037714D09263A79BEBFBAs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib08AD08F6491037714D09263A79BEBFBAs1
https://doi.org/10.1137/S0097539793250767
https://doi.org/10.1137/S0097539793250767
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib5F04CFAF269FA89EE3BF0A84383EE9CFs1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib88E2D17ABAF380BB3625ECB22D5E8185s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib88E2D17ABAF380BB3625ECB22D5E8185s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bibF407341EB5B1E96806395082BF4FD4EAs1
https://terrytao.wordpress.com/2009/08/05/mosers-entropy-compression-argument/
https://terrytao.wordpress.com/2009/08/05/mosers-entropy-compression-argument/
https://arxiv.org/abs/2008.00775
https://arxiv.org/abs/2008.00775
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib0E025CF96CC8712AC3B5F13AA084F275s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib0E025CF96CC8712AC3B5F13AA084F275s1
http://refhub.elsevier.com/S0095-8956(23)00010-2/bib0E025CF96CC8712AC3B5F13AA084F275s1

	Counting colorings of triangle-free graphs
	1 Introduction
	1.1 Counting colorings
	1.2 Counting DP-colorings
	1.3 Overview of the proof

	2 Probabilistic preliminaries
	3 Proof of Theorem 1.8
	3.1 Standing assumptions and notation
	3.2 A coupon-collector lemma
	3.3 Counting partial colorings
	3.4 Counting good partial colorings
	3.5 Completing a good coloring
	3.6 Finishing the proof of Theorem 1.8

	4 Sharpness examples
	5 Open problems
	Data availability
	Acknowledgments
	References


