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Abstract—The continuous increase in demanding for availabil-
ity and ultra-reliability of low-latency and broadband wireless
connections is instigating further research in the standardiza-
tion of next-generation mobile systems. 6G networks, among
other benefits, should offer global ubiquitous mobility thanks
to the utilization of the Space segment as an intelligent yet
autonomous ecosystem. In this framework, multi-layered net-
works will take charge of providing connectivity by implement-
ing Cloud-Radio Access Network (C-RAN) functionalities on
heterogeneous nodes distributed over aerial and orbital seg-
ments. Unmanned Aerial Vehicles (UAVs), High-Altitude Plat-
forms (HAPs), and small satellites compose the Space ecosystem
encompassing the 3D networks. Recently, a lot of interest has
been raised about splitting operations to distribute baseband
processing functionalities among such nodes to balance the com-
putational load and reduce the power consumption. This work
focuses on the hardware development of C-RAN physical (PHY-
) layer operations to derive their computational and energy
demand. More in detail, the 5G Downlink Shared Channel (DL-
SCH) and the Physical Downlink Shared Channel (PDSCH) are
first simulated in MATLAB environment to evaluate the varia-
tion of computational load depending on the selected splitting
options and number of antennas available at transmitter (TX)
and receiver (RX) side. Then, the PHY-layer processing chain
is software-implemented and the various splitting options are
tested on low-cost processors, such as Raspberry Pi (RP) 3B+
and 4B. By overclocking the RPs, we compute the execution time
and we derive the instruction count (IC) per program for each
considered splitting option so to achieve the mega instructions
per second (MIPS) for the expected processing time. Finally, by
comparing the performance achieved by the employed RPs with
that of Nvidia Jetson Nano (JN) processor used as benchmark,
we shall discuss about size, weight, power and cost (SWaP-C)
metrics related to the UAV payload design.
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1. INTRODUCTION

We are living in an era of very fast, and sometimes overlap-
ping, evolution of mobile standards. 4G standard (LTE and
LTE-A) is still providing everywhere cellular connectivity to
smartphones and other kinds of devices. In parallel, mobile
5G is taking place in many parts of the World, with the aim
of becoming the dominant standard within the term of 2030.
The statistics collected by Ericsson account 56 countries in
the World currently reached by 5G services [1]. However,
research and development on mobile communications is con-
tinuously moving forward, investigating the networks of the
future “beyond 5G”. In this framework, some position papers
have been published in the open literature. In [2], the 6G vi-
sion is summarized into some fundamental concepts, namely:
digital twins, ubiquitous intelligence, softness, native Al and
security. In the work of Zhu, et. al. [3], the foundations
for mobile intelligence networks are given in form of ABC,
where (A) stands for artificial intelligence, (B) for big data
and (C) for cloud computing. One of the key points of 5G and
6G is the integration of terrestrial mobile communications
with satellite communications. In [4], a two stage of system
integration of satellite and terrestrial segments: the first stage
is compatible with 5G, where the current satellite system can
be developed upon 5G guidelines with the maximum reuse
of 5G technology; the second stage will be integrated within
6G with high, medium and low orbit payloads harmonically
cooperating as a whole. Such a concept has been already
stated in [5] as one of the key points of the “Space 2.0” vision.
We can say that 6G development and a renewed vision of
Space communications are proceeding together.

Multi-layered connectivity involving terrestrial and aerial
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connections will be one of the distinguishing features of
6G. In [6], Wang et. al. investigate the potential of multi-
layered hierarchical non-terrestrial networks (NTNs) in a 6G
perspective. NTNs, made of integrated terrestrial nodes,
UAVs, HAPs and small satellites play a leading role in 5G and
beyond by covering different verticals, including healthcare,
intelligent transportation, public safety, and many others [6].
They can offer highly desirable features like: service conti-
nuity, service ubiquity and service scalability.

One of the key enabling technologies of 6G will be the
Cloud Radio Access Network (C-RAN). The concept of C-
RAN has been already formalized by 3GPP group in the
framework of 4G and 5G [7]. The Base-Station (BS) is
separated into two units: Remote Radio Head (RRH) and
Base Band Unit (BBU), as it was since the 3G advent.
The RRH is located close to the antenna in the cell site
tower, while the BBU, which takes care of all the baseband
processing, is conveniently centralized, or better “cloudified”,
in a remote location, called BBU-pool. The fronthaul net-
work connects through a fiber link between the RRH and
BBU. The Common Public Radio Interface (CPRI) is the
protocol currently used to transmit the fronthaul signals and
its specifications are given in [8]. C-RAN advantages are
recognized in terms of: i) simpler implementation and easier
maintenance of RRH, ii) improved spectral efficiency, service
scalability, agile interference management thanks to BBU
coordination, iii) efficient implementation of self-organizing
networks (SONGs), iv) faster handover among cells in the same
BBU-pool and, last but not the least, v) improved energy effi-
ciency obtained by relieving computational-demanding tasks
from RRH located supplied by batteries and/or renewable
power sources. However, C-RAN suffers from the high
demand of capacity on the fronthaul network. To this aim,
functional splits can effectively manage and allow to select
the amount of functions to be operated at the antenna site, and
the amount of functions centralized at BBU-pool side. In 5G
NR the radio and baseband processing are divided into radio
unit (RU), distributed unit (DU) and centralized unit (CU).
From a physical perspective, the RU and DU are collocated
at the antenna mast, thus closer to the user, while the CU
is moved at the BBU-pool [7]. More functions run by DU
involve a bitrate reduction on the fronthaul link, vice-versa,
operations at CU can exploit the high processing capabilities
of the BBU-pool hardware. 3GPP standardized eight splitting
options to detach at different layer levels some radio or
baseband processing tasks and distributing them through the
cloud. It is evident at a glance that functional split adds to the
network a high degree of flexibility and reconfigurability.

More recently, the C-RAN concepts have been profitably
applied to multi-layered NTNs, namely 3D networks, with
the functional splitting managed among UAVs and small
CubeSats. In [9] and [10] the use of C-RAN for 3D network
in border monitoring applications has been considered and
assessed. Such kind of techniques have also been introduced
in a completely different and very challenging use-case, i.e.:
the provision of broadband mobile connectivity on Mars in
the framework of future manned missions. In the Martian
environment, it is not realistic to install on-site mobile net-
working infrastructures, like base stations, mobile switching
centers, etc. So, the mobile connectivity should be obtained
by virtualizing the various network functions over processing
units (PU) that will be conveniently hosted on board of
vehicles (rovers, landers), UAVs, CubeSats and orbiters that
operates on Mars for exploration purposes. In [11], the
feasibility of functional splitting in 3D Martian networks
has been analytically assessed, while the fronthaul network
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design has been tackled in [12]. Finally, the end-to-end (E2E)
performance evaluation of the Martian C-RAN setup is dealt
in [13], where some interesting design and implementation
trade-offs have been clearly highlighted.

This paper tackles, from an experimental viewpoint, the
issues related to the computational burden inherent to the
various available splitting options in the framework of 3D
networks. In particular, we focus our attention on the most
critical point of the network chain: the UAV. It is known
that UAVs can host very limited resources and their service
continuity represents a potential bottleneck for the entire
system. A complete BBU-pool implementing all the required
functionalities would require a power consumption of 1-
2KW, that is mostly unfeasible. Therefore it is of paramount
importance to move a proper amount of computational load
to the upper-layer of the network, as already formalized in [9]
and [11].

Our experimental setup consists of a laptop (Macbook Pro
equipped with Apple M1 Pro chip), Raspberry Pi processors
(3B+ and 4B series) and a multimeter, which is used to check
the voltage swing and current flow. We have taken advantage
from the NR DL-SCH and PDSCH implementation offered
by the 5G toolbox of MATLAB 2021b version. We have
measured first the achievable throughput per slot and pro-
cessing time to perform the whole NR DL-SCH and PDSCH
transmission. The scenario consider two different multi-
antenna configurations, namely: single-input multiple-output
(SIMO), which means hardware complexity at user equip-
ment (UE) side, and multiple-input single-output (MISO),
which moves hardware complexity at UAV side. This was
considered to better clarify in which case the number of
antennas at TX or RX side would significantly impact on the
optimal selection of the splitting options, which have been
analyzed thanks to timestamps added through the sequence
of processing operations. Some gradient plots will clearly
highlight the benefits led by performing opt. 6, 7.3, 7.2,
7.1 and 8 in terms of saved processing time. Moving on,
we have deployed a 8 x 1-TX DL-SCH and PDSCH on
low-budget PUs, namely the Raspberry Pi (RP) 3B+ and 4B
with, respectively, 1 GB and 2 GB of RAM. The RPs have
been overclocked to visualize the processing improvement.
Thanks to the perf command-line utility, we have derived the
instruction count (IC) per program, meaning the number of
instructions composing the 8 x 1-TX functionalities chain.
The mega instructions per second (MIPS) that should be
assured by the PUs have been estimated upon an achievable
clock frequency and expected processing time per single slot
of the 5G NR frame. From this, the number of PUs needed to
equip the UAV with is easily obtained by looking at some PU
data sheets. Thus, we finally compare size, weight, power
and cost (SWaP-C) metrics for a possible system design
based on RPs and on Nvidia Jetson Nano, this last used as
benchmark. In such a manner, a further analysis step of the
actual feasibility of 3D networks for future 6G connectivity
will be completed, thus providing useful practical hints for
the development of such complex systems.

The paper is structured as follows. Sect.2 will discuss the
innovative contribution of the paper by means of a com-
parison with the literature. Sect.3 will detail the proposed
methodology for computational and energy consumption as-
sessment, along with the HW/SW experimental setup adopted
for measurements. Sect.4 will present and discuss some
selected experimental results. Paper conclusion are finally
drawn in sect.5.
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2. RELATED WORK
Network function splitting

Network function splitting and decomposition provide max-
imum flexibility for a distributed deployment of network
functions, which was previously designed as a cumbersome
monolithic system. Splitting enables the monolithic system
to be decoupled into sub-functions that can be designed
as microservice or multi-agents. These smaller units can
be deployed in distributed environments such as fog, edge
or cloud-based computational resource provisioning envi-
ronments. A recently published article in [14] proposed a
multi-objective-based network function splitting considering
5G networks with a particular focus on network slicing.
Focusing on different perspectives of a functional split be-
tween the radio access points and the edge/cloud platform,
they presented a mixed integer quadratically constrained
programming (MIQCP) framework for efficient placement
of virtualized network functions (VNF) chains in future 5G
systems. The authors detailed a deep performance analysis of
split points between central cloud and distributed radio units.

In [15], a network function splitting and migration for SDN
controller load balancing and overhead reduction is shown.
Similarly, a microservice-based full decomposition and con-
tainerization of SDN controller are discussed in [16]. The
authors provided a decomposition framework for the design
performance evaluation of a microservice-based SDN con-
troller. However, the authors didn’t consider a resource-
constrained environment, which may affect the deployment
of the decomposed functions.

The application of Al for function splitting has also been
studied. In [17], the authors discussed a deep reinforcement
optimization for a virtualized radio access networks function
splitting. The author discussed how to optimize the exact
placement and location of the decomposed RAN functions
by developing a learning paradigm. The problem of placing
functions either in a central (cloud) or a distributed environ-
ment is formulated to minimize the total network cost us-
ing constrained neural combinatorial reinforcement learning.
The discussion is primarily focused on the functions reloca-
tion in classic edge/fog versus cloud-based environment.

The work in [18] presented another complete decomposition
of monolithic network system towards achieving a zero-touch
autonomous network. The authors considered a multi-agent
approach for service design. They proposed the functions to
be designed as an atomic unit with autonomous capability
of implementing the smallest functions. Using these units
as bricks, a fully autonomous network management system
could be designed. The work in [19] is another interesting
approach to virtual network function splitting.

Functional decomposition demonstrates greater advantages in
terms of flexibility, modularity, streamlining of cellular sites,
and improved coordination with a migration towards v-RAN.
However, the classic backhaul network would not support
the improvement required by 5G. Therefore, in 5G we are
witnessing a transition from backhaul (including fronthaul,
midhaul and backhaul) to x-haul to improve 4G’s mobile
backhaul considering higher data rates, lower latency, hard
isolated slices, higher reliability, and dynamic connectiv-
ity targeting on-demand services which consists of multiple
physical and/or virtual components. To this aim, by exploit-
ing splitting concepts, an E2E slicing to create a protected and
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dedicated path is proposed in [20]. The proposed technique
targets to minimize the physical resource required for a given
network slice. Such an approach augments system reliability
by improving a single node/link failure.

As a use case analysis, the work in [21] presented a 5G
network connectivity between the drone and the ground
control station dimensioning the latency for ultra-reliable
low latency (URLLC) applications with limited analysis for
resource availability and energy consummation.

3D Networks-based Cloud-RAN

A significant application of split and decoupled system design
is when there is the need for the deployment of functions
in a resource-constrained environment such as resource-
constrained IoT devices, UAVs, satellites, etc. As briefly in-
troduced before, the splitting of virtualized BBUs (v-BBUs)
using both small satellite platforms, e.g. CubeSats, and
UAVs is explored in [9] and [10]. The authors targeted a
high-level functional splitting of BBU for border security
applications introducing the concept of multi-layered (3D)
networks for providing connectivity through a UAV-based
RU. The functional splitting is aimed at reducing the required
function deployment on the UAV. This would enable reduced
energy consumption, computational resources with improved
battery life and UAV carried weight. However, there is a
lack of knowledge about the required resources to design the
system. Recently, along the same lines, splitting options to
implement C-RAN in 3D networks and furnish “Towards 6G”
connectivity to human personnel on Mars have been studied
in [11] and in [12], where, respectively, deep attention has
been paid to latency and bandwidth requirements to perform,
as defined from 3GPP Release 15, opt. 6, 7.3, 7.2, 7.1, and
8, which will be the core theme of the successive discussion.
Finally, the study presented in [13] shows E2E performance
of 3D Networks for “Towards 6G” Martian connectivity.

Contribution of the paper

Although, the trade-offs analysis in [13] for system design
strongly highlights the burdens and complexity of such net-
works, for instance the interdependence between design met-
rics in terms of latency, data rate, coverage, satellite lifetime
and radio resources, considerations around the amount of
energy and computational resources on-board of UAVs still
need to be made to, especially, increase the service time. This
applies to the Martian case, but also to the plethora of possible
applications that we foreseen in the near future. Some of them
are depicted in Fig. 1.

In this regard, the software-based implementation of DL-
SCH and PDSCH functionalities on low-cost and resource-
constrained PUs needs to be experimentally evaluated and
linked with splitting opportunities to be statically, or even
dynamically, adopted on heterogenoeus nodes within 3D
networks. To the best of authors’ knowledge, our work is
novel in providing a practical methodology to dimension and
evaluate 3D networks-based C-RAN from the UAV point of
view.

3. THE PROPOSED METHODOLOGY
3D network architecture and specifications

Next generation networks will rely on an integration between
Terrestrial Networks (TN) and NTN ones. In particular, 6G
networks are expected to integrate TN and NTN in a joint
TN-NTN framework [22], thus providing an autonomous yet
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(a) Agricultural areas (b) Disaster areas

(c) Massive events (d) Martian missions

Figure 1: Possible use-cases supported by 3D network implementing C-RAN to bring efficient mobile connectivity. (a) Connectivity
for agricultural applications. (b) Connectivity for disaster and high-priority areas. (c) Connectivity for massively populated events. (b)

Connectivity for future (human) activities on Mars.

reconfigurable multi-layered ecosystem. In such a panorama,
3D networks will play a major role in the transition from
5G to 6G connectivity. 3D networks are ground-to-space
networks based on heterogeneous nodes. We can divide 3D
networks into three main segments: on-ground, aerial and
space. Sensors, communications peripherals or even bigger
data processing devices constitute the on-ground segment
and are regarded as the UEs, or end-users of the infrastruc-
ture [23]. The aerial segment is composed of flying nodes
able at hosting communication payloads. The recent state-
of-the-art focused, especially, on fleets of UAVs, or drones,
however, High Altitude Pseudo Satellites (HAPS) are also
mentioned to be part of the in-flight segment. Their main
difference is on the altitude at which they can orbit. The Na-
tional Aviation Authorities (NAA) across the world generally
impose 120 m. as maximum flight height for commercial
drones, which are classified as nano UAVs according to the
US department of defense [24]. Apart from that, there are
other 4 groups of UAVs, which are differentiated on normal
operating height. Group 5 takes into account all those devices
able to fly over ~ 550 m. with a take-off weight of more than
~ 600 kg.

On the other hand, ITU Radio Regulations (ITU-RR) about
HAPS specifies them as radio stations flying at an altitude
between 20 — 50 Km. [25]. HAPS advantages are related to
the possibility to be equipped with more complex payloads,
to offer longer service time and a larger on-ground footprint.
On the other side, UAVs ease the deploying phase, increase
the network flexibility due to their dynamicity and maneu-
verability, ideally reduces the UEs complexity being closer
to them, and, overall, improve the network scalability and
maintainability.

The upper layer of the 3D network is the space segment,
where satellite platforms reside. In this context, CubeSats are
the smallest satellite platforms, which received the greatest
interest from the scientific community but also from private
companies. Indeed, Space X already developed a sort of
NTN through the use of CubeSats in Low-Earth Orbit (LEO).
CubeSats are cubic shaped satellites whose dimensions are
standardized by Cal Poly in [26]. 1U CubeSats are 10 x 10 x
10 aluminium cases hosting payload in an available volume
which linearly increases as more CubeSats unit are integrated
together. 1.5U, 2U, 3U, 6U and 12U CubeSat form factors
have been also standardized [26], while other formats should
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be considered on a mission-to-mission basis and discussed
with the launch providers. CubeSats’ LEO altitude is selected
depending on mission requirements. Numbers suggest that
the 75% of on-orbit CubeSats missions are flying in the
350-700km range. However, implementing C-RAN based
3D networks strictly bounds the altitude range.

CRAN requirements and constraints analysis

C-RAN is the technology pooling baseband resources be-
tween the base stations (BSs) [27]. The advantages of such
an infrastructure have been already discussed in sect. 1, but the
requirements and constraints need to be better characterized.
First of all, C-RAN needs to deliver data from the UE to the
BS, or vice-versa, within a limited amount of time 7,40,
which varies accordingly to the application we want to serve.
For 5G NR and low-latency applications, ITU fixes the one-
way latency T;qqi0 = 0.5ms [28]. Adapting the formulation
of T'.q4io to 3D networks, the following relation holds [29]:

Tradio = tQ +tra +irx + tbsp + tmpt (1)

tiw = t%E_UAV + t%AV—CS (2)
UAV UAV cSs cs

tbSp = (tbsp + tCPRIp) + (tbsp + tCPRIp) (3)

tq being the queueing delay, tr4 a delay contribution due
to frame alignment, t;, the transmission delay, t;s, and
tmpt the baseband processing latency and the user processing
latency, respectively. Under the hypothesis that all the delay
terms are negligible except the transmission delay, the max-
imum allowed distance between UE and CubeSat would be
dUF—C¢S = 150km. Consequently, the CubeSats should orbit
in the very-low-Earth orbit (VLEO), which would strongly
influence the system performance in terms of lifetime and

coverage. Moreover, tgcAV_CS is the time during which the
baseband processing related to splitting should be completed.

As per 3GPP, ideally thAV_CS < 0.25ms for low-level
splitting options (e.g., opt.6, 7.1, 7.2, 7.3, and 8). On
the other hand, practical E2E evaluations demonstrated the

possibility to relax this constraint up to tgcAV_CS = 0.67ms,
thus increasing also t;, without worsening too much the

overall system performance [13]. However, assuming the
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Figure 2: Encoding, modulating, demodulating and decoding
functionalities composing the DL-SCH and PDSCH.

processing delay to be null is an unrealistic consideration,
in particular, when dealing with complex functionalities, as
the baseband processing, and limited resources available on
UAV and CubeSats. We previously mentioned that the C-
RAN architecture also requires a broadband fronthaul link
between the RRH and the cloudified BBU, especially in
3D networks, where the fronthaul must be wireless and its
quality-of-service (QoS) may be bounded by the CubeSat
and UAV payload limitations. Again, this is why splitting
options have been introduced. Indeed, splitting the pro-
cessing chain at different levels translates into a lowered
midhaul (fronthaul when decoupling BS into RU-DU-CU)
data rate and an optimized usage of computational and energy
resources. This means that, as we split the computational load
L, we are also splitting the radio equipment size, weight and
power consumption between the UAV and CubeSat. In Eq.3,

tysp is the sum of tgs‘;v + tZay 1p» Which are the splitted

baseband processing time and CPRI processing time at UAV
side, respectively. The latter has been reported [30] to be

tg‘j% T tS%n 1p = 10us, considering the round-trip time of

terrestrial fiber connections. In sect.4 t;2" will be referred

to the baseband processing per slot.

As clearly understandable, the study regarding ;, becomes
fundamental for 3D networks. Saving processing time means
to increase the UE-to-CubeSat distance, which is necessary

to increase satellite lifetime and system coverage. t{;," may

seriously represent a system bottleneck. Staying in-orbit, we
can deploy larger satellite platforms into higher orbits, while
on-air UAVs performance are limited by the reduced flight
time, which is usually around 25 min. [31], reduced volume,
supported load and energy availability.

New Radio (NR) processing functionalities

Fig. 2 shows the processing chain, implemented by using
the MATLAB 5G toolbox, namely: NR Downlink Shared
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Channel (DL-SCH) and Physical Downlink Shared Chan-
nel (PDSCH). Here, the implemented system is primar-
ily subdivided into three different modules: Transmitter,
Propagation channel & Noise, and Receiver. As shown
in Fig. 2, Transmitter module provides DL-SCH transport
channel encoding, which internally performs Hybrid ARQ
(HARQ), transport block generation, and Cyclic Redundancy
Check (CRC) attachment along with other functions. The
transport channel is used for the transmission of user data,
dedicated control bits, user-specific and downlink system
information. The PDSCH is the physical channel carrying
the DL-SCH coded data. Here, Demodulation Reference
Signal (DM-RS) and Phase Tracking Reference Signal (PT-
RS) are associated with the PDSCH. The DM-RS is used to
estimate the channel at demodulator side, and the PT-RS is
used to compensate the Common Phase Error (CPE). Upon
obtaining the perfect channel estimation for the considered
subframes and averaging all the allocated resource blocks
over time and frequency, precoding is obtained using singular
value decomposition (SVD). The output of the precoding is
passed to the Cyclic-Prefixed Orthogonal Frequency Division
Multiplexing (CP-OFDM) modulator and multiplexer, which
manages the transmission by supporting variable subcarrier
spacing, e.g., 15kHz, 30kHz, 60kHz, 120kHz. Clustered
Delay Line (CDL) and Tapped Delay Line (TDL) are the two
channel models supported in the considered implementation.
The Receiver module, finally, performs PDSCH and DL-SCH
demultiplexing, demodulation and decoding functions.

Fig. 2 also shows the different splitting options (namely:
opt.6, 7.3, 7.2, 7.1 and 8) that can be performed at trans-
mitter and receiver side. Fig. 3a shows the corresponding
computational load distributed between CubeSat and UAV at
the transmitter side. The computational load and the required
corresponding PUs at the UAV might change based on the
selected split option. Hence, it is important to know which
resources are required to perform the considered functions.
Similarly, Fig. 3b shows the computational load offloaded
at the CubeSat and UAV for the receiver. Finally, the
HARQ process either transmits new transport data or re-
transmits the previously delivered transport data depending
on Acknowledgement (ACK) or Negative Acknowledgement
(NACK) determined by the CRC check.

The above implementation is realized by setting some basic
parameter values. As per 3GPP specifications, we consider
the “Numerology 17, thus Ny, = 20 within a radio frame
of 10ms (the selection of one between the 6 numerologies
depends on the physical channel conditions). This means
that the slot duration is t5,; = 0.5msec. with a subframe
composed of 2 slots. Each slot contains 14 OFDM sym-
bols. An OFDM symbol lasts 33.33usec. and the CP
length is 2.34usec., leading to an overall symbol duration of
35.68usec. The slot is divided into two segments. We fixed
DL-SCH transport channel coding codewords to 1, as well
as the number of transmission layers. The frequency domain
sub-carrier spacing is set to § f = 30 KHz and 12 sub-carriers
are contained in a resource block (RB). Assuming a signal
bandwidth of 20MHz, 51 RBs are taken into account.

Other significant parameters are the number of HARQ pro-
cesses set to 16, the LDPC code-rate k/n = 490/1024 with
maximum number of decoding iterations kj;., = 6. The
selected modulation constellation is the 16-QAM one.

While for the simulations on PC we changed the number of

NZIX transmitting and N22X receiving antennas, for testing

purposes over RPs we kept N1 X = 8. For obvious reasons,

i.e. due to the processing of 8 data streams, on a hand, this
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Figure 3: (a) Pictorial representation of the TX processing chain splitted up by opt.6, 7.3, 7.2, 7.1 and 8. In violet, the segments showing
the computational load for TX processing moved to the CubeSat constellation, in green, the segments showing the computational load for
TX moved to the UAV fleet. Opt.8 is not depicted because it assigns all the load to the CubeSat’s PUs. (b) Pictorial representation of the RX
processing chain splitted up by opt.8, 7.1, 7.2, and 6. In violet, the segments showing the computational load for RX moved to the CubeSat
constellation, in green, the segments showing the computational load for RX moved to the UAV fleet. Opt.8 is not depicted because it assigns

all the load to the CubeSat’s PUs.

was the more time-consuming scenario, on the other, it is
feasible to assume to mount more antennas to take advantage
from the spatial diversity.

To conclude this subsection, just a couple of words on the
channel parametrization. We assumed to adopt a Clustered
Delay Line channel model of type C (CDL-C), which is
defined by 3GPP in Release 14 as a statistically realistic
representation of a non-line-of-sight (NLOS) urban environ-
ment [32]. The delay spread is 7 = 0.3usec. and the Doppler
spread is fgpif¢ = 5 Hz, that corresponds to a relative speed
of 2.5 Km/h at a carrier frequency f. = 2.4 GHz.

SWaP-C for system design

To dimension computational and energy resources to be
hosted on communicating nodes is a non-trivial task. More in
detail, tp, is a function of R, thus ¢45,(R, IC'), with IC the
Instruction Count per program. The amount of resources to be
made available on the UAV or CubeSat is dependent, on one
side, on the targeted processing time, and on the other side,
on the number of instructions per program to be run. In our
case, IC varies with the performed splitting operations. As
we choose lower splitting options, the IC will decrease. More

precisely, T C’ggﬁf :;;C is the dynamic number of instruction
per splitting option to be executed. The dynamic IC' takes
into account all those instructions repeatedly computed, for

instance, within processing loops.

PU

PU
CPU

split opt. *

ICdynamic _ IPCPU

split opt. split opt.

“

The instructions per cycle IPCLY, ., depends on the PU

and the workload [33]. As shown in sect.4, we have mea-

sured it on hardware to retrieve [ nggf ot The PU pro-
PU

cessing time for the considered splitting option is &y, oy »
while f£Y,; is the achievable PU clock frequency. Being

dynamic . . .
IC it opr. @ constant, by inverting the equation and vary-
. . . . obj .
ing the objective processing time ¢ 7, ., , We estimate the
. obj .
required IPC 5., ., as follows:
dynamic
. Icevr
PU—obj __ split opt.
IPCsplit opt. = ,PU—obj . £PU (5)
split opt. CPU

6

From here, it is straightforward to predict the needed
MIPSEU b yith respect to the required processing time

split opt.
per splitting opt.
) IPCPU<_Obj . fPU
PU—ob split opt. CPU
MIPSsplit 2pg. = 106 (6)

Now, let’s assume to parallelize the workload on PUs. Under

. . PU—obj
such assumption, we obtain the N, .- necessary PUs to

be mounted and available, for instance, on a UAV

PU—obj
PU—obj _ w (7)
split opt. — (MIPSPU)

where MIPST;" is the PU maximum reachable MIPS
value.

PU—obj

‘/s];l[{t_(;lzj = split opt. VPU (8)

wtitopt. = Nogiivopt. - ©9)

stitopt. = Napiropt, - PF0 (10)

wtitopt. = Neptivopt. -0 (11)

Finally, NV Sl;gt_ o(;’g allow us to provide guidelines regarding
the volume V;;l[{t;‘;? (m?), weight mgﬂ;ﬁﬁi (kg), power
PPU=M (1) and cost ¢-7%" (USD). (SWaP-C) metrics

for the system design. VIV, mPY, PPU and PV refers to
the volume, mass, power consumption and cost of a single
PU. SWaP-C is a common set of metrics for the optimization
of hardware and software systems. The knowledge about
SWaP-C is a priority for dimensioning complex systems like
the one presented in this work.

4. EXPERIMENTAL RESULTS
Experimentation strategy

In order to acquire reliable experimental results, we followed
a top-down approach, moving from theory to simulations
and concluding with hardware experimentation. Results
discussion will analyze post-processed data gathered through
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Table 1: Raspberry Pi Data Sheet

3B+ 4B

P N Broadcom BCM2837B0 | Broadcom BCM2711

rocessor (4 Cores) (4 Cores)
Clock Frequency (Operative) f&p, 1.4GHz 1.5GHz
Clock Frequency fEI7 0.6GHz 0.6GHz
Clock Frequency fA%7 1.4GHz 2.1GHz
Mega Instructions Per Second (MIPS) ~ 527 ~ 2037
RAM 1GB 2GB
P Suppl 5V/2.5ADC 5VDC

OWer Supply via micro-USB via USB-C (min 3A*)
Temperature (Operative) 45 50
Power Consumption (400% CPU Load) 5.1W 6.4W
Weight 45g 46g
Volume 80.92cm3g 99.53cm>g

simulations and test on RP 3B+ and 4B, and, to conclude, the
SWaP-C analysis for implementing and operating splitting

options on UAV’s PUs within a bounded processing time

UAV
tbsp

Experimental setup

The first step of the analysis is to simulate the DL-SCH and
PDSCH processing chain on a 2021 Macbook Pro equipped
with an Apple M1 Pro chip and a 16GB RAM. Our aim
was to obtain, through these simulations, data about the
achievable throughput with respect to the system parameter
setting and the variation of the execution time depending on
the considered splitting options and the number of antennas
both at TX and RX sides. On the other hand, the analysis
regarding the system dimensioning through SWaP-C metrics
has been performed starting from low-cost PU architectures.

Two Raspberry Pi (RP) boards have been used as external
PUs to test on hardware with the NR split functionalities. The
details about these devices are shown in Tab. 1 [34] [35].

The RPs 3B+ and 4B mount an ICE Tower Cooling Fan
from S2Pi, i.e. a liquid cooling, as shown in Fig. 4a. This
was necessary to overclock the PUs and to avoid unexpected
crashes or even damages to the electronic board. The RPs
are fed by a micro-USB and a USB-C respectively, assuring
an input voltage of about 5. A Ruideng UM25 USB
multimeter is used to check the possible voltage swings. It
allows to measure voltage with a time step of one second,
as well as for the current flowing in the RPs, through a
simple graphical user interface receiving data via Bluetooth.
An Ethernet cable connects the PC with the RPs for data
and Wi-Fi sharing. An Ethernet-to-USB-C adapter has been
employed due to the lack of a Gigabit Ethernet port on the
Macbook.

The program has been developed in MATLAB 2021b en-
vironment by exploiting the “5G Toolbox” and following
3GPP specifications about 5G NR. Deploying functions on
Raspberry Pi is allowed thanks to the MATLAB Support
Package for Raspberry Pi Hardware, which is a collection
of functions to interface MATLAB and the RPs, and the
codegen command. Through codegen is possible to generate
C++ code starting from MATLAB code. Most of the func-
tions are supported by codegen for the C++ code generation.
The remaining functions have been ad-hoc customized to
be exclusively composed of functions already supported by
codegen.

RPs are controlled by the PC through ssh and overclocked by
launching cpupower frequency-set with —min and —max field
to fix the working clock frequency f&py;. The timestamps
for each splitting option are printed on text file and then post-

7

'/sblirting opt. timestamps on file)

~

cpupower frequency-set
perf stat -D 1000 -a -d -x, -

Raspberry Pi ‘
(3B+, 4B)

eth0

N
USB feeding line

(5V +, variable current)

targetHardware() |
popioy) | Phys |

Matlab

tarObj =
Physical Server

Support Package for
Raspberry Pi
/Harware

PDSCH
(TX

/

(a) Flow—graph

(b) Setup photo

Figure 4: (a) Setup flow-graph detailing the deployment of PDSCH
functionalities from MATLAB over external hardware, which is
controlled by the physical server through ssh, by converting the
program into C++ code. (b) Setup photo showing the deployment
of PDSCH functionalities over a Raspberry Pi 3B+ (Raspberry Pi
4B was used as well) through MATLAB® Support Package for
Raspberry Pi™ Hardware installed on a Macbook Pro with Apple
M1 Pro chip. The feeding line is connected by a Ruideng UM25
USB multimeter for power measurements. The RPs mount the ICE
Tower Cooling Fan from S2Pi to cool down themselves during the
overclock process.

processed. Information about the IC per program have been
retrieved by exploiting perf stat, which allows to visualize the
IPC depending on the workload. As it is difficult to isolate
the IPC per splitting option, we averaged the gathered data
between 25 realizations of the same test, running the whole
DL-SCH and PDSCH chain per slot.

Software simulation results

The simulation results average data coming from the trans-
mission of 5 slots. For each slot, the channel is re-initialized.
First of all, we acquired the E2E throughput for the gNodeB-
to-UE link, where the gNodeB is the binomial composed by
Cubesat and UAV. For the CubeSat-to-UAV link we have
considered a transparent channel. Indeed, this evaluation is
simply aimed at visualizing the signal-to-noise ratio (SN R)
improvement yielded by increasing N1 X or NEX antennas
numbers.
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Figure 5: (a) 5G NR PDSCH achievable throughput in percentage
for MISO and SIMO systems. (b) 5G NR PDSCH execution time
over an Apple M1 Pro chip MISO and SIMO systems.

By increasing the number of antenna units, the SN R required
to assure the same throughput decreases, as clearly visible in
Fig. 5a. Assuming the configuration described above - thus
a maximum achievable throughput Rl])‘/[ AX ~ 30.2Mbps -
for single-input single-output (SISO) system and SNR =
5dB, we reach a 20% of R}MAX, while by doubling the
TX or RX antennas, we obtain an important gain of 3dB
to achieve 100% of throughput performance. This is due to
the spatial diversity guaranteed by multi-antenna MISO and
SIMO systems.

As expected, we can verify, from Fig. 5b, that there is not
any significant correlation between the execution time, i.e.
tl(fs‘gv = (tjlf’x — i) + (tLks — tho), and the required
SNR. We cannot verify the same for what concerns a
higher number TX or RX antennas. Indeed, the amount of
processing yielded by DL-SCH and PDSCH to the multiple
streams transmitted by the physical antennas justifies a higher

execution time tg;‘;w, and, consequentially a higher compu-
tational load L. assuming L o< £ Again from Fig. 5b, it is

remarkably noticed that the execution time fora2x 1 or 1 x 2

8

system is almost twice that of the SISO system. Moreover,
looking at the 1 x 8 versus 8 X 1 configurations, the former
configuration takes 69% of the time taken by the latter one to
complete the simulation.

From Fig. 6, assuming a DL communication between the
UAV-based RRH and an on-ground UE, it is important to
notice how much the execution time increases as far as N.-X
increases, if we split the TX processing. Vice-versa, as
NIEX increases, the execution time ramps up to perform
demodulation, demapping and decoding operations at RX
side. As already mentioned above, the linear increase in the
number of data streams (therefore in the baseband processing
functionalities to be run) is the main cause of an increased
execution time. Consequently, still considering the UAV-to-
UE scenario, it appears that, as we add complexity to the TX,
some splitting options become more prone to be exploited. In
general, opt.6 yields, both for MISO and SIMO systems, to a
~ 60 — 70% reduction of the execution time with respect to
not exploiting any splitting opportunities. However, this does
not occur for an 8 x 1 configuration, where opt.6 carries a
reduction of about 47%. Hence, opt.7.2 lowers down the pro-
cessing latency of another 43.4%, as shown in Fig. 6d. This
is due to precoding and mapping operations left at Cubesat
side. The formed PDSCH grid is a 3D matrix, whose third
dimension is equal to N'X. From here, we can deduce that

ant *
the more NZX we mount on the communicating node, e.g.
UAV, the more is the importance of opt.7.2, at least in terms of
saved computational and energy resources at UAV side. Other
reasoning in this sense should take care of the communication
system dimensioning according to the midhaul data rate to be

maintained between UAV and CubeSat [12].

The analysis provided here about RX split processing is
made upon the use of DL-SCH and PDSCH. To estimate
RX processing at UAV side, physical uplink shared channel
(PUSCH) should have been implemented for the uplink com-
munication. However, with a small degree of approximation,
we assume DL-SCH and UL-SCH very similar in their basic
functionalities, as stated in [36]. Thus, the evaluations made
about DL-SCH and PDSCH apply also to UL-SCH and
PUSCH.

From Fig. 6D, it is clear that an increase in [V, f‘X

¢ corresponds
to a higher execution time tJ4", and, consequently, to a

heavier processing load. Apparently, opt.7.2 is the operation
leading to the major variations of the execution time at UAV
or CubeSat side. In particular, the execution time reduction
ranges between ~ 70 — 80% for all the simulated config-
urations. The gradient V increases also in correspondence
of opt.8 for 2 x 1, 4 x 1 and 8 x 1 MISO systems. How-
ever, opt.8, which would set to zero the processing time at
UAV side (Fig. 6a and Fig. 6b do not depict opt.8 for this
reason), is mostly prohibitive for the data rate in the order of
Gbps required to the fronthaul link [12]. To conclude this
subsection, we should highlight that opt.7.3 is not present
for RX splitting, because 3GPP standardized it only for DL
transmission [21] [37].

On-hardware results

To perform on-hardware emulations, we have deployed the
TX processing chain of a 8 x 1 MISO system on the external
PUs, namely RP 3B+ and 4B. This choice was done to test
the worst case scenario. As visible from the comparison of
Fig. 6a with Fig. 6b, the 1 x 8 SIMO RX requires 49% less
time than the 8 x 1 MISO TX to be executed.

The program runs over a single core, which led to a power
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Figure 6: (a) Execution time of a 5G NR TX in percentage over an Apple M1 Pro chip to perform opt.6, opt.7.3, opt.7.2, opt.7.1, opt.8.
(b) Execution time of a 5G NR RX in percentage over an Apple M1 Pro chip to perform opt.6, opt.7.3, opt.7.2, opt.7.1, opt.8. (c) Discrete
gradient (V) showing the saved amount of computational load by performing opt.6, opt.7.3, opt.7.2, opt.7.1, opt.8 at TX side with respect
to the whole PDSCH computation. (d) Discrete gradient (V) showing the saved amount of computational load by performing opt.6, opt.7.3,
opt.7.2, opt.7.1, opt.8 at RX side with respect to the whole PDSCH computation.

consumption of about 3.72W (multimeter computation). The
task parallelization is assumed for the SWaP-C analysis. We
followed the methodology presented in sect.4.1 to acquire
data related to RP 3B+ and 4B performance.

In regards of splitting options 6, 7.3, 7.2 and 7.1, we eval-
uated in Fig. 7 the execution time on RPs against the clock
frequency f&py. On the RP 3B+ and 4B, the execution
time for the DL-SCH and PDSCH is in the order of seconds.
More precisely, for a f&p;; = 1GHz, the processing power
pUAV (RP 3B+)

bsp of a RP 3B+ allows to execute the whole

series of functions within ti’;v(RP 8B+) _ 4.86 sec., while
UAV(RP4B) _

the RP 4B decreases the execution time to ¢,

2.47 sec. This is due to the augmented processing capabilities
P of the RP 4B with respect to the 3B+, at the price of a
higher power consumption as shown in Tab. 1. As in the pre-
vious simulation series, shown in Fig. 6¢, opt.6 dramatically
Z)?_Z(RP?’BJr) = 0.24s and

= 0.22s. An increase of the clock frequency

reduces the execution time to ¢

tUAV(RP 4B)
opt.6

9

f&py» while it solidly impacts on the execution time as
clearly noticeable from Fig. 7, however, does not seem to
cause a variation in the gradient V characterizing the benefits
of a splitting option with respect to another one.

The number of instruction per cycle (ICP) is directly related
to the choice of the processor and to the clock frequency.
Practically, it is retrieved through perf-stat, which we have
launched on the overclocked RP 4B (f¥p; = 1.5GHz)

through ssh. The achieved averaged value is I PCJt 4P

0.8152, as shown in Fig. 8, which led to IC%¥"a™m

) opt.6
159.6 x 100, TOQME' = 110.5 x 106, ICO'7"e =
68.4 x 10° and Ingf?Tic = 40.2 x 10°. By the way,

reducing the number of functions to be operated straight-
forwardly involves a reduction of the information count per
program, which largely justifies the important gap between

dynamic dynamic
IC, ¢ " and IC, 5 77" From here, we have searched for

the MIPS reachable by the RP 4B and comparing them with
those of Nvidia Jetson Nano to estimate the number of PUs
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Figure 7: Execution time of a 5G NR splitted TX over a
Raspberry Pi 3B+ and Raspberry Pi 4B vs. various clock
frequencies fopy = [0.6, 1.5]GHz reached by overclocking
the RPs.
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Figure 8: Measured IPC while running the whole DL-SCH
and PDSCH chain on Raspberry Pi 3B+ and 4B.

needed on-board of the UAV to execute the splitting options
within a time span t{ 5" = [0.5, 1.5] msec. This range was

empirically selected, however, the slot duration is ¢4, = 0.5
msec., thus it is feasible to assume an added processing time
per slot of the same order of magnitude. Obviously, by
accepting a higher execution time and keeping into account
that, for generic applications, 5G commonly accepts T;-qdi0 ~
2msec., we will require a lower distance between UAV
and CubeSat, and, consequentially, lower CubeSat lifetime,
coverage and increased energy demand to correct the orbits.
To better explore the topic, which is not the main core of
this work, the following papers highlight all these trade-
offs [11] [13].

In order to estimate the the SWaP-C metrics, we fix
MIPSHP4B = 2037 and MIPS’N = 3900 [38] [39].
Although, these are not precise values as they come from
benchmarking the PUs, we assume them as a feasible and eas-
ily achievable MIPS. Nvidia Jetson Nano is a small powerful
PU whose envelope dimensions are 0.100 x 0.080 x 0.029m.
The maximum power consumption is around 107/ and the list
price for the “Jetson Nano Developer Kit” is 99 with respect

10

to 55$ for a RP 4B with 2GB of RAM [40]. The weight is
250g per board [41].

Finally, we shall point out how splitting options will impact
on the system dimensioning. Indeed, size or volume, weight,
power consumption and cost are strongly linked with the /C'
and ty,, achieved per splitting option. This behavior is shown
in Fig. 9 and Fig. 10. Requiring a tighter execution time
turns into much more resources to be embarked on the UAV.
Consequently, a system designer may think to assure enough
computational and energy resources to perform one of the
proposed splitting option. On average, by looking at the plots
in Fig. 9d and Fig. 10d, we can say that in order to achieve
the same system performance the required volume and the
overall cost to host the RP 4B PUs or JN PUs on UAV will
be almost the same. To be fair, costs depend on many factor.
For instance, the latest chip shortage brought the cost of RPs
to a 400% markup [42]. However, our aim is to provide a
rough costs estimate. On the other hand, the weight to deploy
RP-based or JN-based PUs on UAV is of particular interest.
A single JN unit weighs the 543% more than the RP 4B. This
is obviously reflected on the results in Fig. 9b and Fig. 10b.

Assuring the processing capabilities P to perform opt.6 by
RP 4B within tgp‘?.‘g(RP *B) = 0.5 msec. involves a weight
m ~ 7.5 Kg, while m ~ 20Kg would be the added weight

for a IN-based UAV, and Pt 74P = 820 W of power
=942 W.

~
~

consumption with respect to Poif_g (JN)
Once we highlighted the macro differences between RP-
based and JN-based systems, it is important to notice how
a system design would change upon a static splitting option
choice at the UAV side. Let us consider to host INs on UAV
for their lower total power consumption and set a required
UAV(JN)

slot processing time ¢, = 0.5ms. The required
weight would be mOUp?.‘g(JN) = 20Kg, as said before, and
gp’?v‘;'%‘]N) = 14 Kg for opt.7.3, mgp’?_‘;'(ZJN) = 5.5Kg for

opt.7.2 and moUp’?_‘;(lJN) = 2Kg for opt.7.1. Roughly speak-
ing, there is an order of magnitude between moUp’?“;A(lJN) and

(Z)‘?,Z(JN). The same applies for costs, where from more
than cost" 44 ™) ~ 8000$ we move to costZ 4V V) &

opt.6 opt.6

20008, which for mass production is for sure a great saving.
The volume decreases too as well as the power consumption,
which from opt.6 and opt.7.1 is reduced of ~ 600 W. The
amount of saved energy resources would be then dedicated
to the maximization of the flight time and, above all, service
continuity.

Results recap and design guidelines

In this subsection we aim at providing a recap of the ex-
perimental results achieved in the paper, along with some
guidelines for the design of 3D networks. The main outcome
of the analysis is that baseband processing time and computa-
tional load are the keys for the system optimization. We can
summarize the recap as follows:

1. Splitting option 7.2 detaches in strongly uneven portions
of the computational load both for downlink and uplink.

2. This behavior is particularly noticed for DL MISO 4x1
and 8x1 systems and for UL SIMO 1x2, 1x4 and 1x8.

3. RP 4B performs better in terms of execution time with
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Figure 9: SWaP-C analysis for Raspberry PI 4B splitted 5G NR TX. (a) Volume required to host RPs 4B on nodes implementing C-RAN
to perform splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (b) Weight required to host RPs 4B on nodes implementing C-RAN to
perform splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (c) Power consumption to host RPs 4B on nodes implementing C-RAN to
perform splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (d) Approximated deployment costs to host RPs 4B on nodes implementing
C-RAN to perform splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side.

respect to RP 3B+, as expected.

4. NVIDIA Jetson Nano could be more suitable as PU over
UAVs than RP 4B+ due to reduced consumed power and
deployment costs. On the other hand, RP 4B+ considerably
reduces the overall equipment weight.

5. It should be worth framing this work within the Digital
Twin concept [43], probably on of the most promising enabler
of 6G technologies. The aim of this paper was to dimension
the resources on board UAVs in the context of 3D Networks
implementing the C-RAN. However, the methodology pro-
vided a simple way to design complex systems starting from
digitally rendering the impact of processes on small, limited
and low-cost hardware.
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5. CONCLUSION

We studied the resource dimensioning of 3D networks im-
plementing C-RAN from the UAV perspective. First, we
detailed the impact of baseband processing on the radio trans-
mission delay and E2E delay. Then, we addressed the issue
concerning the UAV on-board resources required to execute
the baseband functionalities. Later on, we discussed about
splitting opportunities to save UAV-based RRH resources,
while moving on the CubeSats, or other sky platforms, the
major part of the computational load. Finally, we derived
a methodology to predict the required resources, i.e. size
weight power and cost (SWaP-C), on UAV to perform split-
ting options in an advantageous time window. Results firmly
demonstrated the impact and benefits of baseband splitting
operations over system design and performance.

Further works will consider the CubeSat point of view, thus
providing guidelines about the design of satellite platform
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Figure 10: SWaP-C analysis for Nvidia Jetson Nano splitted 5G NR TX. (a) Volume required to host JNs on nodes implementing C-RAN
to perform splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (b) Weight required to host JNs on nodes implementing C-RAN to perform
splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (c) Power consumption to host JNs on nodes implementing C-RAN to perform splitting
opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side. (d) Approximated deployment costs to host JNs on nodes implementing C-RAN to perform

splitting opt.6, opt.7.3, opt.7.2 and opt.7.1 at TX side.

able to efficiently execute all the functions relocated at its
side. The literature lacks also of an integrated framework able
to characterize 3D networks for 6G connectivity as a whole.
Moreover, recent studies were only focused on point-to-point
communications. In such a framework, the connectivity will
be realistically guaranteed by fleets of UAVs and multi-orbit
constellations of CubeSats. Trade-offs and dynamics, in this
sense, should be adequately analyzed as, for instance, the
handover strategies both in the aerial and space segment.
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