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The administrative life of an AS. The administrative life of

an AS starts when a registry allocates a specific AS number to

the given organization, removing that number resource from the

available pool. The ASN will appear in the (extended) delegation

file as allocated, with a corresponding registration date. The end

of the administrative life happens when an ASN is either returned

by the holder organization or reclaimed by the respective RIR, in

accordance with RIR internal resources allocation policies. The ASN

is then quarantined for some time in reserved status before going

back to the available pool and being allocated again.

RIR-specific ASN allocation policies and reporting prac-

tices. RIRs have different approaches to handle ASN allocations,

the eligibility criteria, the recovery of unused resources, the reuse of

resources, and special cases (e.g., ASNs reclaimed for a short time or

ASN transfers), which impact ASNs’ administrative lives. Appendix

B describes in more detail the policies and how they have changed

over time. For instance, since 2010, ARIN has been requesting num-

ber resources back from organizations that are out of compliance

(e.g., did not pay the annual fee), whereas other RIRs only actively

reclaim unused resources or just reuse the ones given back to them

or when the organization holding an ASN ceases to exist [11]. In

addition, tracking in delegation files varies between RIRs for cer-

tain cases. For example, if an ASN held by a company is switched

from allocated to reserved, and then it is allocated again to the same

company, all RIRs except AfriNIC keep the registration date from

the first allocation. Moreover, RIPE NCC and APNIC, do not modify

the registration date of an ASN when it is transferred internally

(inside the registry). Finally, APNIC allocates ASNs also to NIRs

(National Internet Registries), thus introducing more uncertainty

to when the NIRs allocate these resources to the end-users.

3 DATA COLLECTION & PREPARATION

This section describes our process to collect, restore, and sanitize

the delegated files and BGP data we use in this study.

3.1 Restoring 17 years of ASN delegations

We collect all (regular/extended) delegation files from the RIRs’ FTP

sites [2, 5, 7, 45, 63], from the first file available (see Table 1 for

details), until Mar 1, 2021; the RIRs FTP sites are publicly accessible.

Across all RIRs, in less than 1% of the days in our observation time

frame it happens that a (regular/extended) delegation file is missing

from the site or the available file is corrupted. The longest count of

consecutive days missing delegation files is 7 (RIPE). When both

regular and extended delegation files are available3 for the same

day, we consider the information from the extended delegation file.

The last column of Table 1 lists the total number of files collected

per RIR, spanning a period of more than 17 years.

To be able to study the administrative lifetime of ASes through

the lens of delegation files, we try to restore missing or poten-

tially corrupted information. We make the restored data publicly

available.4 Our restoration process consists of the following steps.

(i) Filling the gap of missing files: If an AS appears in both

the day before and the day after an empty or missing file (157

3Only ARIN completely stopped publishing the delegated files after Aug. 12, 2013; all
the other registries decided to keep publishing both file types.
4https://github.com/SystemsLab-Sapienza/ParallelLives

Table 1: Overview of the delegation files we collected from

their inception until March 1, 2021 (between 16 and 17 years

of data per RIR).

RIR First regular First extended Number of files

AfriNIC 2005-02-18 2012-10-02 5,791

APNIC 2003-10-09 2008-02-14 6,345

ARIN 2003-11-20 2013-03-05 6,303

LACNIC 2004-01-01 2012-06-28 6,257

RIPE NCC 2003-11-26 2010-04-22 6,249

occurrences), we assume that the AS is also allocated in the missing

day. Otherwise, we use as reference for its starting (ending) date,

the first (last) day it shows in the delegated files.

(ii) Filling missing records:When comparing consecutive files,

we find instances of large ASN count drops, although normally, the

count monotonically increases. After careful investigation of large

decrements, we find that in most cases when a group of ASes (from

few hundreds to few thousands) disappears for one or a few days

from the extended delegation file(s), we can recover information

by leveraging the data still present in the corresponding regular

delegation file(s).

(iii) Same day file update: When comparing extended and regu-

lar delegation files from the same day, we find differences in 1.8%

of the daysÐthis happens for all RIRs except AfriNIC. We use the

newest of the delegation files (based on the start and end times in

the headers) to interpret the status of the ASNs accordingly. How-

ever, when an ASN disappears from the newest files for a few days

but is always in the (corresponding) older files, we consider the

ASN information in the old ones.

(iv) Cleaning invalid duplicate records: In the AfriNIC files, we

find duplicate records with inconsistent information (e.g., allocated

and reserved) persisting over periods of up to 6 months, with 16

ASNs affected in total. By manually looking at the history of each

ASN, and sometimes their BGP behavior, we gather strong evidence

disambiguating the inconsistent information.

(v) Restoring registration dates: Some ASN delegation records

show inconsistent registration dates, such as a registration date that

is in the future with respect to the file date, that travels back in time

across files, or that is filled with a placeholder value. We examine

carefully each phenomenon and recover the registration date with

the earliest date found in files when possible. For example, we find

a few records in AfriNIC files for which the registration date is in

the future when compared with the file date. As the difference is

of a few days only, we use the date the ASNs first appeared in the

delegation files (i.e., the file date) as registration date.

We also find ASN delegations for which the registration date

travels back in time (when only forward changes are expected,

i.e., new allocation). This type of phenomenon affects only few

records in all RIRs except RIPE NCC, where more than 800 go

backward in time to what we find is a łplaceholderž registration

date (1993-09-01). Most of these ASes are old ASes delegated in

the ‘90s before the creation of most RIRs. Upon further inspection

of these ASNs and contacting the respective RIRs, we trace back

and confirm that these ASN allocations are all related to the ERX

project: łearly registrationž ASN transfers from ARIN to the other
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RIRs [6, 8, 64, 65]. ARIN was formed in December 1997, and it

inherited the database of existing address-block and ASN resources

from InterNIC. In 2002, the RIRs agreed to have ARIN transfer the

management of these resources to the respective RIRs accordingly

to the region in which the holder of the resource resided. As a

result, 5,026 ASNs were moved to APNIC, LACNIC, and RIPE NCC.

We recover and restore the original registration dates leveraging

delegation information published by ARIN before the delegation

files era [8]. In a second phase of the ERX project, in 2005, once

AfriNIC was created, it received 204 ASes in total from ARIN and

RIPE NCC. However, in this case, the transfer did not alter the

original registration dates.

(vi) Cleaning inter-RIR inconsistencies: We find some 450

ASNs thatÐat different points in timeÐare simultaneously being

allocated or reserved in multiple RIRs. We identify various overlaps,

some affecting many ASes at once and lasting more than 250 days.

After careful investigation, we find that the two main reasons for

the multiple allocation of the same resources among RIRs are: (i)

(regular or ERX) transfers where the łoriginž RIR temporarily main-

tains stale data for ASNs that fails to remove from its delegation

files and (ii) mistaken (apparent) allocations, some by RIRs who

have not been assigned those ASN blocks from IANA. In all these

cases, we are able to identify the cause and remove the evidently

erroneous records from our data.

3.2 17 years of BGP data

To find operational ASN activity, we process historical BGP data

from all available RIPE RIS [54] and RouteViews [68] collectors,

using CAIDA BGPStream’s Python library [57], starting on October

9, 2003 and ending on March 1, 2021. To track ASNs that appear in

BGP paths, for each day, we process one full RIB dump per collector

and all update dumps available.

Sanitizing BGP data: We sanitize the data discarding all paths

to prefixes either longer than /24 or shorter than /8 for IPv4 and

longer than /64 or shorter than /8 for IPv6, since they should not

be globally propagated (except for specific cases such as e.g., DDoS

protection with BGP blackholing [20]). We also discard paths with

loops since they are often related to misconfigurations [38]. A

challenge when looking for all ASNs active in BGP is to distinguish

low visibility ASNs from ASNs appearing because of errors in the

BGP announcements a peer might share with a collector. In our

long observation period the probability to incur into spurious data

from 1 collector’s peer is high. For this reason, we only consider an

ASN to be active in BGP in a given day if in that day its visibility is

strictly more than 1 peer, i.e., two or more distinct ASes that peer

with the collector infrastructure share BGP announcements with

that ASN in the path that day.

In total we processmore than 930 billionsRIB dump records

and 2.3 trillion updates over 17 years of data. We find a total of

96,391 unique ASNs being routed in BGP in the 17 years of our

dataset, from 16,234 on October 9, 2003 to 73,143 on March 1, 2021.

4 BUILDING LENSES FOR ASN LIFETIMES

This section describes our methodology to build ASN lifetimes in

terms of administrative allocations (ğ4.1) and BGP operations (ğ4.2).

We show a snippet of the datasets in Listing 1. We make the datasets

resulting from this process also publicly available, together with

the code to generate them.5

4.1 Inferring ASN allocation lifetimes

Our method to infer administrative ASN lifetimes is based on two

key fields in the delegations filesÐthe allocation status and the

registration dateÐin addition to the policies and practices followed

by RIRs. As a general rule, we consider as the start of a new lifetime

of an ASN the date of when it first appears or reappears (after

deallocation) in the delegated filesÐor, in the case of extended

delegated files, when it is labeled as allocated.6 However, APNIC

can allocate AS numbers in blocks to each of its National Internet

Registries (NIR), which in turn allocate these resources to end-users.

This characteristic introduces more uncertainty over the start of

the actual administrative life.

We consider the end of a lifetime when it either becomes avail-

able, reserved or it disappears from delegation files. Specifically, we

apply the following rules, which take into account different policies

adopted by RIRs, either as documented or based on what we have

learned in private conversations:

• ASN appearing allocated after being in reserved status or disap-

peared from the file.

ś An ASN is moved to the reserved status (extended delegated

files) either if there are administrative issues with the organi-

zation that is holding the ASN or for quarantine, before the

ASN becomes ready to be reallocated. We use as discriminating

factor the registration date: if the ASN returns in the delegated

files with the same registration date, it means it was not re-

turned to the free pool, so we can assume it was returned to

the previous owner and we merge the two allocation spans in

one. Otherwise we infer it was reallocated to someone else.

ś Similarly, in the case in which the ASN disappears from the

delegated files (when only regular delegated files are present),

we consider the registration date the discriminant between

reallocation (new date) and same owner/life (same date).

ś AfriNIC exception: for AfriNIC, if an ASN has been reserved

for any period of time and becomes allocated without first

being available, it means they re-allocated the resource to the

previous owner even if it gets a new registration date. In this

case, we merge the two allocation spans.

• Allocated ASN suddenly changing registration date: An ASN

cannot be reallocated before being in quarantine. Thus changes

in registration dates without ASNs being deallocated, are explain-

able by administrative corrections to the same current allocation.

• Inter-RIR transfers (342 in total): if an ASN is transferred across

two RIRs, we consider the ASN allocation only one lifetime iff

there are no gaps between the allocation in each RIR.

By applying these criteria, we identify 126,953 lifetimes, for a

total of 106,873 ASNs, that have existed throughout our 17-year

time frame of analysis.

5https://github.com/SystemsLab-Sapienza/ParallelLives
6Typically, this date is close to the registration date. Between 90.1% (AfriNIC) and
99.35% (ARIN) of the cases, the ASN appears in the delegation files the same day or
the day after its registration.
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• A period of inactivity (while allocated) longer than 1000 days,

either since the start of the administrative allocation or between

operational lives.

• A "relative duration" of the post-dormant operational life (after

being inactive in BGP for 1000 or more days and computed as its

lifespan divided by the lifespan of the corresponding administra-

tive lives) set to 5%.

Note that these thresholds are arbitrary by design, since here we

are interested in simply testing our intuition through manual inves-

tigation. We find 3,051 operational lives matching our simple filter.

We semi-automatically inspect them by counting the daily number

of prefixes originated by BGP announcements of those ASNs, and

checking their upstream to look for well known malicious actors.

We successfully identify many suspicious cases, some of which we

are able to cross-validate through external sources, finding at least

76 confirmed cases using information collected from network oper-

ators’ mailing lists such as NANOG [53], Twitter alerts by network

security groups such as Spamhaus [59], routing monitors such as

BGPmon [4], and previous work [72]. Unfortunately, broad ground

truth about hijacks is not available, thus we cannot quantify in

detail how many of these cases are malicious. We confirm as many

cases as possible using the sources cited above.

To illustrate this phenomenon, Figure 8 shows the number of

prefixes originated over time by a subset of these ASNs, providing a

visualization of the concept of the awakening of dormant ASNs (i.e.,

not previously announcing prefixes and not seen in BGP for a long

period of time). Furthermore, the figure shows that some hijacks

happen simultaneously and we verify those prefix announcements

share the same upstream provider (next hop in BGP), suggesting

coordination of these attacks. For example, the second spike of

AS10512 in the figure, represents a prefix hijacking event disclosed

on the NANOG mailing list (the mailing list of North American

operators) where one of the victims was Spectrum, a major broad-

band provider in the U.S. [52]. Even if AS10512 was allocated for

more than 17 years (from 2003-11-20 to 2021-03-01), in BGP it was

active for only 31 days, from 2017-12-08 to 2017-12-16 and from

2017-12-18 to 2018-01-09. Both periods match the spikes visible in

Figure 8. In the second one, AS10512 suddenly originated 60 /16

prefixes for a short period, also causing (Sub)MOAS conflicts11 for

some of them, including prefixes originated by Spectrum (AS11426).

In other words, AS10512 was squatted and used to perform BGP

prefix hijacking attacks. The other ASNs in Figure 8 show similar

behavior in terms of number of prefixes announced and in some

cases also generate (Sub)MOAS events. We find that 2 of these

ASNs are in the dataset of potential łserialž BGP hijackers created

by Testart et al. in [72].

Some of the ASNs we pinpoint (including AS28071 and AS7449

in Figure 8), to the best of our knowledge, have not been previously

identified as involved in these type of activities. Interestingly, we

find that AS7449, which is unusually active in the same period

AS10512 is, shares with itÐin the BGP announcements of these

eventsÐthe same direct upstream, AS203040, an ASN notoriously

known as a łBGP Hijack Factoryž [51]. It is thus most likely that

AS203040 generated and shared with its neighbors forged BGP

11Events in which two ASNs originate the same (MOAS) or overlapping (SubMOAS)
prefixes.

announcements with these (squatted) ASNs as origins and itself as

the first hop, disguising itself as their transit. We identify a similar

attack pattern for AS28071 and AS262916 (a well known spammer,

reported in 2014 by BGPmon [12]), visible in Fig. 8 to be suddenly

alive in BGP between 2013 and 2014: through inspection of the AS

path in related BGP announcements, we learn they appear to share

the same direct upstreamÐAS52302Ðduring these activity spikes.

Searching for this ASN, we find validation of its malicious behavior

in the Latin America operators mailing list [46].

However, not all of these malicious events show a sudden in-

crease in the number of prefixes originated per day, making it more

challenging to detect them by solely studying their BGP activity

without the allocation context. For example, between April and July

2020, 31 ASNs woke up almost simultaneously after several years of

inactivity and started announcing each a few /20 prefixes that they

never had announced before. We verified these announcements

were also malicious, as they involved upstream ASNs known for

this type of attacks [71].

Summing up on squatting of dormant ASNs. These case

studies show that by using detection parameters that combine the

administrative and operational perspectives it is relatively easy

to put into focus malicious activity. Our newly-constructed lens

could for example provide additional łclassification featuresž for

machine-learning based detection approaches. However, our study

does not show to which extent and with which accuracy detection

would be possible. As previous work on detecting BGP hijacking

activity shows [72], it is hard to disambiguate legitimate operations

exhibiting irregular/unusual behaviorÐexplainable with traffic en-

gineering, BGP blackholing, etc.Ðfrom malicious activity. Future

work specifically focused on detectionwould need to rely on ground

truth for all the events related to previously dormant ASNs, which

is currently not available.

6.2 Partial Overlap

This category (second from the top in Figure 6), includes all admin-

istrative lives that have an operational life starting before and/or

ending after it. They represent only 3.4% (4,434) of all administra-

tive lives that we observe in 17 years of data. We find two benign

reasons that explain most of the cases in this category and are

described below.

Operators’ dangling announcements.Most cases, (2,840, i.e.,

64% of all the administrative lives in this category) of partial over-

lap are due to operational lives continuing beyond the deallocation

of their ASNs. The most probable explanation for these cases is

the lack of reconfiguration of the routers (e.g., by a provider of

the AS). We study the size of ASes exhibiting this behavior using

CAIDA ASRank historical snapshots [23] to retrieve their customer

cone [48]Ðthe set of ASes that can be reached from them following

the customer links in their BGP paths. These ASNs are predomi-

nantly small: 95% of them have no customers. Thus, these dangling

announcement likely come from manual router configurations that

were not updated. Another possible cause of this behavior are

stuck routes, where one of the ASNs in the path, does not record a

withdraw update, therefore continuing seeing a path that should

not exists anymore [17, 22]. While dangling announcements are a

phenomenon known by registries, they constitute strong evidence
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both AS701 and AS7046 are held by Verizon, and AS701 announces

the covering /12 prefix, it is very likely that such announcements

are due to a misconfiguration łleakingž routes used internally by

Verizon. Similarly, we find events associated with other large unallo-

cated ASNs (such as AS499981773, AS3489671207, and AS12845938).

Note that these are not łbogonž ASNs defined in RFCs for internal

use but are actual valid ASNs that RIRs might allocate.

7 RELATEDWORK

The allocation of Internet resources has been studied for a long time,

however the focus has been on IP block allocations. Huston [26, 28,

32] has produced information on the total number of allocations

of IPs along with per RIR allocation analysis: How many resources

are allocated in the delegated files and how many of them are

routed. With this analysis, Huston shows the increased rate of

IPs allocation and gives insights on IPv4 address exhaustion. In

[61], Richter et al. study IPv4 addresses exhaustion and how the

evolution and management ecosystem created diverse realities in

different regions. In [62], Richter et al. analyze the operational

use of IPv4 addresses from the point of view of a large CDN and

characterize behaviors revealing under-utilization in some regions

and complete utilization in others. Starting from the delegated files,

Meng et al. analyze the correlation between the allocation of IP

blocks and their usage in BGP, discovering that most of the prefixes

allocated between 1997 and 2004 appear as routed after 75 days and

that 8% have not been used at all [49]. Sriraman et al. [70] analyze

the fragmentation of the IP address space contrasting allocated

blocks with block routed on BGP for a period of five years, finding

that almost 90% of ASes with a provider-customer relationship do

not share an address delegation relationship. Similarly, Heidemann

et al. [37] use allocation data of IPs to assess that only 3.6% of

these addresses are actually visible hosts. More recently, Dainotti

et al. [18] proposed a taxonomy and a new method combining

active and passive measurements to understand address utilization.

They discovered that only 37% of the total number of IPv4 usable

addresses are actually used, and that most of the unused blocks

are in the US. Other work focuses on the effectiveness of bogon

lists and on how to improve their use [10, 19, 21]. In particular, the

most common problem is that these lists are usually not updated

as soon as new allocations are made, and therefore valid routes can

be filtered out. Vaidyanathan et al. [74] introduced in the bogon

lists the semi-dark space, addresses that are not in operational use.

All these works focus on IP allocation rather than ASes.

Concerning ASes, many works have studied specific aspects of

AS behavior in BGP without considering ASN delegations and their

administrative lives. Chang et al. [15] built AS-TRUST, a scheme to

quantify the reputation of an AS based on BGP updates, showing

that it is possible to improve BGP operations. Konte et al. build

ASwatch, a system to find bulletproof hosting ASes based on net-

work and connectivity features of ASes inferred from BGP data [43].

Since these works do not take into account ASN delegations, they

do not evaluate AS behavior depending on allocation status, which

would allow to discern ASNs that were previously delegated to an-

other organization. In [72], Testart et al. build a supervised machine

learning system to find ASes that persistently hijack BGP prefixes.

In our work, we provide evidence that using both the administrative

and the operational dimensions, it is possible to separate behaviors

from different allocations (i.e., different administrative lives of the

sameASN), thus possibly better characterizing the overall AS behav-

ior. We believe this approach can improve detection methods solely

based on the operational activity. Huston [27, 30] has published

analyses on ASN consumption and aggregated allocation. Other

works on ASes analyze their connectivity structures [56, 67, 69].

In summary, most of the works on ASes are based on BGP data

and their interconnections rather than the life of these resource

allocations in the Internet and their effective use in BGP.

In 2005, Wilhelm and Uijterwaal correlated ASN delegations

and their activity in BGP [77], However, in 2005 AfriNIC was just

born and we are now able to analyze 17 years of data. Policies

changed and extended delegated files carrying more information

have been introduced, allowing us to better characterize what in-

valid resources are being advertised. Moreover, we introduce new

concepts such as ASN delegated life, ASN BGP life and ASN usage

and perform a longitudinal analysis on the correlation between

administrative and BGP lives.

8 LIMITATIONS

ASN-level granularity. In our study, we work with ASN-level

data. We do not look at the individual prefixes advertised by ASNs,

except in fewmanual analyses to better understand and characterize

our findings (as in ğ6.1.2 on ASN squatting). However, information

about the announced prefixes may help to further build and charac-

terize BGP lifetimes, e.g., identifying different BGP lifetimes of the

same ASN based on different sets of announced prefixes. E.g., in

ğ4.2 we pick an arbitrary 30-days inactivity threshold to separate

two operational lives. Using prefixes, we could consider both the

inactivity period and the prefixes announced by the ASN to decide

whether to start a new operational lifespan or not.

Visibility limitations. We can only infer the use of an ASN in

BGP if the BGP announcements from that ASN reach a peer of

the collecting infrastructure we use. The existing collecting infras-

tructures have several vantage points, but they are not uniformly

distributed around the globe. Indeed there are jurisdictions such

as China, that heavily control the local interconnection with the

global Internet and where such measurement infrastructure is not

present. This is a factor that can limit the inference of operational

activities of ASNs in some specific geographical areas.

Collectors There are other BGP data collection infrastructures

available, such as e.g., from the Packet Clearing House project

(PCH) [39]. However, adding further collectors is unlikely to sig-

nificantly alter our findings, sinceÐdifferently from BGP prefixes,

which might not propagate far in the topology, or might be shared

in private peerings, or might end up aggregatedÐthe operational

information we are interested in (AS numbers from BGP announce-

ments) does propagate in the topology. An exception would be if

e.g., PCH or another BGP collecting infrastructure had a presence

in China, where (see previous paragraph) we find a limitation due

to likely a filtering of AS numbers; in that case, we might be able

to observe Chinese ASNs that are never propagated to the rest

of the Internet. We are not aware of public BGP data collection

infrastructure with such coverage.

Private peering. Another issue we might encounter is ASNs not
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visible in BGP because used for private peering. However, in the

majority of such cases, we would expect the owning organizations

to also use a second ASN publicly. If this was a significant phenom-

enon, we would find many unobserved ASNs to have siblings. In

ğ6.3 we show that sibling ASNs are not significant in number and

are not enough to explain the extremely large number of unseen

ASNs we find.

9 DISCUSSION

In this paper we align two dimensions along which ASNs are visible

across time: their administrative allocation by registries and their

operational use in BGP. ASNs are a key Internet infrastructural

resource and this link is crucial for the operation and security of

inter-domain routing but has received little attention in the research

community. The combination of the administrative and operational

lenses that we build through our datasets allows us to characterize

the different behaviors that stem from the interaction between

ASN delegation and BGP, the policies set by Internet Registries,

misconfigurations, and malicious behavior.

Contrasting the administrative and operational dimensions of

an ASN, we find that even though most organizations receive an

ASN allocation and then start operating in BGP, there is a large

breadth of different behaviors. At the two extremes, we find ASNs

that are delegated (for many years) that never appear in BGP, and

ASNs that operate in BGP without being allocated at that time. In

between we have BGP operation fully or partially covering the ASN

allocation. These behaviors are shaped by 3 distinct aspects:

• RIRs policies andmanagement ofASNdelegations:Whether

RIRs delegate in block or mainly single ASNs, the internal delega-

tion process (and when ASN are included in delegation files), the

reuse policies and re-allocation process of previously allocated

ASNs, and the choice of delegating 16-bits vs. 32-bit ASNs, they

all impact the usage of allocated ASNs in BGP. Therefore, further

study of our dataset can help elucidate best practices for both

the delegation and use of ASN resources and the broader impact

of these policies in the Internet infrastructure and ecosystem.

• Misconfigurations andmistakes in operational setting and

in RIRs delegation process: Many operational and adminis-

trative errors quickly show up as anomalous behavior when

combining these lenses. Indeed we find that fat-finger errors are

the largest contributor of ASNs seen in BGP that have never ever

been allocated to an organization. When these fat-finger errors

and other misconfigurations relate to the origin AS, access to au-

thoritative records of the correct ASN as origin of a given prefix

would allow to verify the information in BGP and limit the spread

of invalid announcements. Thus, if ASes have properly issued

Route Origin Authorizations (ROAs) in the Resource Public Key

Infrastructure (RPKI) for their prefixes, the spread of errors and

misconfigurations would be limited when networks in the path

drop RPKI-invalid announcements, i.e., implement RPKI filtering.

• Malicious behavior: By studying the usage of ASNs in BGP dur-

ing and after administrative allocation we are able to spot many

indications of malicious behavior. There is much further work to

do to characterize all the malicious behavior that is detected with

these combined lenses. However, as a high-level conclusion from

our manual analysis, hijackers are ahead of us: they carefully

pick dormant or previously allocated ASNs to make their attacks

stealthier (i.e., mostly avoiding picking never-allocated ASNs,

which we instead see in misconfigurations). Similarly to the case

of misconfigurations though, when unallocated ASes are used

as origin, if the victims of attacks had properly registered ROAs

providing an authoritative record of the ASN authorized to an-

nounce as origin a given prefix, networks dropping RPKI-invalid

would limit the spread of this type of attacks.

Practical relevance: We argue that this dual-lens has operational

value to reduce the spread of misconfigurations in BGP (e.g., by

filtering all ASNs that are not delegated) and make malicious behav-

ior, as well as operational problems (e.g., the challenge with 32-bit

ASNs), more visible. However, our study also highlights inconsis-

tencies and behaviorsÐe.g., mistakes and delays in the delegation

files, dangling announcements after deallocation, large AS numbers

łillegitimatelył used internally and sometimes leakingÐthat should

be addressed through policy and best practices in order to make

delegation information more useful for operational purposes.

We make our polished datasets publicly available to the commu-

nity for both reproducibility and for other works to leverage the

administrative and operational lifetimes of ASNs in the Internet.

We also intend to continue updating and publishing our datasets

on a daily basis in order to facilitate near-realtime analysis and

discussion around their potential for operational use.

Future work: In the future, we plan to use our dataset to further

characterize aspects of ASN behavior that can extend our under-

standing of how the different organizations that make up the public

Internet operate. As we explain in ğ4.1, APNIC also allocates blocks

of ASNs to the NIRs, introducing uncertainty on when the ASNs

are given to organizations. We plan to contact the NIRs and ask

if it is possible to access their allocation information in order to

keep track of when these resources are assigned to an organization.

In ğ6.3 we suggest that the high number of unused AS numbers

of China may be caused by routing management in the country;

to better understand this phenomenon, one solution might be to

survey IXPs and operators to understand their routing policies.

With respect tomalicious behavior, in this studywe do not aim to

accurately detect attacks, but rather show the potential of our new

łcompound lensž. In the future, we plan to focus on the development

of a detection methodology that can take full advantage of our data

to discover malicious events and misconfigurations.

Finally, we expect to extend our dataset to integrate other in-

formation shaping ASNs behavior: (1) information about sibling

organizations in order to prune our correlation between administra-

tive lifetime and BGP lifetime; (2) data from IP address delegations

with the purpose of better characterizing the administrative dimen-

sion of a network; and (3) distinguishing between origination and

transit BGP activity of an ASN to differentiate the role(s) an ASN

has at different times of its BGP lifetime.
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Table 5: The table shows how the choice of the inactivity timeout impacts the distribution of cases in our taxonomy.

Inactivity timeout Complete overlap Partial overlap Operational lives outside delegation

15 99,834 (+ 0.04%) 4,390 (- 0.99%) 1,750 (+ 4.9%)

30 99,790 4,434 1,667

50 99,713 ( - 0.08%) 4,511 (+ 1.74%) 1,592 ( - 4.4%)

content of these files, see ğ2). Using these files and the methodol-

ogy described in ğ4.1, we infer the administrative lifetimes of the

ASNs. However, while analyzing the delegation files, we realize

that RIRs have different practices when it comes to updating and

handling the delegation files. For instance, after allocating an ASN,

the precise timing of when the record is added to the file varies.

We found that between 90.1% (AfriNIC) and 99.35% (ARIN) of ASN

allocations, the ASN appears in the delegation files the same day

or the day after its registration. In addition, the outliers that we

encountered in our analysis prompted us to exchange emails with

RIRs. In ğ3.1, we describe these phenomena, including the drop of

allocated AS numbers, invalid duplicate records, and registration

dates that travel back in time. From our exchanges with RIRs, we

also learned about challenges they faced in keeping up-to-date the

files and dealing with corner cases of resource allocations, both of

which sometimes lead to resources disappearing from the files a

few days while the issues are being sorted.

C INACTIVITY THRESHOLD

In ğ4.2 we set a timeout threshold to introduce the concept of

operational life of an ASN in BGP. After careful consideration and

based on the sensitivity analysis of the distribution of key variables

(per-ASN BGP activity gaps and fraction of administrative lives

that contain only one or no operational life, shown in Figure 3), we

choose a 30 days threshold. Here, to further explore the implications

of our choice, we extend our sensitivity analysis to determine how

the four categories from our proposed taxonomy (ğ6) change using

either a smaller (15 days) or a larger (50 days) threshold.

In Table 5 we report the impact of 3 different thresholds on

the distribution of ASN lives in the 3 categories of our taxonomy

that consider operational lives. The highlighted rowÐthe middle

rowÐshows the distribution with a 30-day timeout, the threshold

we use in the paper (baseline).The two other rows show numbers

for the same categories with the associated threshold (15 and 50),

highlighting the delta (in percent) with respect to our 30-day choice.

We do not report in the table the never-used category (ğ6.3) since it

is not impacted at all by the choice of the threshold as those ASNs

are never seen in BGP.

Table 5 shows that changing the value of the threshold does not

have a significant impact on the number of ASNs that completely

overlap (ğ6.1) and partially overlap (ğ6.2). The most affected cate-

gory is the "Operational lives without allocation" (ğ6.4). However,

it is a small fluctuation of less than 5%, that is almost symmetric

around the threshold we picked. These changes are not significant

and do not alter the substance of our findings.
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