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Abstract

Training deep neural networks (DNNs) with limited supervi-
sion has been a popular research topic as it can significantly
alleviate the annotation burden. Self-training has been suc-
cessfully applied in semi-supervised learning tasks, but one
drawback of self-training is that it is vulnerable to the la-bel
noise from incorrect pseudo labels. Inspired by the fact that
samples with similar labels tend to share similar rep-
resentations, we develop a neighborhood-based sample se-
lection approach to tackle the issue of noisy pseudo labels.
We further stabilize self-training via aggregating the predic-
tions from different rounds during sample selection. Exper-
iments on eight tasks show that our proposed method out-
performs the strongest self-training baseline with 1.83% and
2.51% performance gain for text and graph datasets on av-
erage. Our further analysis demonstrates that our proposed
data selection strategy reduces the noise of pseudo labels by
36.8% and saves 57.3% of the time when compared with the
best baseline. Our code and appendices will be uploaded to:
https://github.com/ritaranx/NeST.

1 Introduction

In the era of deep learning, neural network models have
achieved promising performance in most supervised learn-
ing settings, especially when combined with self-supervised
learning techniques (Chen et al. 2020; Devlin et al. 2019;
Hu et al. 2020; Zhu et al. 2022). However, they still require
a sufficient amount of labels to achieve satisfactory perfor-
mances on many downstream tasks. For example, in the text
domain, curating NLP datasets often require domain experts
to read thousands of documents and carefully label them
with domain knowledge. Similarly, in the graph domain,
molecules are examples naturally represented as graphs, and
characterizing their properties relies on density functional
theory (DFT) (Cohen, Mori-Sanchez, and Yang 2012) which
often takes several hours. Such a dependency on labeled data
is one of the barriers to deploy deep neural networks (DNNs)
in real-world applications.

To better adapt the DNNs to target tasks with limited la-
bels, one of the most popular approaches is semi-supervised
learning (SSL), which jointly leverages unlabeled data and
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labeled data to improve the model’s generalization power on
the target task (Yang et al. 2021; Wang et al. 2022). Although
generative models (Gururangan et al. 2019) and consistency-
based regularization (Tarvainen and Valpola 2017; Miy-
ato et al. 2018; Xie et al. 2020a) methods have been pro-
posed for semi-supervised learning, they either suffer from
the issue of limited representation power (Tsai, Lin, and
Fu 2022) or require additional resources to generate high-
quality augmented samples (e.g., for text classification, Xie
et al. (2020a) generate augmented text via back-translation,
which rely on a Machine Translation model trained with
massive labeled sentence pairs). Consequently, they cannot
be readily applied to low-resource scenarios.

Self-training is a proper tool to deal with the deficiency of
labeled data via gradually enlarging the training set with
pseudo-labeled data (Rosenberg, Hebert, and Schneiderman
2005). Specifically, it can be interpreted as a teacher-student
framework: the teacher model generates pseudo labels for
the unlabeled data, and the student model updates its pa-
rameters by minimizing the discrepancy between its predic-
tions and the pseudo labels (Xie et al. 2020b; Mukherjee and
Awadallah 2020). Though conceptually simple, self-training
has achieved superior performance for various tasks with
limited labels, such as image classification (Sohn et al. 2020;
Rizve et al. 2021), natural language understanding (Du et al.
2020), sequence labeling (Liang et al. 2020), text genera-
tion (He et al. 2019), and graph learning (Hao et al. 2020).
Self-training has also been successfully extended to other
settings including weak supervision (Zhang et al. 2021b) and
zero-shot learning (Li, Savarese, and Hoi 2022).

However, one major challenge of self-training is that it
suffers from confirmation bias (Arazo et al. 2020) — when
the teacher model memorizes some biases and generates
incorrect pseudo labels, the student model will be rein-
forced to train with these wrong biases. As a result, the
biases may amplify over iterations and deteriorates the fi-
nal performance. To suppress the noisy pseudo labels in
self-training, Xu et al. (2021); Zhang et al. (2021a); Sohn
et al. (2020); Kim et al. (2022b) leverage model predic-
tive confidence with a thresholding function, Mukherjee
and Awadallah (2020); Tsai, Lin, and Fu (2022) propose to
leverage model uncertainty to select samples with low un-
certainty, and Wang et al. (2021) use meta-learning to con-
duct instance reweighting for sequence labeling. Although
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these approaches attempt to reduce the label noise, they se-
lect the data for self-training based on the model prediction
only. However, the predictions of the deep neural network
can be over-confident and biased (Guo et al. 2017; Kong et
al. 2020; Kan, Cui, and Yang 2021), and directly using such
predictions without any intervention to filter pseudo la-bels
cannot effectively resolve the label noise issue. Another
problem from self-training is training instability, as it se-
lects pseudo-labeled data only based on the prediction of the
current round. Due to the stochasticity involved in training
neural networks (e.g., random initialization, training order),
the prediction can be less stable (Yu et al. 2022), especially
for the noisy pseudo-labeled data (Xia et al. 2022). Conse-
quently, the noise in the previous rounds may propagate to
later rounds, which deteriorate the final performance.

Motivated by the above, we propose NeST, a simple yet
powerful approach guided by the data representations, to
boost the performance of self-training for few-shot learn-
ing. Inspired by recent works indicating that the represen-
tations from deep neural networks can be discriminative and
less affected by noisy labels (Li et al. 2021), we harness the
features learned from the neural models to select the most
reliable samples in self-training. In addition, several works
have indicated that samples within the same category tend to
share similar representations, such as category-guided text
mining (Meng et al. 2020) and motif-driven graph learn-
ing (Zhang et al. 2020). Similarly, we hypothesize that a
sample’s pseudo label is more likely to be correct only if its
prediction is similar to the neighbor labeled instances in the
embedding space. To fulfill the denoising purpose, NeST
creates the neighborhood for each unlabeled data by find-
ing the top-k nearest labeled samples, then calculates the
divergence between its current prediction and the label of its
neighbors to rank the unlabeled data. As a result, only the in-
stances with the lowest divergence will be selected for self-
training, which mitigates the issue of label noise. Moreover,
to robustly select the training samples for self-training, we
aggregate the predictions on different iterations to promote
samples that have lower uncertainty over multiple rounds for
self-training.

We remark that NeST is an efficient substitution for exist-
ing self-training approaches and can be combined with vari-
ous neural architectures. The contributions of this paper are:

e We propose NeST to improve the robustness of self-
training for learning with few labels only.

e We design two additional techniques, namely
neighborhood-regularized sample selection to re-
duce label noise, and prediction aggregation to alleviate
the training instability issue.

e Experiments on 4 text datasets and 4 graph datasets with
different volumes of labeled data verify that NeST im-
proves the performance by 1.83% and 2.51% respec-
tively and saves the running time by 57.3%.

2 Related Work

Self-training is one of the earliest approaches to semi-
supervised learning (Rosenberg, Hebert, and Schneiderman

2005). The method uses a teacher model to generate new la-
bels on which a student model is fitted. The major drawback
of self-training is that it is vulnerable to label noise (Arazo
et al. 2020). There are several popular approaches to stabi-
lize the self-training process, such as using sample selec-
tion (Mukherjee and Awadallah 2020; Sohn et al. 2020) and
reweighting strategies (Zhou, Kantarcioglu, and Thuraising-
ham 2012; Wang et al. 2021) to filter noisy labels or design-
ing noise-aware loss functions (Liang et al. 2020; Tsai, Lin,
and Fu 2022) to improve the model’s robustness against in-
correctly labeled data. In addition, data augmentation meth-
ods (Kim et al. 2022a; Chen, Yang, and Yang 2020; Zhang,
Yu, and Zhang 2020) are also combined with self-training to
improve the model’s generalization ability.

Leveraging representation information has also been ex-
plored in semi-supervised learning. For example, Li, Xiong,
and Hoi (2021); Zhao et al. (2022); Yu et al. (2021) improve
the representation via contrastive learning to assist semi-
supervised learning. Moreover, ACPL (Liu et al. 2022) and
SimMatch (Zheng et al. 2022) aggregates the labels from
their neighbors in the feature space. While these approaches
also attempt to harness sample representations, they do not
directly denoise the pseudo labeled data for boosting the per-
formance of self-training, which is the focus of our work.
One concurrent work (Lang, Vijayaraghavan, and Sontag
2022) combines data representations with the cut statistic
to select high quality training data. In particular, it aims to
select reliable subsets directly from the weakly-labeled data.
Instead, our work focuses on using clean labeled data to bet-
ter denoise instances in self-training.

3 Preliminaries

In this section, we first present the setup of semi-supervised
learning and self-training, and then point out issues of the
existing sample selection algorithms for self-training.

3.1 Task Definition

In this paper, we study the semi-supervised learning prob-
lem, which is defined as follows. Given a few labeled X, =
{(xi, yi)}-, and unlabeled data Xu = {xj}; Y (LB U), we
seek to learn a predictor f(x;8) : X = Y. HereX = X
X depotes all the input data and Y is the label set, which
can either be discrete (for classification) or con-tinuous (for
regression). f(x; 8) is either a C-dimensional probability
simplex for classification where C is the number of classes or
a continuous value for regression.

3.2 Introduction to Self-training

Self-training can be interpreted as a teacher-student frame-
work (Mukherjee and Awadallah 2020; Xie et al. 2020b),
with 8, and 8, denoting the teacher and student model, re-
spectively. The process of the self-training is in Alg. 1. We
discuss the key components in self-training as belows.

Initialization of Models. The labeled data X | are used to
initialize the models as 9£O) = St(o) = Binit, where

Binit = mein Lsup(e) = E(xi,y‘v)X|esup(f(Xi;9)/ yi). (1)



Algorithm 1: Training Procedures of Self-training.
Input: Labeled and unlabeled samples X |, X ;
Neural prediction model f(-; 8); Unlabeled

set X ,; Number of self-training iterations T;
Number of steps in each iteration T,.
// Train the model on labeled data X | as initialization.
Update 8, 8, by Eq. 1 using Adam.
// Self-training.
fort=1,2,---,T do
Select X! (|Xt] = b) with 6; by Eq. 4.
Adding Xt for self-training Xy =Xy BXqt
Update pseudo labels ¢ by Eq. 2 or 3 for x&tu.
fork=1,2,---,T1do
L Sample a minibatch B from )éu.
Update 85 with loss L in Eq. 5 using Adam.
| Update teacher model 6; < 6.
Output: Final model f(-; 65).

Esup(-; -) represents the supervised loss, which is the cross-
entropy loss for classification and the mean squared error
loss for regression.

Pseudo Label Generation with Teacher Model 8,. We
use the teacher model’s prediction f(x;6,) to generate
pseudo labels for X,. For classification problems, the
pseudo labels can be written as

(1, if j = argmax [f(x; Gt)]k;

Yhard,j = key (2)
0, else.

For the regression task, since the output is a continuous
value, the teacher model’s output is directly used as the
pseudo label

e = f(x;0:). (3)

Sample selection. Directly using all the pseudo-labeled
data for self-training often yields sub-optimal results, as the
erroneous pseudo labels hurt the model performance. To
mitigate this issue, recent works attempt to select only a
subset of the unlabeled data for self-training. We denote the
sample policies as y(+), which can be generally written as

ku = U (Xy, f(x;6t)). (4)

We omit the superscript for simplicity. The common choice
for ¢(-) including using predictive confidence (Sohn et al.
2020; Zhang et al. 2021a) or model uncertainty (Mukherjee
and Awadallah 2020; Tsai, Lin, and Fu 2022).

Model Training and Update. With the generated pseudo
labels, we then train a student model 6, to minimize the loss
for both labeled and unlabeled data by solving

ngsin )\Lsup(es) + (1_ }\)Exj)@uest(f(xj;es)l "E]), (5)

where L is defined in Eq. 1, X, is obtained via Eq. 4, and

8 = 1{[f(x;; B_c,)]‘E > y} - 8y is the loss function for
]
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Figure 1: Left: The average error rate of all pseudo labels
and the selected pseudo labels with different selection strate-
gies. Middle: The performance on different self-training it-
erations. The upper bounds are the accuracy with full clean
labels. Right: Zoom in of the performance in the middle.

unlabeled data with the thresholding function (Sohn et al.
2020; Xie et al. 2020a). We iterate the process by treating the
trained student model as the teacher to generate new pseudo
labels and train a new student model based on the new gen-
erated labels until the model converges.

3.3 Challenges of Self-training

To illustrate that the existing sample selection approaches
are flawed and cannot resolve the label noise issue, we first
demonstrate the performance of two widely-used selection
criteria: predictive confidence (ST (Rosenberg, Hebert, and
Schneiderman 2005; Du et al. 2020; Liang et al. 2020)) and
model uncertainty (UST (Mukherjee and Awadallah 2020))
for self-training. The details of these two approaches are dis-
cussed in Appendix B. Note that, for these two approaches,
we follow the original implementation to select the unla-
beled set X, in each iteration. We use a binary sentiment
classification dataset Elec and a chemical relation extraction
dataset Chemprot with ten classes as an example for easier
and harder task, respectively. For both datasets, we first train
the model with 30 clean labels per class.

Figure 1 shows the error rate of pseudo labels selected fol-
lowing these two criteria. We observe that these two meth-
ods are effective on easier tasks, where the selected data
has a relatively low error rate. It achieves comparable per-
formance with the fully-supervised method (95%) with less
than 1% of the clean labeled data. However, for more chal-
lenging tasks with a larger number of classes, the perfor-
mance of the initial model may not be satisfactory. The er-
ror rate of pseudo labels increases up to 16% on Chemprot
compared with Elec. Consequently, the gap between semi-
supervised learning and fully-supervised learning is even
larger — more than 25% in terms of F1 score. This phe-
nomenon suggests that the label noise issue is still the major
challenge that hampers the self-training performance. More-
over, using model uncertainty (Gal and Ghahramani 2016)
for sample selection does not fully address this challenge;
the gain can be marginal on harder datasets.

Apart from the label noise issue, we also observe per-
formance fluctuations over different self-training iterations.
We name this as the training instability issue, which occurs
when the teacher model only looks at the previous round and
memorizes the label noise specifically in that round. Then in
the next iteration, the student model can easily overfit to the
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Figure 2: The framework of NeST. Red and blue points
stand for labeled data with different labels. White points rep-
resent unlabeled data. Light red and blue points stand for
predictions of unlabeled data.

noise and thus hurt the performance.

4 Method

We present NeST to improve the stability of self-training
by tackling the challenges mentioned in the previous sec-
tion. The overview of NeST is in Figure 2. Notably, we fo-
cus on the sample selection step (Eq. 4), and we propose
two key components, namely neighborhood-regularized se-
lection strategy and prediction aggregation to promote the
performance. The details of the two designs will be dis-
cussed in Section 4.1 and Section 4.2 respectively.

4.1 Neighborhood-regularized Sample Selection
Prior works have demonstrated that leveraging embeddings
from the deep neural networks can identify the noisy labeled
data (Zhu, Dong, and Liu 2022). Motivated by this, we pro-
pose to harness the similarities in the embedding space to
mitigate the issue of erroneous pseudo labels in self-training.
Concretely, for each unlabeled sample x; with representa-
tion v; , we adopt the k-nearest neighbors (KNN) algorithm
to find the most similar labeled samples in the feature space:

Nj = {xi |xi @X; nKNN(vj, Xj, k)}, (6)
where KNN(v;, X, k) denotes k labeled examples in X | that
are nearest to v;.

Divergence-based Sample Selection. We then calculate
the scores for unlabeled samples x; X , based on the
weighted divergence

D(xj) = Du(xj, N)+ BDi(N), (7)
where unlabeled divergence D , and labeled divergence D,

are defined below, and B is a hyperparameter. This score
D(x;j) will be further used for sample selection.

Unlabeled Divergence D ,. For each sample x; in the un-
labeled set with the neighbor set N, we calculate the diver-

gence between the prediction of x; and labeled datain N as

Du(xj, N) = d(f(x;; 0+), yi), (8)
(xi,yi)&@N
where d is the Kullback—Leibler (KL) divergence for classi-
fication and L2 distance for regression (same as follows). To
interpret Eq. 8, we note that samples having the prediction
close to the nearest labeled instances will have lower D,.

Labeled Divergence D,. It measures the divergence
among the labels within thepneighbor set N. We first cal-
culate the average labely =, o |,2’Ti|, and then mea-

sure the labeled divergence as
X
Di(N) = d(y, vi). (9)

(xi,yi)&@N

For each group N, samples with similar labels will have
smaller divergence D (N ).

To summarize, a low divergence score D(x; ) indicates
that the prediction of the unlabeled data point x; is close to
its neighbors, and the labels of its neighbors are consistent.
Thus, we hypothesize that such samples are more likely to
be correct and use them for self-training.

4.2 Robust Aggregation of Predictions from
Different Iterations

The results in Figure 1c clearly demonstrate that only using
the prediction on the current iteration for sample selection
cause training instabilities. To effectively mitigate the bias in
the current iteration and stabilize the self-training, we pro-
pose to exploit the training prediction at different training
iterations more robustly (Xia et al. 2022). To achieve this,
we aggregate the value D(!)(x;) in the t-th round as

ROx) = (1-m)x " (x)+mx DM (x) , (10)

where m is a hyperparameter bounded between 0 and 1 that
controls the weight for previous rounds.

To interpret Eq. 10, we argue that p(x; ) will be small only
when the model outputs consistently low scores for a sam-
ple x; in different iterations of self-training, as the model is
more certain about these samples. On the contrary, if the
model gives inconsistent predictions in different iterations,
then the model is potentially uncertain about the prediction,
thus adding its pseudo label in the next iteration may hurt the
self-training process. Motivated by this idea, we remove the
sample with inconsistent predictions over different iterations
to further suppress noisy labels.

To put the above two strategies together, our policy for
sample selection in the t-th round () is mainly based on
the value of u{*)(x; ) in Eq. 10. Specifically, in t-th iteration,
we sample instances x, @ X, without replacement using the
probability

W - ()
cex, (W= ult(xy))’
where W = maxxax, (1!t (x)) is the normalizing factor.

p(xi) @ P (11)

Remark. Our method introduces little computation over-
head. For each unlabeled data, the neighborhood regularized
sampling requires one extra kNN operation, which can be
efficiently supported via FAISS (Johnson, Douze, and Jegou
2021). The u“)(xj ) from previous iterations can be cached
on disk and merged when selecting the training data for the
new iteration. Compared with the previous state-of-the-art
methods, which rely on model uncertainty and need to in-
fer over unlabeled data multiple times during sample se-
lection (Tsai, Lin, and Fu 2022; Mukherjee and Awadallah



Dataset Domain Task #Train /Test #Class Metric
Elec Reviews Sentiment Analysis 25K /25K 2 Acc.
AG News News Topic Classification 120K /7.6K 4 Acc.
NYT News Topic Classification 30K /3.0K 9 Acc.
Chemprot Chemical Relation Classification 12K /1.6K 10 F1
BBBP Physiology Classification 1.6k /204 2 ROC-AUC
BACE Biophysics Classification 1.2k /151 2 ROC-AUC
Esol Physical Chemistry Regression 902 /112 — RMSE
Lipophilicity ~ Physical Chemistry Regression 3.3k /420 - RMSE

Table 1: Statistics of text and molecule datasets.

2020), the overall running time of the above operations is
much shorter. Other than the sample selection method Y (-),
NeST keeps other components intact and can be plugged-in
with any noise-robust learning techniques (Menon et al.
2021) and neural architectures.

5 Experiments

5.1 Experiment Setup

We conduct experiments for semi-supervised learning on
eight datasets to demonstrate the efficacy of NeST. Four of
them are text-related tasks, including text classification and
relation extraction. We employ the pre-trained BERT from
the HuggingFace (Wolf et al. 2019) codebase for the imple-
mentation. The other four are graph-based tasks, where we
choose molecular property prediction as the main task and
use pre-trained Grover-base! (Rong et al. 2020) as the
backbone. The same backbone is used for both NeST and
baselines to ensure a fair comparison.

Semi-supervised Learning Settings. For each dataset, we
train our method and baselines with different numbers of
labeled data from {30, 50, 100} per class. The remaining
in the training set is considered as unlabeled data. As sug-
gested by Bragg et al. (2021), we keep the size of the val-
idation set to be the same as the number of labeled data to
simulate the realistic setting. For each dataset, we apply 3
runs on 3 splits and report the mean and standard deviations.

Parameter Settings. We use Adam (Kingma and Ba
2014) as the optimizer and tune the learning rate in {le-5,
2e-5, 5e-5}. The batch size is selected from {8, 16, 32}.
Other hyperparameters in NeST include T,T,,y for self-
training, B,b, k for sample selection in Eq. 7, and A in
Eq. 5. Weset B = 0.1,y = 09, A = 05 m = 0.6
T = 5, T, = 1000 for all datasets, and tune b = c|[X |
with ¢ @ {3, 5, 10, 20} for text datasets and c @ {1, 3, 5} for
graph datasets. We study the effect of k and c in Section 5.4.
Details for each dataset are in Appendix C.2.

Baselines. We compare NeST with the following base-
lines. We use t to represent baselines designed for text-based
tasks and 1 to represent baselines for graph-based tasks.

e BERT' (Devlin et al. 2019; Lee et al. 2020) is the super-
vised baseline for text-based tasks.

e Grover* (Rong et al. 2020) is the supervised baseline for
molecular property prediction.

1Since we do not focus on developing better self-supervised
learning methods, we do not compare with other graph neural net-
work pretraining approaches (You et al. 2021; Hu et al. 2020; Zhu et
al. 2021a,b)

e Mean-Teacher (MT) (Tarvainen and Valpola 2017) up-
dates the teacher model as a moving average of the stu-
dent model’s weight and adds a consistency regulariza-
tion between the student and teacher model.

e Virtual Adversarial Training (VAT) (Miyato et al.
2018) adds a regularization term between the sample
with the adversarial noise and its prediction.

e Self-training (ST) (Rosenberg, Hebert, and Schneider-
man 2005) is a conventional self-training method that
adds most confident pseudo labeled data to labeled set.

e UST (Mukherjee and Awadallah 2020) selects data with
lowest uncertainty using MC-dropout for self-training.

e UDA" (Xie et al. 2020a) adopts back translation and TF-
IDF word replacement as the data augmentation and adds
consistency loss on predictions on the augmented data.

e MixText" (Chen, Yang, and Yang 2020) interpolates
training data in the hidden space via Mixup as the data
augmentation to improve model performance.

e CEST® (Tsai, Lin, and Fu 2022) improves the UST
method by designing the contrastive loss over sample
pairs and noise-aware loss function.

« InfoGraph?* (Sun et al. 2020) is a semi-supervised graph
classification method via maximizing mutual informa-
tion between graph and substructures.

e ASGN* (Hao et al. 2020) is a semi-supervised molecular
property prediction that jointly exploits information from
molecular structure and overall distribution.

We do not compare our methods with baselines without us-
ing pre-trained models (Gururangan et al. 2019) as their per-
formance is worse than above baselines using pre-trained
models as shown in Tsai, Lin, and Fu (2022).

5.2 Semi-supervised Learning on Text

Datasets. We conduct experiments on four widely used
datasets in NLP. We adopt Elec (McAuley and Leskovec
2013) for sentiment classification, AGNews (Zhang, Zhao,
and LeCun 2015) and NYT (Meng et al. 2020) for topic clas-
sification, and Chemprot (Taboureau et al. 2010) for chemi-
cal relation extraction in this set of experiments. The statis-
tics and evaluation metrics for each dataset are shown in Ta-
ble 1. We use BioBERT (Lee et al. 2020) as the backbone
for Chemprot as it is a domain specific dataset (Cui et al.
2022) and use BERT-base-uncased for other datasets.

Results. Table 2 summarizes the experimental results on
text datasets. We observe that NeST outperforms all base-
lines across all the four datasets under different volumes of
labeled data, and the performance gain compared to the best
baseline is around 1.83% on average. Note that UDA and
MixText require additional data augmentation, which can be
computationally expensive. Instead, NeST does not lever-
age any external resources but achieves better performance.

For other self-training baselines, we observe that they
cannot outperform our proposed method. As we keep other
components unchanged, the gain is mainly due to the
pseudo-labeled data denosing benefit of NeST. We will il-
lustrate this in Section 5.5. We also notice that the per-
formance gain is more prominent on NYT and Chemprot



AG News (Accuracy, M

Method

Elec (Accuracy, M

NYT (Accuracy, ™

Chemprot (F1, M

30 50 100 30 50 100 30 50 100 30 50 100
BERT (2019) 80.2+1.4 83.1:x16 86.0:11 83.7+19 87.0t1.0 90.2+12 79.4+16 83.0:11 85.7x05 49.1x23 51.2+17 54.9:14
Mean-Teacher (2017) 81.8:12 83.9:14 86.9+11 87.6:09 88.5+10 91.7:07 80.2:t11 83.5:13 86.1+11 50.0+07 54.1:08 56.8:04
VAT (2018) 82.1+x12 85.0x08 87.5:x09 87.9:x08 89.8:05 91.5:04 80.7x07 84.4+09 86.5+06 50.7:x07 53.8:04 57.0:05
UDA (2020a) 86.5+09 87.1x12 87.8+12 89.6:x1.1 91.2:06 92.3:10 — — — — — —
MixText" (2020) 87.0+12 87.7+x0.9 88.2x1.0 91.0+09 91.8+04 92.4+05 — — — — — —
ST (2005; 2020) 86.0:14 86.9+x10 87.8t06 89.6x12 91.4:04 92.1:05 85.4:09 86.9:05 87.5:05 54.1+11 55.3x07 59.3:05
UST (2020) 86.97 87.4° 87.9° 90.0° 91.67 91.9%  850:06 86.7:04 87.1:03 53.5:13 55.7:04 59.5:07
CEST* (2022) 86.57 87.0° 88.47 91.9% 92.17 92.67 — — — — — —
NeST 87.8t08 88.4:07 89.5:03 92.2:03 92.7:x02 93.0:02 86.8:08 88.4:07 88.9:06 56.5:07 57.2+04 62.0z05
Supervised 93.0% 95.3% 93.6105 82.5:04

Table 2: Performance on four datasets with various amounts of labeled data. The higher value always indicates better perfor-
mance. Bold and underline indicate the best and second best results for each dataset, respectively (Same as below). 2: The
number is reported from the original paper. The implementation of CEST is not publicly available. T: The result is lower than the
reported result in the original paper since they use a much larger development set. : We remove the noise-aware loss as well as
graph-based regularization for a fair comparison. The effect of these two terms is presented in table 3.

AG News (Accuracy, 1 Elec (Accuracy, M

Method 30 50 100 30 50 100
CEST w/o NRL 86.5 87.5 88.4 91.9 92.1 92.6
CEST w/NRL 87.1 88.0 88.9 92.2 924 92.8
NeST 87.8:08 88.4:07 89.5:03 92.2:03 92.7:02 93.0:0:2
NeST w/ NRL 88.3:05 88.9:06 89.8:02 92.5:02 93.1:02 93.4:03

Table 3: Performance comparison of CEST (Tsai, Lin, and
Fu 2022) and NeST with noise-robust loss functions (NRL).

datasets which have more classes, indicating NeST can be
better adapted to tasks with fine-grained classes.

Incorporating Noise-robust Loss Functions. To demon-
strate NeST can be combined with other noise-robust loss
functions, Table 3 further compares NeST with CEST (Tsai,
Lin, and Fu 2022) which incorporates additional noise-
aware loss (Menon et al. 2021) and graph-based regulariza-
tion. The results show that these components can further im-
prove the performance of NeST. Under both settings, NeST
outperforms CEST with non-negligible margins, which jus-
tifies the efficacy of our proposed strategies.

5.3 Semi-supervised Learning on Graphs

Datasets. We choose molecular property prediction as
the target task for graph classification. We conduct ex-
periments on four widely used datasets from the Molecu-
leNet (Wu et al. 2018), including BBBP (Martins et al.
2012), BACE (Subramanian et al. 2016), Esol (Delaney
2004) and Lipophilicity (Gaulton et al. 2012). The statistics
and evaluation metrics for each dataset are shown in Table 1.
We adopt the scaffold split to determine train/validation/test.

Experiment results. From the results in Table 4, we can
see that NeST outperforms all the baselines on all the
datasets. In particular, the performance gain compared to the
best baseline is around 2.5% on average. Compared to the
Grover model using labeled data only, the gain is around
8.5% on average. Notice that the traditional self-training
method (ST) sometimes performs even worse than Grover

fine-tuned on labeled data only, because confidence-based
selection introduces large label noise, which leads to many
wrong predictions. With proper control of noisy pseudo la-
bels, UST generally outperforms other baselines. However,
since they do not consider neighbor information, their per-
formance is not as good as NeST.

Adapting NeST to different backbones. We use two
datasets as an example to demonstrate that NeST can be
adapted to different backbones. Table 5 shows the results of
training an AttentiveFP (Xiong et al. 2019), another popu-
lar GNN backbone based on graph attention networks for
molecular property prediction. Unlike Grover, AttentiveFP
is not pre-trained on massive molecules, but trained from
scratch in our experiments. We can see that the perfor-
mance of AttentiveFP is worse than Grover in most cases.
A key reason is that pre-trained Grover has considerably
more parameters than AttentiveFP, and incorporates rich do-
main knowledge with self-supervised learning on unlabeled
molecules. Nevertheless, NeST still outperforms all the
baselines by 1.5% on two datasets. This indicates that NeST
does not rely on any specific architecture, and it serves as an
effective plug-in module for different GNN models.

5.4 Parameter and Ablation Studies

We study the effect of different parameters of NeST on NYT
and Chemprot with 30 labels per class, shown in Figure 3.
Results on other datasets are in Appendix D. The perfor-
mance first improves as k increases, because larger k allows
more labeled data in each neighborhood, introducing less
randomness and regularizing divergence calculation. When
k > 7, the performance drops as the neighborhood includes
labeled data far away, no longer serving as an appropriate
regularizer. Similarly, as c gets larger, the performance first
increases and then decreases. This indicates that when c is
too small, the data are insufficient to train an effective stu-
dent model, and when c is too large, unlabeled data tend to
be noisier and can hurt the performance.

We also inspect components of NeST, shown in Fig-



Method BBBP (ROC-AUC, M BACE (ROC-AUC, N Esol (RMSE, ) Lipo (RMSE, 1)
etho

30 50 100 30 50 100 30 50 100 30 50 100
Grover (2020) 69.0:19 79.3:22 86.4+11 68.6:1.1 75.2+#31 78.1x15 1.573z0061 1.340:0.028 1.147:0.022 1.209:0.025 1.133:0.036 1.088:0.020
Mean-Teacher (2017) 71.8+12 80.9+14 87.2:06 69.5:08 76.6x07 80.2:02 1.500:0018 1.298:0020 1.104:0.021 1.154+0027 1.091:0018 1.067:0.035
VAT (2018) 72.2+10 80.0:t16 88.5t05 69.8:05 76.5:t04 78.6x08 1.492:0039 1.264:0031 1.056+0.014 1.199:0.016 1.089:0.021 1.050:0.027
ASGN (2020) 72.1+13 80.5:13 87.3x09 69.6:x10 77.2+10 79.3x04 1.449:0030 1.249:0018 1.096:0.004 1.123:0.033 1.084:0.039 1.023:0.032
InfoGraph (2020) 72.5:09 81.2:+03 88.5:05 70.2+06 77.8:08 80.4+05 1.414:0041 1.222:0017 1.082:0013 1.125:0024 1.082:0.027 1.039+0.020
ST (2005) 71.0:20 80.4:14 87.8:14 67.9:x13 75.8:20 78.9x10 1.463:0043 1.225:0030 1.105:0.025 1.135:0047 1.090:0.043 1.030:0.013
UST (2020) 71.7+11  81.8:07 88.8+04 69.9:03 78.0:04 80.4:05 1.408:0026 1.174:0034 1.023:0.010 1.115:0020 1.069:0.014 1.010:0.009
NeST 75.4:10 83.5:08 90.0:04 70.5:02 79.3:x03 81.6:03 1.325:0.024 1.130:0.026 1.001:0.002 1.088:0.011 1.039:0.021 0.992:0.013
Supervised,, (2020) 93.6 87.8 0.888 0.563

Table 4: Performance on four datasets with various amounts of labeled data. For classification datasets (BBBP, BACE), the
higher value indicates better performance, while for regression datasets (Esol, Lipo), the lower value stands for better perfor-
mance. Bold and underline indicate the best and second best results, respectively (Same as below).

BBBP (ROC-AUC, 1) BACE (ROC-AUC, M

Method
30 50 100 30 50 100

AttentiveFP (2019) 66.4+13 75.6x11 82.9:05 68.0:14 72.2+13 74.0:09
Mean-Teacher (2017) 67.9x07 76.3x03 83.4:02 70.1:x03 73.8t03 75.5:06
VAT (2018) 68.3:04 76.7t05 84.0x05 70.5:03 73.4x05 76.0:04
ASGN (2020) 70.0t04 77.1:02 84.1:03 70.9t05 74.9:07 77.9:06
InfoGraph (2020) 68.5:04 79.3x08 83.8:04 70.7:03 75.3:02 78.8:03
ST (2005) 69.8:02 76.0:14 84.0x11 67.5:05 71.4:34 76.0:08
UST (2020) 70.7:03 79.2:05 84.5+07 70.3x04 75.5:03 78.7:0.6
NeST 71.2+04 80.7:x05 85.2:05 72.2:04 76.6:05 80.7:05

Table 5: Performance on two datasets with various amounts
of labeled data using AttentiveFP as the backbone.
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Figure 3: Effect of different components of NeST.

ure 3c. It is observed that both two strategies help to im-
prove performance. The aggregation module stabilizes the
self-training as the fluctuation issue has been mitigated.

5.5 Analysis

We take a closer look at the performance of NeST and other
self-training algorithms using four text datasets. For each
dataset, we study the setting with 30 labels per class.

Error of Pseudo Labels. To demonstrate how NeST re-
duces the noise of pseudo labels, we compare the error rate
of pseudo labels selected by ST, UST and NeST. From Fig-
ure 4 we can notice that ST and UST tend to have high er-
ror rates due to their sole reliance on model prediction, and
UST cannot stably improve the denoising ability of ST. In
contrast, NeST significantly reduces the pseudo labels error
rate by 36.8% on average compared to the best baseline. As
a result, cleaner pseudo labels lead to performance gain.

Running Time. We compare the running time for one
self-training iteration of NeST with UST and CEST, which

I selected w/ Confidence (ST) N NeST w/oAgg.

Selected w/ Uncertainty (UST) [l NeST

R
gxs 7 23
= 8
3

4
%;; 5 21 6
29
= 3 3 3 19 4
— 3
252 1 17
w Amazon NYT Chemprot AGNews

Figure 4: Error rates of pseudo labels selected by different
methods. Agg. is the aggregation technique in Section 4.2.
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Figure 5: Running time of different methods.

are the two strongest baselines using model uncertainty. As
shown in Figure 5, the running time is reduced by 57.3% on
average. The gain is even more significant on larger datasets
(e.g., AGNews) where inference multiple times becomes the
efficiency bottleneck. Instead, the KNN operation takes less
than 2 seconds with FAISS. To sum up, NeST is more effi-
cient and can be readily combined with self-training.

6 Conclusion

In this paper, we propose NeST to improve sample selec-
tion in self-training for robust label efficient learning. We
design a neighborhood-regularized approach to select more
reliable samples based on representations for self-training.
Moreover, we propose to aggregate the predictions on differ-
ent iterations to stabilize self-training. Experiments on four
text datasets and four graph datasets show that NeST outper-
forms the baselines by 1.83% and 2.51% on average. NeST
also significantly reduce the noise in pseudo labels by 36.8%
and reduce the running time by 57.3% when compared with
the strongest baseline. For future works, we plan to extend
NeST to other application domains and modalities.
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A Dataset Information

e AGNews (Zhang, Zhao, and LeCun 2015): This dataset
is a collection of more than one million news articles. It is
constructed by Zhang, Zhao, and LeCun (2015) choosing
the 4 largest topic classes from the original corpus. The
total number of training samples is 120K and both vali-
dation and testing are 7.6K.

e Elec (McAuley and Leskovec 2013): This dataset is a
subset of Amazon’s product reviews for binary senti-
ment classification. It is constructed by McAuley and
Leskovec (2013), including 25K training samples, and
25K testing samples.

NYT (Meng et al. 2020): This dataset is collected using
the New York Times API. It is constructed by Meng et al.
(2020), including 30K training samples, and 3K testing
samples.

ChemProt (Taboureau et al. 2010). This is a 10-class re-
lation extraction dataset constructed by Taboureau et al.
(2010), containing 12K training samples and 1.6K testing
samples.

BBBP (Martins et al. 2012): This is a binary classifica-
tion task for predicting whether a compound carries the
permeability property of penetrating the blood-brain bar-
rier. It contains 2039 molecules in total.

BACE (Subramanian et al. 2016): This is a binary clas-
sification task for predicting compounds which could act
as the inhibitors of human B-secretase 1 in the past few
years. It contains 1513 molecules in total.

Esol (Delaney 2004) is a regression task for predicting
the solubility of compounds. It contains 1128 molecules
in total.

Lipophilicity (Gaulton et al. 2012) is a regression task
for predicting the property that affects the molecular
membrane permeability and solubility. It contains 4200
molecules in total.

B Introduction of Confidence-based and
Uncertainty-based Selection Criterion

B.1 Confidence-based Method

For confidence-based strategy, we grant higher selection
probability y; = p(x;) for sample x; with higher predictive
confidence

max (yi)

i p
p(xi) DX, max (yu)

(12)

B.2 Uncertainty-based Method

For uncertainty-based method, the overall goal is to select
samples that model is less uncertain about. For each data
sample x; @ X ,, the information gain B with respect to its
expected label y; as

B(yi, 8 |xi, Du) = H(y [x,Xu) = Ep(ejpy)[H(y |x,6)]

13)
As the above equation is computationally intractai)le,
BALD (Gal and Ghahramani 2016) is used to approximate
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Figure 6: Effect of different hyperparameters of NeST for
two graph learning datasets.

the model uncertainty as
!

TR 1 M
B(yi,8 |xi,Xu) = - = yr log = yor
M M
c=1 m=1 m=1
L X
+ Ye IOg(YC) (14)
c=1m=1

Then, the sample selection probability is calculated as

(x1) 2 1- B(yi |xi, Xu) (15)
p(xi) @ ¢ .
" xoix, 1= B(yu [xu, Xu)

Note that, in the above equations, M denotes the number
of inferences. Usually M is set to a large value (M = 10
is used in this work). This causes the inefficiency issue for
deep neural networks, especially for large datasets.

C Implementations

C.1 Computing Infrastructure

System: Ubuntu 18.04.3 LTS; Python 3.7; Pytorch 1.8.
CPU: Intel(R) Core(TM) i7-5930K CPU @ 3.50GHz.
GPU: NVIDIA A5000.

C.2 Hyperparameters

Details of hyperparameters in text datasets is shown in Ta-
ble 6. Details of hyperparameters in graph datasets is shown
in Table 7.

D Hyperparameter Study on Graph Datasets

We use BBBP and BACE as an example to study the ef-
fect of different hyperparameters on graph datasets, shown
in Figure 6. We find that for these two datasets, k = 5and ¢
= 3 lead to the best performance.

E Error of Pseudo Labels and Running Time
on Graph Datasets

Figure 7 shows the error of pseudo labels for four graph
learning datasets. Note that for BBBP and BACE, we show
the error rate of pseudo labels, same as the text datasets. For
Esol and Lipo, since they are regression datasets, we show
the average RMSE of the pseudo labels. Note that the lower
value indicates higher quality of pseudo labels. The results



Hyper-parameter AGNews Elec NYT Chemprot
Dropout Ratio 0.1
Maximum Tokens 128 256 160 64
Batch Size for Labeled Data 8 16 32
Batch Size for Unlabeled Data 32
Learning Rate 2e-5 2e-5 1le-5 5e-5
Initialization Epochs 15 15 15
k 7 9 7
c 10 20 10 10

Table 6: Hyper-parameter configurations for semi-supervised text classification.

Hyper-parameter

BBBP BACE Esol Lipo

Dropout Ratio

Batch Size for Labeled Data
Batch Size for Unlabeled Data

Weight Decay
Learning Rate
Initialization Epochs
k
o

0.1
16 16 8 8
16
le-4
5e-5
10 10 12 12
5 5 3 5
3 3 1 3

Table 7: Hyper-parameter configurations for semi-supervised graph learning.
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Figure 7: Error rates of pseudo labels selected by different
methods. Agg. is the aggregation technique in Section 4.2.
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Figure 8: Running time of NeST and the best baseline
(UST) on four graph datasets.

indicate that our proposed two strategies also improve the
quality of pseudo labels.

Figure 8 shows the running time of the best baseline
(UST) and NeST. Note that CEST is designed for text data,
and cannot be directly used for molecular data. From the re-
sults, we find that NeST saves 54.1%—-65.1% of the running
time. We point out that the improvement of running time is
rather smaller when compared with the text datasets. This is
mainly because the size of datasets are much smaller, thus
the additional time for multiple inferences in UST is not ex-

cessive. That being said, these results can well illustrate that
NeST is more efficient and will serve as a complement to
existing self-training approach.



