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Abstract

We study the free energy and limit shape problem for the five-vertex model with
periodic “genus zero” weights. We derive the exact phase diagram, free energy and
surface tension for this model. We show that its surface tension has trivial potential
and use this to give explicit parameterizations of limit shapes.

1 Introduction

A monotone nonintersecting lattice path configuration (MNLP configuration) on Z
2 is

a collection of vertex disjoint, North- and West-going nearest-neighbor paths in the square
grid; see Figure 1. An MNLP configuration has an associated Z-valued height function on
faces of the graph, well defined up to an additive constant, as seen in that figure.

The five vertex model is a probability measure on MNLP configurations (on a finite
subgraph of Z2), where the probability of a configuration is proportional to the product of
its vertex weights as shown in Figure 2.

The five vertex model is a special case of the well-known six-vertex model introduced
by Pauling [16] and first studied by Lieb [12] in a symmetric case; see Nolden [15] for a
discussion of the general case. The five vertex model was studied by Noh and Kim [14].
Recently de Gier, Kenyon and Watson [5] gave a rather complete study of the five vertex
model, including the explicit phase diagram, free energy, surface tension, and limit shapes.

In this paper we study a generalization of the five-vertex model, defined as above but
where the quantity r defining the vertex weights can vary from vertex to vertex. More
specifically, we study the case of a certain subfamily of staggered weights (by which we mean
vertex weights periodic under a sublattice m1Z � m2Z) which we call the genus-zero five
vertex model. This nomenclature refers to the fact that the underlying “amoeba” is simply
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Figure 1: An MNLP configuration and associated height function. The height function is
constant on complementary regions of the paths and increases by 1 when crossing a path
upwards or to the right.

|1-r2| 1 1 r r

Figure 2: Five-vertex Boltzmann weights. Here r > 0, r 6= 1 is a parameter of the model.

connected, see below. We extend the results of [5] to this genus-zero case. In particular we
find explicit expressions for the phase diagram, free energy, surface tension and limit shapes
for Dirichlet boundary conditions. The novelty here is that these models are quite di�cult
to work with directly via the Bethe Ansatz, but we can use certain features such as trivial
potential (see [9] and below) to give a fairly complete limit shape theory. We moreover get
a richer family of limit shapes than those for the simply-periodic model.

Our weights are not the most general periodic weights one can impose on the five-vertex
model. Indeed, the fully asymmetric six-vertex model of [15] can be modeled as a staggered-
weight five-vertex model with weights periodic under 2Z⇥ 2Z, and we can’t handle this case
at present. It remains to be seen what is the most general subvariety of periodic weights for
the five-vertex model to which our methods apply, see Section 5.

The genus-zero five-vertex model. Let {↵i}i2Z and {�j}j2Z be sequences of positive
reals, periodic with periods m1 and m2, respectively, that is ↵i+m1 = ↵i and �j+m2 = �j

for all i, j. We also assume either ↵i�j < 1 for all i, j or ↵i�j > 1 for all i, j. Since the
model only depends on the products ↵i�j, without loss of generality we can scale all ↵s by
a constant and �s by the inverse constant so that either all ↵i, �j < 1 or all ↵i, �j > 1. We
consider the five-vertex model in which at vertex v = (x, y) we have rv = ↵x�y, where rv is
the parameter r of Figure 2. This is a generalization of the simply periodic m1 = m2 = 1 case
considered in [5]. We call this family of weights genus zero weights, and the corresponding
measure the genus-zero five-vertex model. We refer to the rv < 1 case as the small r case
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and the rv > 1 case as the large r case.
For a probability measure µ on MNLP configurations of Z2, invariant under translations

in m1Z � m2Z, let s = 1
m1

E[h(m1, 0) � h(0, 0)] be the expected horizontal height change

for one lattice step, and t = 1
m2

E[h(0,m2)� h(0, 0)] be the expected vertical height change.
Then (s, t) is said to be the slope of µ. The constraints of monotonicity and disjointness
on the lattice paths imply that the parameters (s, t) range over the triangle N ⇢ R

2 with
vertices {(0, 0), (1, 0), (0, 1)}, which we refer to as the slope polygon.

We show that the weights {↵i}, {�j} define for each (s, t) 2 N a possibly non-unique
translation-invariant Gibbs measure µ = µs,t on MNLP configurations on Z

2. We compute
the associated free energy F (X, Y ) and surface tension �(s, t) of this family of measures
(see definitions below). For the “pure” phases—the domain N 0 ⇢ N where � is strictly
convex (which is all of N in the large-r case and a strict subset of N in the small-r case)
we show that � has trivial potential, as defined in [9]. As a consequence we can give explicit
parameterizations of limit shapes (see Section 4) in terms of analytic functions. In other
words the model is Darboux integrable in the sense of [3].

There are two key novelties in the paper: the first is allowing for higher periods. Higher
periods in the model give rise to richer phase diagrams and more intricate arctic boundaries.
As far as we know, this is the first paper where the exact surface tension and explicit
parameterisations of limit shapes are derived for a non-determinantal model allowing for
arbitrarily high periods. To accomplish these tasks the essential idea is to work with the
correct conformal coordinates (denoted by z, w and u below). The second novelty is the
identification of the trivial potential property for five-vertex type interactions in terms of
these coordinates. This property greatly simplifies the analysis of limit shapes even in the
simply-periodic case, and we expect it to arise in further models as well.

Acknowledgements. We thank Amol Aggarwal, Jan de Gier, Vadim Gorin, Andrei Ok-
ounkov, and Nicolai Reshetikhin for conversations related to this project. We also thank the
referees for comments and corrections.

2 Background

2.1 Measures

Let N be a multiple of both m1 and m2 and let GN = Z
2
/NZ

2 be the N ⇥N grid on a torus.
Let ⌦N be the set of MNLP configurations on GN .

For a configuration m 2 ⌦N let Hx and Hy be the total height change going horizontally
(resp. vertically) around GN . Let ⌦N(Hx, Hy) be the subset of ⌦ consisting of configurations
with these height changes. Vertex weights of Figure 2 (with r = rv) define a probability
measure µN(Hx, Hy) on ⌦N(Hx, Hy), giving a configuration a probability proportional to
the product of its vertex weights. For (s, t) 2 N let µs,t be any subsequential weak limit
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measure
µs,t = lim

N!1
µN([Ns], [Nt]). (1)

Existence of a unique limit is still open in general, but not essential for the calculations in
this paper. Aggarwal [1] showed (in the context of the six-vertex model) that in certain
cases, which we call “coexistence” cases below, there is no ergodic limit. He also showed,
however, that on the coexistence phase boundary, that is, when (s, t) is on the upper right
boundary of N 0 (see Figure 11), there is a unique limit measure µs,t (by showing that there
is a unique ergodic Gibbs measure of slope (s, t)). Conjecturally when (s, t) 2 N 0 the above
limit exists and gives a unique ergodic Gibbs measure. So by a slightly premature use of
terminology we call N 0 the pure phases.

2.2 Free energy

For further details about the material in this section see [8].
In order to compute properties of the measures µN(Hx, Hy) we impose extra weights on

the vertices as shown in Figure 3, defined using two extra global parameters X, Y . Here

|1-rv2| eX eY rv e
X+Y
2 rv e

X+Y
2

Figure 3: Vertex weights with fields X, Y .

(X, Y ) 2 R
2 is referred to as the magnetic field. The e↵ect of the magnetic field is to weight

every vertical edge by e
X and every horizontal edge by e

Y .
We let ZN = ZN(~↵, ~�, X, Y ) be the partition function, that is, the sum of weights of all

MNLP configurations on GN (with the vertex weights of Figure 3). Let ⌫N = ⌫N(~↵, ~�, X, Y )
be the natural probability measure on ⌦N assigning a configuration m a probability propor-
tional to its weight:

⌫N(m) =
e
Xh1+Y h2

ZN

Y

v corners

rv

Y

v empty

|1� r
2
v
|

where h1 = h1(m), h2 = h2(m) are the number vertical edges and horizontal edges of config-
uration m, the first product is over corners of m and the second is over empty vertices of m.
Then µN(Hx, Hy) is the measure ⌫N conditioned to have height change (Hx, Hy), that is, to
have (h1, h2) = (NHx, NHy).

Since the X- and Y -dependences of the weight of a configuration only depend on Hx, Hy,
⌫N(X, Y ) is a mixture of the measures µN(Hx, Hy):

⌫N =
1

Z 0

X

Hx,Hy

e
NXHx+NYHyµN(Hx, Hy) (2)
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for a constant Z 0 = Z
0(X, Y ).

The free energy F (X, Y ) = F
~↵,~�

(X, Y ) is defined to be

F (X, Y ) = lim
N!1

1

N2
logZN .

The existence of this limit is a standard subadditivity argument. The surface tension
�(s, t) = �

~↵,~�
(s, t) is the Legendre dual of the free energy F (X, Y ),

�(s, t) = min
X,Y 2R

(�F (X, Y ) + sX + tY ) .

If F is smooth near (X, Y ) we can define s = FX and t = FY and �(s, t) = �F (X, Y ) +
sX + tY . In this case in the limit of the expression (2) the RHS concentrates on a single
value (s, t) = limN!1

1
N
(Hx, Hy). The measures ⌫N(X, Y ) have subsequential limits which

are Gibbs measures of slope (s, t). Conjecturally (see [1]) in this case there is a unique limit
which is equal to the µs,t defined above in (1), and is the unique ergodic Gibbs measure of
this slope.

If F is not smooth at (X, Y ), the graph of F has more than one supporting plane at
(X, Y ). Then (s, t), the slope of the support plane, is not uniquely defined. A priori the
measure ⌫N(X, Y ) will be some convex combination of ergodic Gibbs measures of slope (s, t),
for (s, t) in the space of slopes of supporting planes. In this situation we say that this set of
slopes is in a coexistence phase. A more detailed analysis, which we don’t know how to do
at present, is required to determine which convex combination occurs.

2.3 The simply periodic five-vertex model

Here we recall facts about the simply periodic five-vertex model, discussed in [5]. The
simply periodic five-vertex model is the genus-zero five-vertex model in the special case
m1 = m2 = 1. Let r = ↵�. Here also there are two distinct cases r < 1 and r > 1, which
di↵er in small but important details.

Our definition of vertex weights (Figure 3) di↵ers from those in [5] by the extra factor
of |1 � r

2| for the “empty vertex”. This di↵erence can be compensated for by subtracting
log |1� r

2| from X, Y ; indeed, dividing all weights of Figure 3 by |1� r
2| gives the weights

of [5]. Thus our fields X, Y are related to those X ,Y in [5] by:

Y = Y + log |1� r
2|, X = X + log |1� r

2|. (3)

This causes our formulas for the surface tension and free energy to be slightly di↵erent from
those in [5], see below. This is only a notational di↵erence in the simply periodic case; we
note that a shift in magnetic fields as in (3) results in a global a�ne additive term in the
surface tension which does not e↵ect limit shapes. The specific choice of weight |1� rv|2 for
the empty vertex will be important, however, when considering higher periods.
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From the definition of the surface tension, at smooth points we have r�(s, t) = (X, Y ).
The correspondence between the slope (s, t) and the magnetic field (X, Y ) is most conve-
niently described in microcanonical (or partial Legendre transform) variables, that is, by
the relation between the mixed pairs (t,X) and (s, Y ). These pairs are, in turn, encoded in
two natural conformal coordinates, z and w, which for the simply periodic five-vertex model,
satisfy the algebraic relation

P (z, w) = 1� z � w + (1� r
2)zw = 0. (4)

This relation defines the “spectral curve”, and holds for both r < 1 and r > 1. Here w

varies over the upper half plane H and parameterizes (s, Y ) = (s(w), Y (w)). At the same
time z̄ 2 H parametrizes (t,X) = (t(z̄), X(z̄)). In [5] the simply-periodic 5-vertex model is
solved by the Bethe Ansatz technique, or explicit diagonalization of the (vertical) transfer
matrix; the z coordinate corresponds to the endpoint of the curve of Bethe roots, and the w
coordinate corresponds to the endpoint of the Bethe root curve for the horizontal transfer
matrix. The relation (4) is mysterious from this point of view, but we know of no easier
derivation. (The relation becomes slightly less mysterious after having verified in Section
2.5 that both z and w are intrinsic coordinates in the sense of Proposition 2.1. This implies
that they are necessarily conformally related to each other.)

The functions X, Y, s, t can be explicitly parameterized as follows (their derivation in-
volves quite di↵erent methods than those of the current paper, so we are using these formulas
as a “black box”.)

The r < 1 case. The relevant functions are (cf. [5],§4.3-4.4)

X = �B(z̄), Y = �B(w), s =
Argw

Arg w

1�w

, t =
Argz

Arg z

1�z

, (5)

where

B(z) := 1

⇡
(Arg(z) log |1� z|+ ImLi(z)).

Here and henceforth we use the principal branch for the argument Arg(·), and Li(z) is the
dilogarithm function

Li(z) = �
Z

z

0

log(1� z)
dz

z
.

As w varies over the upper half-plane H it parametrizes the set of slopes in the pure phase
(s, t) 2 N̊ 0 as indicated in Figure 4. A short calculation show that the limits w ! 1

1�r2
,1

blow up to correspond to the two boundary segments of N 0, whereas the intervals when w

is in (�1, 0), (1, 1
1�r2

) and ( 1
1�r2

,1) “blow down” to the three corners of N 0. The interval
w 2 (0, 1) parametrizes the co-existence phase boundary where the limiting value is s = 1�w.
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0 1 (1-r2)-1

w

z
π-θ

sθ (1-s)θ

tθ

(1-s-t)θ

Figure 4: Given w in the upper half plane and r < 1, define ✓, s, t, and z̄ as indicated, that
is, ✓ = Arg w

1�w
, s = Arg(w)/✓, t = Arg(z̄)/✓ and z satisfies P (z, w) = 0.

The surface tension is zero in the coexistence phase (bounded by the line s + t = 1 and
the hyperbola 1� s� t+ (1� r

�2)st = 0) and in the pure phase it is (cf. [5],Prop. 5.1)

�(s, t) = (1� s� t)B(w) + (1� s)B(1� (1� r
2)w) + sB((1� r

2)(1� w)

1� (1� r2)w
),

see Figure 5. Since w and z determine r using (4), we can rewrite this using only z and w:

�(s, t) = (1� s� t)B(w) + (1� s)B(1� w

z
) + sB(z + w � 1

w
).

This definition of � is symmetric under the simultaneous exchange z ! w̄, w ! z̄ and s $ t;
this is a consequence of the obvious rotational symmetry (using the horizontal transfer matrix
rather than the vertical one) or, alternatively, the 5-term identity for the dilogarithm (see
e.g. [18]) using the fact that 0, 1, w, z̄ lie on a circle.

The free energy is

F (X, Y ) = ��(s, t) + sX + tY

= �(1� s)B(w)� (1� s)B(1� w

z
)� sB(z + w � 1

w
) + sB(z). (6)

and is plotted in Figure 5.

The r > 1 case. This time the relevant functions are (cf. [5],§8.3)

X = B(z̄)�log |z(1�z)|, Y = B(w)�log |w(1�w)|, s =
⇡ � Argw

2⇡ � Arg w

1�w

, t =
⇡ +Argz

2⇡ +Arg z

1�z

,

(7)
where B is defined as above.
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Figure 5: The simply periodic surface tension �(s, t) in the pure phase (left) and free energy
F (X, Y ) (right) for r = .5.

0 1-(r2-1)-1

w

z
θ-π

sθ (1-s)θ

tθ

(1-s-t)θ

Figure 6: Given w and r > 1, define ✓, s, t, and z̄ as indicated.
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Figure 7: The simply periodic surface tension �(s, t) (left) and free energy F (X, Y ) (right)
for r = 2.

As w varies over H, it parametrizes the entire set of slopes (s, t) 2 N̊ – the correspondence
is shown in Figure 6.

The surface tension is

�(s, t) = (1�s� t)(�B(w)+ log |w(1�w)|)� (1�s)B(1+(r2�1)w)�sB((r
2 � 1)(w � 1)

1� (1� r2)w
),

see Figure 7. Since w and z determine r using (4), we can rewrite this using only z and w:

�(s, t) = (1� s� t)(�B(w) + log |w(1� w)|)� (1� s)B(1� w

z
)� sB(z + w � 1

w
).

The free energy is F (X, Y ) =

=� �(s, t) + sX + tY

=(1� s)(B(w)� log |w(1� w)|) + (1� s)B(1� w

z
) + sB(z + w � 1

w
)� s(B(z) + log |z(1� z)|).

(8)

and is shown in Figure 7.

2.4 Trivial potential

In [9] we introduced a complex variable ⇣ = ⇣(s, t) as an intrinsic coordinate for a general
gradient variational problem and the trivial potential property in terms of this variable. An
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intrinsic coordinate ⇣ = u+ iv is a complex coordinate for which the Hessian of the surface
tension � in terms of (the real and imaginary parts of) this coordinate is a scalar multiple
of the identity: �uu = �vv, �uv = 0. Trivial potential is the property that the Hessian
determinant of � is the fourth power of a harmonic function of the intrinsic variable. The
trivial potential property implies a certain exact parameterization property for solutions, see
[9].

As in [9] let us consider a smooth convex surface tension � defined on a closed simply-
connected N 0 ⇢ R

2 which is strictly convex on N̊ 0 with non-zero Hessian determinant.
Assume that we are given an orientation reversing di↵eomorphism ⇣ : N̊ 0 ! H. With such
a change of variable, we can consider both (s, t) and (X, Y ) = (�s, �t) as functions of the
complex variable ⇣ 2 H. The following proposition from [9] then characterizes the intrinsic
coordinate.

Proposition 2.1. [9] The following statements are each equivalent to ⇣ being an intrinsic
coordinate

(i) X⇣

t⇣
+ Y⇣

s⇣
= 0,

(ii) s⇣

t⇣
= ��st�i

p
detH�

�ss
.

and when either of these holds we necessarily have

X⇣

t⇣
= �i

p
detH� = �Y⇣

s⇣
.

2.5 Trivial potential for the 5-vertex model

Here we verify that in the case of the simply periodic 5-vertex surface tension, the conformal
coordinates z, w introduced above are intrinsic coordinates, and show that the surface tension
has trivial potential. Later, in Section 3.2 we extend this property to the genus-zero model.

For the simply periodic five-vertex model we find from (5) that in the small r case

Yw =
1

⇡

d

dw

✓
(logw � log w̄)

2i

(log(1� w) + log(1� w̄))

2
+

Li(w)� Li(w̄)

2i

◆

=
1

4⇡i

✓
� log(1� w)

w
+

log(1� w̄)

w
� logw

1� w
+

log w̄

1� w

◆
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and

sw =
d

dw

 
logw � log w̄

log w

1�w
� log w̄

1�w̄

!

= � 1

4✓2

✓
1

w
(log

w

1� w
� log

w̄

1� w̄
)� (logw � log w̄)(

1

w
+

1

1� w
)

◆

= � 1

4✓2

✓
� log(1� w)

w
+

log(1� w̄)

w
� logw

1� w
+

log w̄

1� w

◆

where ✓ = Arg w

1�w
. A similar calculation holds for Xz and tz. So we find

Yw

sw
=

i

⇡

✓
Arg

w

1� w

◆2

=
i

⇡
✓
2 =

i

⇡

✓
Arg

z

1� z

◆2

= �Xz

tz
= �Xw

tw
. (9)

In view of Proposition 2.1, this means that the z, w coordinates are intrinsic coordinates.
Furthermore, by the same proposition

(w) :=
p

detH� =
✓
2

⇡
=

1

⇡

✓
Arg

w

1� w

◆2

.

Since, 1/2(w) is a harmonic function of w, we conclude that the surface tension � has trivial
potential in the pure phase N 0.

Similarly, in the large r case we find from (7)

Yw

sw
=

i

⇡
✓
2 = �Xz

tz
= �Xw

tw
,

and hence z and w are intrinsic coordinates, and this time

(w) =
p

detH� =
✓
2

⇡
=

1

⇡

✓
2⇡ � Arg

w

1� w

◆2

.

Again we find that 1/2(w) is a harmonic function. This means that � has trivial potential
in all of N .

3 Commuting transfer matrices

We now consider the general genus-zero five-vertex model, with periodic weights rv. In the
small r case, we can remove the absolute value sign from the weight |1 � r

2
v
|, replacing it

1� r
2
v
. Likewise in the large r case, we replace |1� r

2
v
| with r

2
v
� 1.

Lemma 3.1. Let T� be the (vertical) transfer matrix associated to a row of weight �. In
either the small r case or the large r case, T� and T�0 commute.
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x1 x2 x3 x4 x5

z1 z2 z3 z4 z5

β

β′

Figure 8: Calculation for commutation of T�, T�0 .

There is a corresponding statement, rotating by 90�, with “horizontal” transfer matrices
replacing “vertical” transfer matrices.

Remark 1. One might suspect that there is a Yang-Baxter equation underlying this lemma
but we could not find any such. Indeed, the model is a degeneration of a staggered six-vertex
model with � ! ±1. Taking such a limit, however, is delicate as one has to simultaneously
let the magnetic fields go to infinity. We found that proving the lemma directly was simpler.

Proof. We assume we are in the small r case; the large r case is identical replacing each
1� r

2
v
with r

2
v
� 1 below.

We compute the matrix element h~z|T�0T�|~xi and show that it is symmetric in � and �
0 for

any ~x, ~z. The situation is as illustrated in Figure 8. Each NW path from xi must end at zi
while avoiding adjacent paths. That is, each path is a NW path in the illustrated component.
The matrix element h~z|T�0T�|~xi is the product over all components, of the contribution of
each component. We claim that the weight of each component is a symmetric polynomial in
�, �

0 except for a monomial which becomes symmetric when paired with the corresponding
monomials for the adjacent components. As an example, consider the weight of the third
component (containing x3 and z3). Suppose for simplicity that z3 is at x-coordinate 0. There
are two possible paths in this component, and their weights are

r0�0r2�0r2�r4�(1� r
2
3�0)

and
r0�0r3�0r3�r4�(1� r

2
2�).

Their sum is
r0�0r4�(↵

2
2��

0(1� ↵
2
3(�

0)2) + ↵
2
3��

0(1� ↵
2
2�

2))

which is symmetric.
To deal with the general situation, there are several cases: the case like that of x1 in the

figure, where there are no “dangling legs”, or cases where there is a dangling leg to the left,
or to the right (like for x2), or both (like for x3). Note that a component has a dangling leg
on the left if and only if the component to its left has a right dangling leg. Since a dangling
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leg on the left contributes a factor �0 and one on the right contributes a factor �, these can
be multiplied in pairs to give a symmetric monomial.

It therefore su�ces to consider a component like that containing x3 (but of general
length). For a case like x3 where the component has length n, the calculation involves
showing that the polynomial

nX

k=0

Ak

 
k�1Y

i=0

(1� Aix)

! 
nY

i=k+1

(1� Aiy)

!
(10)

is symmetric in x and y (where we took Ai = ↵
2
i
, x = � and y = �

0).
However one can see that in (10) the coe�cient of xi

y
j is (�1)i+j

ei+j+1 where ek is the
elementary symmetric polynomial in the A0, . . . , An. The symmetry follows.

3.1 Free energy

The free energy Fr(X, Y ) for the simply periodic model (with weight r) is given in equa-
tions (6) and (8). For the periodic model, we can calculate the free energy F

~↵,~�
(X, Y ) as

follows. The computation is the same in both the small r and large r cases except for minor
modifications.

Recall the microcanonical free energy fr(s, Y ) which is the free energy in the simply
periodic case when we restrict the number n of particles/paths to have horizontal density s;
it is the limit as n,N ! 1 (with n/N ! s) of the log of the normalized leading eigenvalue
of the transfer matrix T = Tr,Y (n,N):

fr(s, Y ) = lim
N!1

1

N
log⇤(r, n,N, Y ).

The m1 = 1 case. Suppose first that m1 = 1, and set ↵ = ↵1. For fixed n,N , the transfer
matrices Tr, Tr0 commute, by Lemma 3.1. We therefore find that applying one vertical period
of (vertical) transfer matrices, the eigenvalues multiply and we get

f
↵,~�

(s, Y ) =
1

m2

m2X

j=1

f↵,�j(s, Y ).

From f
↵,~�

(s, Y ) we can take the Legendre transform in Y to get �
↵,~�

(s, t):

�
↵,~�

(s, t) = �f
↵,~�

(s, Y ) + Y t

where t = 1
m2

P
m2

j=1 tj and tj =
@

@Y
f↵,�j(s, Y ) is the vertical slope associated to row j. Thus

�
↵,~�

(s, t) =
1

m2

m2X

j=1

�↵,�j(s, tj). (11)

13



Despite appearances, the RHS of (11) is indeed a function of t, although the dependence
on t is not explicit: tj is a function of t given by tj =

@

@Y
f↵,�j(s, Y ) where Y is determined

implicitly by @

@Y
f
↵,~�

(s, Y ) = t.

We can likewise apply the Legendre transform in s of f
↵,~�

(s, Y ) to get

F
↵,~�

(X, Y ) = �f
↵,~�

(s, Y ) +Xs

=
1

m2

m2X

j=1

F↵,�j(Xj, Y )

where X = 1
m2

P
m2

j=1 Xj and Xj =
@

@s
f↵,�j(s, Y ).

General m1 case. For each column i we have �
↵i,

~�
(s, t) from (11) above. Applying the

Legendre transform in s we get f
↵i,

~�
(X, t). This quantity is the limit of the logarithm of the

leading eigenvalue of the horizontal transfer matrix with horizontal weight ↵i and periodic
vertical weights ~�. We have

f
↵i,

~�
(X, t) = ��

↵i,
~�
(s, t) +Xs,

where

X =
@

@s
�
↵i,

~�
(s, t) =

1

m2

m2X

j=1

@

@s
�↵i,�j(s, tj). (12)

Now we can apply the commutation of these horizontal transfer matrices for di↵erent
↵i’s to get

f
~↵,~�

(X, t) =
1

m1

m1X

i=1

f
↵i,

~�
(X, t).

One more Legendre transform gives either the free energy F
~↵,~�

(X, Y ) or surface tension
�
~↵,~�

(s, t).
We can simplify the computation by working with the conformal parameters. Given

X, Y, ~↵, ~�, we define si and tj by the equations @

@s
�
↵i,

~�
(si, t) = X and @

@t
�~↵,�j(s, tj) = Y

respectively. From si, tj and rij = ↵i�j we can find wi, zj (from the formulas for the simply
periodic case (5)), satisfying

1� zj � wi + (1� r
2
ij
)zjwi = 0. (13)

We can rewrite this as

↵
2
i
�
2
j
=

(1� zj)(1� wi)

zjwi

or
↵
2
i
wi

1� wi

= u =
1� zj

�
2
j
zj

. (14)
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We see that indeed zj only depends on j and wi only depends on i (and the parameter u 2 H

is independent of both i and j). Thus we have associated a particular w value, wi, to each
column and a particular z value zj to each row. These values in turn define Xj = X(zj) and
Yi = Y (wi) via the formulas for the simply periodic case (5).

Now note that in (12), with s = si, the expression @

@s
�↵i,�j(si, tj) is independent of i,

and equal to Xj = �B(z̄j). Thus X = 1
m2

P
j
Xj = � 1

m2

P
m2

j=1 B(z̄j). Symmetrically we find

Y =
P

i
Yi = � 1

m1

P
m1

i=1 B(wi). Moreover t = 1
m2

P
tj and s = 1

m1

P
si.

We can finally reconstruct �
~↵,~�

(s, t) as a sum (really the average) of the individual contri-
butions �↵i,�j(si, tj), and likewise F

~↵,~�
(X, Y ) is the average of the individual F↵i,�j(Xi, Yj),

where si, tj, Xi, Yj are determined from zj, wi as in the simply periodic case (5),(7).
In the small r case,

�(s, t) =
1

m1m2

m1X

i=1

m2X

j=1

(1� s� t)B(wi) + (1� s)B(1� (1� r
2
ij
)wi) + sB(

(1� r
2
ij
)(1� wi)

1� (1� r
2
ij
)wi

).

Using 1� r
2
ij
= zj+wi�1

zjwi
this is

�(s, t) =
1

m1m2

m1X

i=1

m2X

j=1

(1� s� t)B(wi) + (1� s)B(1� wi

zj
) + sB(zj + wi � 1

wi

). (15)

The free energy is

F
~↵,~�

(X, Y ) =
1

m1m2

m1X

i=1

m2X

j=1

�(1� s)B(wi)� (1� s)B(1� wi

zj
)� sB(zj + wi � 1

wi

) + sB(zj).

The corresponding expressions in the large r case are similar and read as follows.

�(s, t) =
1

m1m2

m1X

i=1

m2X

j=1

(1�s�t)(�B(wi)+log |wi(1�wi)|)�(1�s)B(1� wi

zj
)�sB(zj + wi � 1

wi

)

(16)

F~↵,~�(X,Y ) =
1

m1m2

m1X

i=1

m2X

j=1

�(1�s)(�B(wi)+log |wi(1�wi)|)+(1�s)B(1� wi

zj
)+sB(zj + wi � 1

wi
)+s(B(zj)�log |zj(1�zj)|).

3.2 Hessian determinant.

Recall equation (14)
↵
2
i
wi

1� wi

= u =
1� zj

�
2
j
zj
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for a parameter u 2 H in the upper half plane independent of i, j. Note that the angle ✓ is
the same at every vertex in the fundamental domain. Namely, ✓ = Argu in the small r case
and ✓ = 2⇡ � Argu in the large r case.

For each term in the double sum (15) as well as in (16) for �, any one of zj, wi or u is a
conformal coordinate. We will show that u is an intrinsic coordinate for the entire sum. We
have

Xu

tu
=

P
m2

j=1(Xj)uP
m2

j=1(tj)u
.

Since u and each zj are related by a conformal automorphism, using (9) for each j,

(Xj)u
(tj)u

=
(Xj)zj
(tj)zj

= � i

⇡
✓
2
.

We conclude that Xu
tu

= � i

⇡
✓
2
, and a similar argument gives Yu

su
= i

⇡
✓
2
. Thus by Proposition

2.1 u is an intrinsic coordinate (except for the homeomorphism requirement, which we verify
below), and

(u) :=
p

detH� =
✓
2

⇡
.

We readily see that the function 
1/2(u) is a harmonic function: the model thus has trivial

potential.
The parametrization of the slope variables (s, t) in terms of u 2 H are given by s =

1
m1

P
i
si, t =

1
m2

P
j
tj. Explicitly,

s(u) =
1

m1✓

X

i

Arg
u

u+ ↵
2
i

, t(u) =
1

m2✓

X

j

Arg(1 + �
2
j
u) (small r case),

(17)

s(u) =
1

m1✓

X

i

✓
⇡ � Arg

u

u+ ↵
2
i

◆
, t(u) =

1

m2✓

X

j

�
⇡ � Arg(1 + �

2
j
u)
�

(large r case).

In both cases the map u 7! (s, t) is bijective from H to N̊ 0. To see this, we note that as
functions of u, su/tu = � where � has negative imaginary part (see Proposition 2.1). This
implies that the Jacobian determinant of u 7! (s, t) is (strictly) negative. Thus the map is
open except for critical points. However we claim that the boundary values of (s, t) wind
once around N̊ 0 as u runs over the boundary of H. To see this, suppose first that we are in
the large r case and (without loss of generality) ↵i, �j > 1 for all i, j, and after reindexing
↵1  · · ·  ↵m1 and �1  · · ·  �m2 . Consider s, t as u runs over the boundary of a large
semidisk: the region between the line y = " for small " and the disk of radius R � 1 centered
at 0. When u = u1 + i", as u1 increases from �R, s(u) starts close to 1, decreases from 1
to near 0 on the range [�↵

2
m1

,�↵
2
1], then increases to near 1

2 as u1 passes 0, and remains
close to 1

2 for u1 > 0. Then when u = Re
i✓ for large R, as ✓ runs from 0 to ⇡, s(u) increases
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from 1/2 to 1. Likewise t(u) is close to 0 for u1 < �1/�2
1 , increases from 0 to near 1 on the

range [�1/�2
1 ,�1/�2

m2
], then decreases to near 1

2 as u1 passes 0, and remains close to 1
2 for

u1 > 0. When u = Re
i✓ for large R, as ✓ runs from 0 to ⇡, t(u) decreases from 1/2 to 0.

Thus as " ! 0 and R ! 1 the image of s, t is the whole triangle N . Similarly for r < 1
we can assume ↵i, �j < 1. Then s(u1 + "i) is small at u1 ⌧ 0, increases to 1 on the range
[�↵

2
m1

,�↵
2
1], and then decreases to 0 on the range u 2 (0,1). Also t(u1 + "i) is close to

1 for u1 ⌧ 0, decreases to 1 on the range [�1/�2
1 ,�1/�2

m2
], and then increases to 0 on the

range u 2 (0,1). The behavior of s(u), t(u) on the range (0,1) is described in the next
section.

These calculations prove the claim and imply that there are no critical points, and the
map u 7! (s, t) is an (orientation-reversing) homeomorphism.

3.3 Phase diagram

The phase diagram of the system is displayed in Figure 9 in terms of the magnetic fields
(X, Y ) (for (m1,m2) = (2, 2)). There is an amoeba-shaped disordered region where the free
energy F

~↵,~�
(X, Y ) is strictly convex surrounded by frozen phases in each of which the free

energy is a�ne. We use the terminology “amoeba” for the disordered phase in a loose sense;
it should be noted that these are not amoebae in the algebraic sense.

Figure 9: Amoeba and external phases for 2 ⇥ 2 case; small r (left), large r (right). The
external phases, which occur in the complementary components of the amoeba, correspond
to “frozen” or “semi-frozen” configurations.

In the exterior of the amoeba we claim that the corresponding Gibbs measure concentrates
on a single periodic configuration, depending on the exterior component as shown in the
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figure. This is clear for the large external regions, corresponding to slopes (0, 0), (1, 0), and
(0, 1), where there is a unique configuration with that slope. The remaining external regions,
which are bounded between two parallel “tentacles” of the amoeba, behave like the semi-
frozen states of [8]. For the region corresponding to slope (0, 12) on the left panel, for example,
the configuration must consist of only horizontal edges, of total density 1/2; however the
horizontal paths at even y-value and at odd y-value have di↵erent weights. The higher-weight
horizontal path has exponentially larger weight than the other (as a function of system of
size) and so in the limit we only see the higher-weight horizontal paths. Likewise for the
other semi-frozen regions, including the zig-zag semi-frozen state of slope (12 ,

1
2) on the right

panel.
A plot of the free energy is shown in Figure 10 for both small r and for the large r case.

Figure 10: Free energy examples for m1 = m2 = 2; small r (left), large r (right).

3.4 Coexistence phase boundary

In the small r case, the surface tension is not strictly convex everywhere in N . There is a
“coexistence” phase, N \ N̄ 0, which is the complement of the closure of the region on which
� is strictly convex. The coexistence phase is bounded by the line s + t = 1 and a convex
curve, which we find here. The boundary of N 0 along this curve occurs when ✓ ! 0. In this

18



case, we have (using (17) with u = Re
i✓, and R 2 (0,1) fixed)

lim
✓!0

s =
1

m1

X

i

↵
2
i

R + ↵
2
i

and

lim
✓!0

t =
1

m2

X

j

�
2
j
R

1 + �
2
j
R
.

As R 2 (0,1) the curve (s, t) describes a convex curve in N connecting (1, 0) to (0, 1),
see Figure 11 for an example. Thus N 0 is given explicitly as the region in the quadrant
{(s, t) : s > 0, t > 0} below this curve.

coexistence
pure

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Figure 11: Coexistence phase boundary for m1 = m2 = 2 and {↵1,↵2} = {�1, �2} = {.2, .9}.

3.5 Surface tension

We collect our main results about the structure of the surface tension in the following theo-
rem.

Theorem 3.2. a) [Small r case] Consider a genus-zero five vertex model with an m1 ⇥m2

fundamental domain in the small r case. The surface tension � is a convex function in N ; it
is piecewise linear on @N with slope discontinuities located at a subset of the points ( i

m1
, 0),

i = 1, . . .m1� 1 and (0, j

m2
), j = 1, . . .m2� 1. It is strictly convex in N̊ 0 where it has trivial

potential, p
detH� =

1

⇡
(Argu)2,

with a conformal parameter u 2 H and �N\N̄ 0 ⌘ 0, where N 0 is defined in the previous
section. The explicit expression for � is given by (15).

b) [Large r case] Consider a genus-zero five vertex model with an m1 ⇥m2 fundamental
domain in the large r case. The surface tension � is a convex function in N ; it is piecewise
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linear on @N with slope discontinuities located at a subset of the points ( i

m1
, 0), i = 1, . . .m1�

1 and (0, j

m2
), j = 1, . . .m2�1, as well as at (12 ,

1
2). It is strictly convex in N̊ and has trivial

potential, p
detH� =

1

⇡
(2⇡ � Argu)2,

with a conformal parameter u 2 H. The explicit expression for � is given by (16).

4 Limit shapes

4.1 Variational principle

The limit shape problem is defined as follows. Let U ⇢ R
2 a bounded domain with piecewise

smooth boundary and let h0 : @U ! R be a continuous function. For " > 0 small let
U" = "Z

2 \ U . Let ⌦(U") be the space of MNLP configurations on U" whose rescaled
boundary height function "H|@U" approximates h0 uniformly in the limit " ! 0. We suppose
⌦(U") is nonempty. On U" put (m1,m2)-periodic vertex weights rij = ↵i�j, and let µ" be the
associated probability measure on ⌦(U"). The limit shape problem asks about the typical
height of a µ"-random configuration. Under appropriate hypotheses, the rescaled height
functions concentrate onto a deterministic surface, called the limit shape. Such a limit
shape is determined by the surface tension � associated to this (m1,m2)-periodic model,
where � is given by Theorem 3.2.

In this context the variational principle of [4] takes the following form (see [11, Corollary
4.11] and also [5]).

Theorem 4.1 ([4, 11]). Consider the variational problem of minimizing the surface tension
integral

min
h

ZZ

U

�(rh) dx dy h|@U = h0, (18)

among all Lipschitz competitors h with rh 2 N a.e. For any � > 0, with probability tending
to 1 as " ! 0 a µ"-random configuration will have rescaled height function "H lying uniformly
within � of one of the minimizers of (18).

Remark 2. Usually variational principles as above require strict convexity of the surface
tension to ensure the required concentration estimates. Corollary 4.11 of [11] that we use
here works without the assumption of strict convexity – but in this case one can only deduce
a weaker form of concentration: the random surface concentrates on the set of minimizers.
(Another common assumption, which is stochastic monotonicity, implies strict convexity
of the surface tension [11]. Therefore in the small r case the model is not stochastically
monotone. In the large r case one can show that the model is monotone but we don’t use
this fact since we establish strict convexity of surface tension by other means.)
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In the large r case, � is strictly convex in N̊ and there is a unique minimizer in (18), see
Proposition 4.5 in [6]; a limit shape forms in the entire region U .

In the small r case, however, � fails to be strictly convex and there need not be a unique
minimizer. However, since the surface tension is convex the set of minimizers forms a convex
set and, moreover all minimizers coincide on the repulsive region U

0 ⇢ U where (for any
minimizer) rh 2 N 0 – the pure phase of the surface tension. The complement of the
repulsive region is a region of non-uniqueness : the minimizer has non-unique extensions into
this region. The variational principle ensures the formation of a (deterministic) limit shape
only in the subregion U

0. A priori, it could be that by resampling the random surface it
will concentrate around another minimizer and thus causing macroscopic fluctuations on the
non-uniqueness region. Indeed, we conjecture that this is the case: there is no limit shape
on the non-uniqueness region, the surface remaining random in the limit of small lattice
spacing.

Remark 3. While we don’t consider the rv ⌘ 1 case explicitly, this can be recovered as a
limiting case. The model in this case, however, is determinantal and equivalent to a dimer
model: a staggered lozenge tiling model. The surface tension has trivial potential, withp
detH� ⌘ ⇡ in N̊ by [8]. The results of [7, 2] apply for the limit shapes which arise.

4.2 Darboux integrability

A PDE is integrable in the sense of Darboux if there is an explicit parameterization of
solutions in terms of complex analytic functions. Concretely, this means given a PDE
F (u, uxi , uxixj , . . . ) = 0 for a function u = u(x1, . . . , xk), where F depends on finitely many
partial derivatives of u, the PDE has all solutions of the form u = G(f, f 0

,
R
f, . . . ) for a fixed

function G depending on a finite number of derivatives and antiderivatives of an arbitrary
complex-analytic function f (or possibly several such functions). A classical example is the
minimal surface equation and its Weierstrass-Enneper parameterization of solutions [17].

Let h be one of the minimizers of the variational problem (18). We say that (x0, y0) 2 U

is in the liquid region L if h is C
1 in a neighbourhood of (x0, y0) and rh(x0, y0) is in N̊ 0.

(Recall that N 0 = N in the large r case.) Since � is smooth and strictly convex on N 0, by
[13], h is smooth and satisfies the Euler-Lagrange equation in the liquid region

div(r� � rh) = 0 in L. (19)

The liquid part of the limit shape is the surface {(x, y, h(x, y)) : (x, y) 2 L} ⇢ R
3.

Since by Theorem 3.2 � has trivial potential, we can use Theorem 4.1 of [9] to give
parametrizations of limit shapes in terms of harmonic functions. The tangent plane to the
limit shape at (x0, y0, h(x0, y0)) for a point (x0, y0) 2 L is the plane

P(x0,y0) = {x3 = rh(x0, y0) · (x, y) + h(x0, y0)�rh(x0, y0) · (x0, y0)}, (20)

where we use coordinates (x, y, x3) in R
3.

21



Theorem 4.2. As (x0, y0) 2 L varies over a component of the liquid region the tangent
planes in (20) can be parametrized by a complex coordinate ⇣:

rh(x0, y0) = (s(u), t(u)), h(x0, y0)�rh(x0, y0) · (x0, y0) = G(⇣)/✓,

where u = u(⇣) is complex-analytic, s(u) and t(u) are given by (17), G(⇣) is harmonic and

✓(u) =

(
Arg(u) small r case

2⇡ � Arg(u) large r case
.

Proof. Let L0 be a component of the liquid region. For (x, y) 2 L0, rh(x, y) 2 N̊ 0. Since
u 7! (s(u), t(u)) is a bijection H ! N̊ 0 (see paragraph following (17)), we can define the
map u : L0 ! H by

rh(x, y) = (s(u), t(u)).

The component L0 has intrinsic complex structure ⇣ (see equation (10) of [9]), and the map
u = u(⇣) is holomorphic.

According to Theorem 3.2, � has trivial potential with (detH�)1/4 = ⇡
�1/2

✓. This implies,
by Theorem 4.1 of [9], that

G(⇣) := ✓(h(x, y)�rh(x, y) · (x, y)), (x, y) 2 L0

is a harmonic function.

Theorem 4.1 of [9] also implies that s✓, t✓ and ✓ are harmonic functions of ⇣. As a
consequence we arrive at the following equation.

Corollary 4.3. In any component L0 of L, we have the equation

(s✓)⇣x+ (t✓)⇣y +G⇣ � ✓⇣h(x, y) = 0. (21)

Since s✓, t✓, G and ✓ are all harmonic functions of ⇣, thus the complex ⇣-derivatives appear-
ing in (21) are all holomorphic functions of ⇣.

Proof. Since rh = (s, t), we have

h⇣ = sx⇣ + ty⇣ = (sx+ ty)⇣ � s⇣x� t⇣y,

or
s⇣x+ t⇣y + (h� (sx+ ty))⇣ = 0.

Rewriting in terms of ratios we get

(s✓/✓)⇣x+ (t✓/✓)⇣y + (G/✓)⇣ = 0. (22)

When expanded this is

1

✓
((s✓)⇣x+ (t✓)⇣y +G⇣ � ✓⇣(sx+ ty +G/✓)) = 0.
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Finally, notice that
sx+ ty +G/✓ = h. (23)

This corollary gives us the following form of Darboux integrability. Near a noncritical
point of u(⇣) we can choose u = ⇣ as a local coordinate. The real and imaginary part
of (22) give two simultaneous linear equations for x, y as functions of the (known) func-
tions s(u), t(u), ✓(u) and the (arbitrary) harmonic function G(u). Solving gives (x, y) =
(x(u), y(u)) as functions of u and then from (23) (or (21)) we have our surface (x, y, h(x, y))
parameterized as a function of u.

Locally there is no restriction on G; however to find the limit shape for a Dirichlet
problem of the type in Theorem 4.1 (that is, when we want h to be single-valued function of
(x, y)), we need an extra condition on G, that G⇣ is zero at critical points of u = u(⇣); see
[10].

4.3 Large r example

In the examples below, we consider some unbounded domains U , whose limit shapes are
somewhat simpler than for the simplest bounded domains, because we can take u(⇣) = ⇣.
These are to be understood as limiting cases of exhaustion by bounded domains. We only
sketch the derivation of the solution (which is based on [10]) and give the final formula for
the associated function G(u) and an associated figure. Having the explicit formula for G(u)
it is not too di�cult to verify that the construction indeed defines the limit shapes for the
problems under consideration.

Figure 12 shows an example limit shape of a semi-boxed plane partition, for a 2 ⇥ 2
fundamental domain with (↵1,↵2) = (�1, �2) = (2, 5/4). The “semi-boxed plane partition”
is an MNLP configuration in an infinite region {x � 0, y � 0, |x� y| < n}, as in Figure 4.3.
It can be considered a limit of boxed plane partitions in an n⇥ n⇥m box when sidelength
m tends to infinity.

For the variational problem the rescaled region is

U = {x > 0, y > 0, |x� y| < 1},
with boundary height function h0(x, y) = 0 along the x-axis and y-axis, h0(x, y) = y along
the line x�y = 1 and h0(x, y) = x along the line x�y = �1. The limit shape is found using
Theorem 4.2. It is the envelope of the planes Pu = {x3 = sx+ty+c}, where s = s(u), t = t(u)
are functions of the parameter u 2 H given by (14), and c = G(u)/✓ where the harmonic
function G(u) is determined by its boundary values:

G(u) = �⇡ � Arg(u),

that is, G(u) = �⇡ for positive u and G(u) = 0 for negative u. The liquid region is bounded
in this case, even though U is unbounded. Most of the limit shape consists of an unbounded
facet of slope (1/2, 1/2).
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Figure 12: Left panel: the “semi-boxed plane partition”. For large r our results show that
a 5-vertex configuration is eventually (as x + y ! 1) a completely packed set of zig-zag
paths. Right panel: Limit shape for the semi-boxed plane partition, for a 2⇥ 2 fundamental
domain, large r case. The liquid part of the limit shape is plotted. The limit shape is linear
on each component of the complement of this shape.

Figure 13: One of the limit shapes for another type of semi-boxed plane partition boundary
conditions, for the five-vertex model in a 2⇥2 fundamental domain, small r case. The liquid
part of the limit shape is plotted.
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4.4 Small r example

Figure 13 shows an example limit shape of a di↵erent semi-boxed plane partition, which is
the limit of the MNLP configuration in an n1 ⇥ n2 ⇥ n3 box when sidelengths n2, n3 tend to
infinity. The rescaled region is the region

U = {x < 1, y > 0, x� y < 1},

with boundary height function 0 along the x-axis, 1 along the y axis and y along the diagonal
edge. The limit shape shown is for a 2 ⇥ 2 fundamental domain with (↵1,↵2) = (�1, �2) =
(4/5, 1/4). Interestingly, there is a one-parameter family of limit shapes in this region, each
of which has liquid region of roughly parabolic shape for large x, y. The direction of the
axis of this parabola is a free parameter. The relative rates at which n2, n3 go to infinity
determine this parameter. (The same phenomenon already appears for the lozenge model in
which case the frozen boundary is an exact parabola.)

We can describe the limit shape as the envelope of the planes Pu = {x3 = sx + ty + c},
where s = s(u), t = t(u) are functions of the parameter u given by (14), and c = G(u)/✓ where
G(u) is determined, up to a single parameter a, by the boundary values. Here u 2 (0,1)
on the coexistence boundary, and u = �↵

2
1,�↵

2
2 at the tangency points with the line x = 1,

and u = ��
�2
1 ,��

�2
2 at the tangency points with the line y = 0. The value of u at the point

at infinity in the limit shape is defined to be u = a, where a can range over the interval
(�↵

2
1,��

�2
2 ). In this case for u 2 R we have

G(u) =

8
><

>:

⇡

2 u 2 [�↵
2
2,�↵

2
1]

⇡ u 2 [�↵
2
1, a]

0 else.

The harmonic extension to u 2 H is then

G(u) = Arg(
u� ap

(u+ ↵
2
1)(u+ ↵

2
2)
).

Note that the limit shape shown does not touch the diagonal boundary edge. At the
corners of the boundary there are two thin facets along the x- and y-axes with slopes (1, 0)
and (0, 1) respectively (not depicted in the picture). The remaining part near the diagonal
boundary edge is a region of non-uniqueness in terms of the variational problem: see the
discussion following Theorem 4.1.

5 Open questions

Question 1. In the coexistence region in the boxed-plane partition limit (for example) is the
configuration random in the limit?
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Question 2. Is there a natural “higher genus” model? That is, are there choices of stag-
gered weights for the five-vertex model which produce “gas” phases (with multiply-connected
amoebae) as in [8] and still have trivial potential?

Question 3. Is there a duality between the small r and large r cases? In Theorem 3.2 the
angles ✓ = ⇡

1/2(detH�)1/4 for large r and small r cases sum to 2⇡. If we think of the model
in terms of interacting lozenges, the small r case corresponds to repulsive, while the large r

case corresponds to attractive interaction (and angle ⇡ corresponds to no interaction).
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