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Abstract

We consider growing random networks {G, },>1 where, at each time, a new vertex
attaches itself to a collection of existing vertices via a fixed number m > 1 of edges,
with probability proportional to a function f (called attachment function) of their
degree. It was shown in [BB21] that such network models exhibit two distinct regimes:
(i) the persistent regime, corresponding to >_°° f(i)™% < oo, where the top K maximal
degree vertices fixate over time for any given K, and (ii) the non-persistent regime,
with >0, f (i)72 = 0o, where the identities of these vertices keep changing infinitely
often over time. In this article, we develop root finding algorithms using the empirical
degree structure and local network information based on a snapshot of such a network
at some large time. In the persistent regime, the algorithm is purely based on degree
centrality, that is, for a given error tolerance ¢ € (0, 1), there exists K. € IN such
that for any n > 1, the confidence set for the root in G,,, which contains the root with
probability at least 1 — ¢, consists of the top K. maximal degree vertices. In particular,
the size of the confidence set is stable in the network size. Upper and lower bounds on
K. are explicitly characterized in terms of the error tolerance ¢ and the attachment
function f. In the non-persistent regime, for an appropriate choice of r, — co at a
rate much smaller than the diameter of the network, the neighborhood of radius r,,
around the maximal degree vertex is shown to contain the root with high probability,
and a size estimate for this set is obtained. It is shown that, when f(k) = k%, k > 1,
for any « € (0, 1/2], this size grows at a smaller rate than any positive power of the
network size.
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1 Introduction

The last two decades have seen an explosion in the application of temporal networks in
diverse scenarios, including modeling and analyzing connectivity in groups of individuals,
spread of epidemics, opinions and rumors, just to name a few. Owing to their large
size, it is often infeasible to track these networks over time; instead, one observes
a snapshot of the network at some large time and asks about its nascent states. In
this article, we are interested in growing random networks where an incoming vertex
connects to a collection of existing vertices via a fixed number of edges, with probability
proportional to a function f of their degree, called the attachment function. We ask
the following: can one detect the root (first vertex in the network) to a quantifiable
degree of accuracy based on observing a single snapshot of this network process?
This question connects to the broad field of network archaeology [NK11] where one is
interested in reconstructing the past of a network from its present, including connectivity
structure, central nodes, etc. Although related questions have been studied in a more
applied setting, a rigorous mathematical analysis has only recently been initiated (see
Section 1.2). Most mathematical works focus on the uniform and linear preferential
attachment networks (when f is respectively constant and linearly increasing) owing to
their analytical tractability. However, from a modeling perspective, such assumptions
seem rather ad hoc and ideally the attachment function should be inferred based on
the network data at hand. Hence, it is important to address the above questions in a
more general setting with minimal assumptions on the attachment function. In this
article, we ask to what extent the information on the empirical degree structure of the
network snapshot can aid in root detection. This is part of our continuing program
to understand network archaeology for growing random networks driven by general
attachment functions (see also [BBC22, BB21, BB22]).

1.1 Model definition

We define a slightly more general version of the class of networks studied in this
paper. Fix an attachment function f : IN — (0, 00) and an IN-valued (possibly random)
attachment sequence {m; : i > 1}. We will construct a sequence of random graphs
{Gn, : n > 1} as follows:

(i) Let Gy be the graph with two vertices {vg, v1} and m; edges between them, where v
is also referred to as the root.

(ii) Fix n > 1. Given we have obtained G,,_1, G, is constructed from G, _; by adding
one vertex v, and m, directed edges, each with one end connected to v,, and the
other ends of these edges are connected sequentially to one of the existing vertices
{v; : 0 <i<n-1}in G, according to the following rule. For 1 < j < m,, the j-th
edge has its other end connected to v; (0 < i < n — 1) with probability proportional to
f(degree of v;) (the degree is computed before the connection is made).

We will find it convenient to index the graph sequence by the number of attached
edges (with both ends already connected to respective vertices). Let s, := 2?21 m;
for n > 1 and sy = 0. Mathematically, we construct the following (directed) random
graph sequence {G; : k > s} where G; has k attached edges. For any n > 2 and any
sp—1 < k < sp, G has n + 1 vertices. For [ > 0, let dy(l) denote the degree of the root
after the [-th edge is attached. For ¢ > 1, denote by d;(l), | > s;—1, the degree of the
(¢ + 1)-th vertex (i.e. vertex v;) after the I-th edge is attached and set d;(!) = 0 for all

[ <s;_1.Fors,_ 1 <k<s,, an edge ¢, is added to the graph, with one end attached to
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Un, and for0 <i<n—1,

fldi(k—1)
S0y fldj(k — 1))

Thus, {G, : n > 1} has the same law as {G} :n > 1}. We will denote the vertex set of G,
by V(Gn).

Two important special cases are: (i) f(k) = k + § with k£ > 1 for some 8 > 0, which is
known as the linear preferential attachment model, and (ii) f = 1, which is called the
uniform attachment model.

P(other end of ¢, attached to v; |gj,j <k-1)= (1.1)

1.2 Centrality measures, persistence and root finding algorithms

Let G be a collection of (possibly labeled) graphs. We write G° for the corresponding
collection of unlabeled graphs and let V(G°) denote its vertex set. A centrality measure
U : V(G°) — R, gives each vertex in the graph a ‘score’ based on some notion of
‘centrality’ in an appropriate geometry of the unlabeled graph. In our setup, G = {G,, :
n > 1} is a growing sequence of random graphs and our goal is to recover the root from
an unlabeled copy of G,, for some large n. The idea is to choose a centrality measure ¥
that correlates strongly with the age of the vertex. Then, for a given error tolerance
e € (0,1), we can choose the K.(n) most central vertices (as determined by ¥) in G, for
an appropriate K.(n) € IN and ensure that the root of G, is contained in this set with
probability at least 1 — .

There are several existing notions of centrality, some of which we now discuss.

(i) Degree centrality [DM09, Gall3, BB21] quantifies the centrality of a vertex in a
general network simply based on how large its degree is. For dynamic networks,
the older vertices exist in the network for a longer time and one expects them to
have a higher degree.

(il) Jordan (or centroid) centrality [BDL17, JL18, JL16, BB22] quantifies centrality in
trees by looking at the size of the maximal subtree rooted at each vertex. The
smaller this size, the more comparable the sizes are of all the subtrees rooted at
this vertex, and the more central this vertex is.

(iii) Rumor Centrality [SZ11, SZ12, KL16] was originally developed in connection to
finding the most likely source of rumor spread or infection spread for a susceptible-
infected (SI) epidemic model on a background random graph. This measure
has been successfully used in devising root finding algorithms for the uniform
attachment model in [BDL17].

There are several other notions of centrality [Fre77, New05, BV14], but only the ones
above have so far been rigorously mathematically analyzed in connection with root
detection. Recently, [BMR15, CDKM15] and [BEMR17, LP19, DR18] have respectively
used degree and Jordan centrality in reconstruction of seeds (initial graph from which
the network starts) from a single snapshot of the network at a large time in linear
preferential attachment and uniform attachment models.

A very desirable property of centrality measures is persistence as defined below.

Definition 1.1. Fix K > 1 and a network centrality measure V. For an evolving network
sequence {G,, : n > 1}, say that the sequence is (V, K) persistent if there exists n* < oo
a.s. such that for all n > n* the optimal K vertices (vgn‘l),, véfl\l),, e ,v?)\l,) as measured by
the centrality measure V¥, remain the same and further the relative ordering amongst
these K optimal vertices remain the same.

Persistence ensures that the identities of the most central vertices fixate over time.
This implies that one can use the centrality measure ¥ to construct confidence sets
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for the root, with given error tolerance ¢, whose size only depend on ¢ and not on the
network size, that is, K.(n) = K.. This stability with respect to network size makes the
confidence set robust for large networks.

Persistence of the degree centrality measure was first shown for the linear prefer-
ential attachment model in [Gal13]. The phenomenon of persistence for the general
class of models described in Section 1.1 was first investigated in [BB21]. Building on
the techniques of [DM09] (which investigated persistence for a related dynamic random
graph model), they showed the existence of two distinct regimes: (i) the persistent
regime when Zfil ﬁ < 00, and (ii) the non-persistent regime when Z;’il ﬁ = 0.
We now summarize some of the results of [BB21]. In the following, for any v € G,,, ¥(v)
is the degree of v in G,,. Moreover, m; can be random for the results stated below.

(i) Persistent regime: Assume f is non-decreasing and there exists Cy > 0 such that
f(i) < Cyifor all i > m,. Also, suppose Y .-, ﬁ < oo and that, almost surely,

my,—1

1 1
nggi'

i=1 f

lim sup
n—00 og Sy,

Then, the random graph sequence {G, },>1 is (¥, K) persistent for any fixed K > 1.
In case m; = 1 for all 7 > 1 (the tree case), the monotonicity and sub-linearity
assumptions on f can be replaced by Assumption (A2) below.

(ii) Non-persistent regime: If Zil ﬁ = oo and a ‘continuity’ assumption (3.18)
on the attachment function is satisfied, then, almost surely, the random graph
sequence {G, },>1 is not (¥, K) persistent for any K > 1.

The above suggests that, in the persistent regime, there is hope for devising degree
centrality based root finding algorithms which produce confidence sets that are stable
in the network size. In the non-persistent regime, the stability of purely degree based
algorithms in the network size seems unlikely. It is then natural to ask how much of the
network connectivity information is required to obtain efficient root finding algorithms.

In [BB22], it was shown that the Jordan centrality measure (defined only for the tree
case m; = 1) exhibits persistence more generally whenever the attachment function
f satisfies Assumptions (A1)-(A3) below. This observation was used to obtain explicit
confidence set bounds for root finding algorithms that grow polynomially in ¢! (e
being the error tolerance). However, this centrality measure is applicable only for tree
networks. Moreover, it is computationally expensive as computing the Jordan centrality
measure for any single vertex requires knowledge of the connectivity structure of the
whole network.

This leads to some natural questions. (i) Can we devise root finding algorithms for
the dynamic networks defined in Section 1.1 for m; = m > 1 in the persistent regime
(Z?; ﬁ < o0), purely based on the empirical degree distribution, that are stable in
the network size? In this case, can we give explicit bounds for the confidence set? (ii) In
the non-persistent regime, can we obtain root finding algorithms using degree centrality
and minimal local connectivity information around high degree vertices? What is the
size of the associated confidence set and how does it grow with network size? These
questions, besides their theoretical appeal, are extremely important from an applications
perspective as most real world networks are large and far from tree like. Degree based
centrality measures are much easier to compute than their global analogues (like Jordan
centrality) as they are purely local. Moreover, they are well-defined and applicable on
non-tree networks.
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1.3 Owur contribution

We attempt to answer the above questions in the current article. In the process,
we develop a quantitative approach to degree centrality. Theorem 2.2 obtains sharp
upper and lower bounds on the size of the confidence set for the root (or budget) in
terms of the inverse error tolerance for the linear preferential attachment model for
general m > 1. Theorem 2.3 addresses the general persistent regime. For trees, the
bounds are almost optimal. Even for m > 1, the bounds are polynomial in the inverse
error tolerance and are explicitly obtained in terms of the attachment function. It is
noted in Remark 2.4 that, in the persistent regime, not only does one obtain purely local
root finding algorithms that do not require a network tree structure as in [BB22], but
also the bounds obtained are nearly as good as, and in most cases tighter than, those
for Jordan centrality. A surprising observation, noted in the same remark, is that, as
seen explicitly through the size of the confidence set in the linear attachment case in
Theorem 2.2, the efficacy of root detection using degree centrality gets better with
increasing m. Thus, although the network becomes increasingly non-tree like for large
m, the increased positive reinforcement of degrees allows the older vertices to gain in
degree even further.

Next, we analyze the non-persistent regime. In Theorem 2.5, we show that a neighbor-
hood of the maximal degree vertex of an appropriately chosen radius r,, — oo contains
the root with high probability. For given error tolerance ¢, we also quantify the minimum
network size for the above set to contain the root with probability at least 1 — . We note
in Remark 2.6 that for large n the radius r,, is much smaller than the diameter of the
network, and for sublinear attachment functions f(k) = k*,k > 1, for any « € (0,1/2],
the size of the confidence set grows at a smaller rate than any positive power of the
network size. In Remark 2.7 we list some results (which essentially follow from [BB21])
on the degree distribution of fixed vertices and the maximum degree as the network
grows. In particular, the degrees of fixed vertices scale similarly as the maximum degree
in the persistent regime, but show a stark contrast in the non-persistent regime.

Although we use a number of ideas from [BB21] and [BB22], there are several
significant new techniques and ideas developed here, some of which we now describe.
We introduce a novel embedding of the network in the case m; = m > 1 into a collapsed
continuous time branching process (see Section 3) which lets us bypass the monotonicity
assumptions required on f in [BB21] in the non-tree case. We also develop a unified
approach to budget lower bounds (see Section 5) and apply it in Lemmas 5.1, 7.1 and 7.3.
A major technical advance in the current article is the detailed quantification of the
asymptotic behavior of degrees, population sizes of associated continuous time branching
processes (CTBP), the age of the maximal degree vertex and its distance from the root.
To do this, we exploit properties of recursive distributional equations which characterize
limiting normalized population sizes for CTBP (see Lemma 3.5) extending the program of
[BB22]. Moreover, the proof of Theorem 2.5 relies on novel connections with asymptotics
of the height of CTBP (maximal distance of root to any vertex), and characterizing the
behavior of functionals of associated Laplace transforms near zero (see Lemmas 8.1
and 8.2).

We note here that for linear preferential attachment networks, there is an extensive
body of literature (see [BRSTO1, PRR17, Sén21] and references therein) obtaining
detailed asymptotics for the degree evolution of vertices, the limits of (appropriately
normalized) degrees to explicit random variables and rates of convergence to these
limits. It would be interesting to obtain bounds on the confidence sets by appealing to
these results in the linear case and compare them to the ones obtained in the current
article. However, our goal here is to develop general techniques that are robust enough
to apply to a much wider class of attachment functions, and we stick to this principle
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throughout the paper.

Section 2 states the main results and an outline of proof techniques. Section 3 de-
scribes branching process embeddings for the network and collects several tail estimates
for important quantities of this branching process. Section 4 collects properties of some
key martingales used to track degrees of individual vertices. Section 5 describes a
universal approach for obtaining budget lower bounds by showing that, if the root has
relatively small degree in the graph G, then with probability at least 1/2, its centrality
score cannot beat those of an (K) number of vertices at any subsequent time. Probabil-
ities of such configurations in G are then estimated in respective cases. Section 6, 7, 8
are respectively devoted to the proofs of Theorems 2.2, 2.3 and 2.5.

We note here that, for linear preferential attachment models, there is an alternate
notion of progressive exploration towards finding the root in large networks where
one performs local moves towards vertices of higher degree [BBC*12, FP17, BK10].
However, this leads to a confidence set that grows polylogarithmically in n (as opposed
to our confidence set, whose size is stable in n), with the computational advantage of
only having to explore a small part of the graph (compared to our method requiring
the degree of each vertex in the network). We plan to investigate such exploratory root
finding algorithms for more general attachment networks in a future article.

Notation: Throughout this paper, C,C’,C” will be used to denote generic positive
constants whose values might change from line to line. Unless otherwise stated, all
constants are implicitly assumed to depend on m (number of edges attached per new
vertex). We also set the convention 'Zi’:a = 0’ whenever a > b. For two cadlag processes

X1, X2, we will write x4 (+) § x2(+) if there is a coupling (X1(+), x2(-)) such that x1(¢) > x2(t)
forall ¢t > 0.

We now define some key objects used in this article. Let {E; : ¢ > 1} be ii.d.
exponential random variables with mean 1. For k£ > 1, define

E;
Si(l) == —, lelN. (1.2)
= ; I0)
Define the point process £ by
£(t) = Z Is,my<ty, €20, (1.3)
n=1

We will write o; := S1(l), { > 1, to denote the arrival time of the [-th individual in the
above point process. For A € Ny, denote by £ 4(+) the point process obtained as in (1.3)

with attachment function f4(-) := f(A + ) replacing f(-). Note that &(-) 4 &(-). By
convention, for any A € Ny, we take £4(t) = 0 for ¢ < 0.
Define the functions

-1
1
(1) ::Zf’“i(i)’ l,keN. (1.4)
=1

Extend f to a function on [1,00) by requiring f(z) = f(|xz]|) where z > 1. Extend
®r(-),k =1,2, to [1,00) via linear interpolation and set ®;(z) = 0 for z € [0, 1]. Note that,
using the above extensions of f, 1, ®,,

o1
q)]g(l') :/1 Wdz’ xr > 1,]€ = 172

Define
K(t) := &0 ®7(t), t>0.

We will use the notation @ (00) := lim;_, 0o Px(1).
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1.4 Assumptions on attachment functions

Let u(t) := E(&(t)),t > 0. We can naturally obtain a non-negative measure on
(R4, B(R4)) from p (the intensity measure of £) which we also denote by . We define
the Laplace transform of u by

i(0) = / e %u(dt), 0<6<oo.
0

It is known that (see [RTV07, Equation (3)])

o~ k .
o f(@)

Throughout this article, we have the following assumptions on f:

(A1) Every attachment function satisfies f(k) — oo as k — oo, and f can grow at most
linearly, i.e., there exists Cy > 0 such that f(:) < Cyi for all i > m;.

(A2) Define A :=inf{\ > 0: i()\) < co}. We assume,

lim fi 1.
A<oo and )\1&1/1()\) >

Assumption (A2) together with the monotonicity of /i(-) implies that there exists a
unique A* := A*(f) such that
a(\*) = 1. (1.5)

This value \* is often referred to as the Malthusian rate of growth parameter. The above
assumptions are relatively standard in the continuous time branching process literature,
and will be essential for continuous time embeddings of our discrete network process
discussed in Section 3.

(A3) With A\* denoting the Malthusian rate of growth parameter, limsup,_, . f(i)/i < A*.
Observe that Assumption (A1) implies that f, := min;>,,, f(i) > 0.

Remark 1.2. Suppose [ satisfies Assumptions (A1) and (A2). Then, by [BB22, Lemma
2.3], Assumption(A3) is satisfied if any of the following conditions hold: (a) there exists
C* > 0 such that lim; o, f(i)/i = C*; (b) limsup,_, ., f(i)/i < f.. In particular (affine)
preferential attachment and sublinear preferential attachment (there exists a € (0,1)
such that f(k) < k for all k > 1) satisfy Assumptions (A1)-(A3).

2 Main results

Our main results give bounds on the minimum number of central vertices, measured
by some centrality measure, required to produce a confidence set of the root for a given
error tolerance. This is quantified through the notion of budget as defined below.

Let G be a collection of (possibly labeled) graphs, and let G° denote the corresponding
set of unlabeled graphs. For any K > 1 and a centrality measure ¥, we will write
Hg v : G — V(G) to denote the function that maps G € G to a subset of K most central
vertices in G as measured by ¥ (ties being broken arbitrarily).

Definition 2.1. Fix 0 < ¢ < 1 and K > 1. A mapping Hy y is called a budget K root
finding algorithm with error tolerance ¢ for the collection of random graphs {G,, : n > 1}
if

liminf P(vg € Hi,w(Gn)) > 1 —¢. (2.1)

n—oo
We will write Ky (¢) to denote the smallest budget K such that Hy v (-) is a root finding
algorithm with error tolerance ¢ for the collection of random graphs {G,, : n > 1}. If
there is no finite K satisfying (2.1), we set Ky(e) = co.
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2.1 The persistent regime

In this section, we restrict attention to ¥ being the degree centrality measure, that is
U(v) = deg(v), v € V(G°). We also focus on the persistent regime, namely, attachment
functions satisfying ®2(c0) < co. Our first result gives sharp upper and lower bounds on
Ky(e) when f is linear.

Theorem 2.2 (Linear attachment). Suppose f(i) =i+ § fori > 1, for some 3 > 0, and
m; = m > 1. There exist positive constants C1, C}, Cs, depending on m, 3, such that for

anye € (0,1),
C & 1
o < Ky(e) < —5—exp | 1/ Calog N
gmimTA) gmimtB)

The next result considers the persistent regime in generality. Part (i) gives near
optimal bounds for Ky(¢) in the tree case in terms of the Malthusian rate A* and
f« = min;>,,, f(i). Part (ii) gives upper and lower bounds for K (¢) in the non-tree case

that are polynomial in ¢~ 1.

Theorem 2.3. Suppose the attachment function f satisfies Assumptions (A1)-(A3). More-
over, assume P, (00) < oo.

(i) Suppose m; = m = 1. For any fixed ¢ € (0, 1), there exist positive constants C; (not
depending on §) and Cy (depending on §) such that for all e € (0,1),

Cy Cs
S < Ky(e) € —.
£ Fx g (1=8)Ffx

(ii) Suppose m; = m > 1. For any § € (0,1), there exist positive constants C (not
depending on §) and Cs (depending on §) such that for all e € (0,1),

C Cs
1 S K\I}(E) S 27%, IS (07 ].)
gmitm e T

Remark 2.4. Several remarks are in order.

(a) Note thatif f(k) < g(k) for all k£ > 1, then A\*(f) < A*(g). Using this and the known
Malthusian rates for uniform attachment and linear preferential attachment, we
conclude f, < A* < 2Cy. From this observation, it follows that the bounds in (i) are
indeed tighter than those in (ii) (applied to m = 1).

(b) In [BB22], polynomial upper and lower bounds in ¢! are derived for Ky (¢) when
¥ is the Jordan centrality measure. However, this measure is only applicable in the
tree case and is computationally expensive as the score for each vertex requires
information on the size of all the subtrees rooted at that vertex. The degree
centrality measure works on non-tree networks and its computation only requires
the degree of each vertex. Moreover, the exponent of ¢! in the upper bound on
Ky(e) for the Jordan centrality measure obtained in [BB22, Theorem 3.1 (a)] is
20y / f« (taking 8 = 0 there), whereas the corresponding exponent in (i) above is
A*/(1 —6) f (for arbitrarily small § > 0). As X\*/f. < 2C}/ f. (see (a)), we conclude
that, in the tree case under the persistent regime, the obtained upper bound on
the size of the confidence set for the root using degree centrality is comparable to,
and in most cases tighter than, that in [BB22] using Jordan centrality.

(c) In the tree case, when f is linear, from Theorem 2.2 with m = 1 and [BB22,
Corollary 3.3 (c)], the exact exponent of ¢~ in the order of Ky(¢) in both degree
and Jordan centrality measures is seen to be (2 + 8)/(1 + ). In this sense, degree
centrality does just as good as Jordan centrality on trees for linear f, although it is
computationally far more efficient.
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(d) The exponent of ¢! in the upper bound in Theorem 2.3 (ii) equals that in The-

orem 2.2 (taking § ~ 0) in the linear case with § = 0. As Theorem 2.2 captures
the exact exponent, the upper bound in Theorem 2.3 (ii), in this sense, is the best
one can obtain. In this case, the lower bound exponent is clearly not tight, and
it is unclear if there are examples of f for which the lower bound is tight in the
non-tree case. The technical difficulty in getting sharp bounds in this set-up is that
the underlying network does not admit an embedding into a ‘true’ continuous time
branching process (see Section 3) which renders many of the tools we use to obtain
refined asymptotics in the tree case inapplicable.

(e) The exponent of e~ ! in the bounds obtained in Theorem 2.2 is seen to decrease as m
grows. This surprising observation implies that, for large m, although the network
becomes increasingly non-tree like, the efficacy of root detection using degree
centrality increases. This can be intuitively explained by the stronger positive
reinforcement of degrees as m grows: each new vertex comes in with more edges
which tend to increase the degrees of high degree vertices even more.

() The constants appearing in the above theorems implicitly depend on m. It will
be interesting to make this dependence more explicit. It will also be interesting
to extend the above results to non-constant and possibly random attachment
sequences {m;}. We will address this in subsequent work.

2.2 The non-persistent regime

Consider the non-persistent regime where ®3(c0) = oo and suppose f(k) — oo as
k — oo. In this regime, under some mild assumptions on f (see 1, 2 in Theorem 2.5),
the identity of the maximal degree vertex changes infinitely often as the network grows
[BB21]. Moreover, for any fixed collection of vertices, the probability of the maximal
degree vertex lying in this collection goes to zero as the network grows (see (2.2)).
Thus, there is no hope of obtaining a confidence set for the root solely based on empir-
ical degree information that is stable in the network size. On the other hand, [BB22]
showed that a stable confidence set can be obtained for tree networks, but this requires
connectivity information for the whole network via Jordan centrality and hence is compu-
tationally expensive on large networks. In this section, we exhibit how the connectivity
information in a neighborhood around the maximal degree vertex of radius much smaller
than the network diameter can be used to furnish confidence sets of size much smaller
than the network size.

In the tree case, [BB21, Theorem 4.12] sheds light on the asymptotics of the age
of the maximal degree vertex as a function of network size. More precisely, define
Iy :=inf{1 <i<n:d;(n) > d;j(n)Vj <n}forn > 1. Then, [BB21, Theorem 4.12] shows
that ,

logZ, »r (X)
K (5% logn) 2

, as n — oo. (2.2)

Thus, if a comparison is obtained between the age of the maximal degree vertex and
its distance from the root, that is, p,, := dist(vz:,v1), then the above result can be used
to obtain the asymptotics of p,. Then, one can expect to ‘find the root’ inside a ball
around the maximal degree vertex of radius comparable to p,. This is the idea behind
the following theorem. In Theorem 2.5, r,, can be thought of as p,, and b,, represents
the approximate number of vertices in the ball of radius r, around the maximal degree
vertex.

For a sequence {r,},>1 C IN, we define B, (v, r,) to be the set of all vertices in G,
which are at graph distance at most r, from v. Let |B,(v,r,)| denote the number of
vertices in By, (v, ).
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Theorem 2.5. Suppose m; = m = 1. Suppose f(i) < Cpi® fori > 1, for some Cy > 0
and o € (0,1/2]. Moreover, assume that f(k) — oo as k — oo. Also assume that
K(-) := ®y 0 &, '(-) satisfies the following ‘continuity’ assumptions:

1. lims o limsup,_, o W =1.

2. There exists positive constants t', D such that K(3t) < DK(t) for allt > t'.
Define

Ty 1= cl)\*lC(% logn),

8 logn
b, := exp (1_a’I“n log <2>§T >> ,

where c; is a positive constant (independent of n) defined in Lemma 3.12. There exist
C,C’" > 0 (independent of n) such that for any ¢ € (0,1),

P (vo € Byy(Vmax(n),7n), | Bn(Vmax(n),7)| <bp) > 11— for all n>exp ()\*IC_l (k)g(é/'/d)) )

In words, the above theorem says that, with high probability, the root lies within
a neighborhood of radius r,, around the maximal degree vertex and the size of this
(confidence) set is at most b,,. For arbitrary € > 0, it also gives a lower bound on the
network size for the root to lie in this set with probability at least 1 — . This lower bound
is especially useful in the non-persistent regime as the size of the confidence set grows
with network size and this makes the result applicable for fixed large n.

Remark 2.6. We make the following comments.

(a) To compute the above confidence set for the root, one only needs to know the
maximal degree vertex (which can be obtained from the empirical degree distribution)
and the network in a neighborhood of radius r,, around this vertex. Under the hypotheses
of Theorem 2.5, r,,/logn — 0 as n — oo, by (3.23). As the diameter of G,, (same order as
the height) is typically O(logn) [H]J16, Theorem 13.2], the radius of this neighborhood is
much smaller than the network diameter.

(b) For any o € (0,1/2), taking f(k) = k® with & > 1, it is easy to verify that
K(t) = O(t1—20/0=2)) Thus, r, = O((logn)~2¢)/(1=2)) Moreover, b,, which can be
seen as the size of the confidence set which contains the root with high probability, is of
order

exp (O ((1og n)1=20)/(1=2) |50 Jog n)) ,

which grows smaller than any positive power of n.

For a = 1/2, K(t) = O(logt) and thus r,, = O(loglogn), b, = exp (O ((log n) loglogn)).
Further, as « approaches 0, r,, gets closer to the diameter logn whereas, for any o > 1/2,
rn = O(1) (note that r,, is well-defined for any « € [0, 1]). Thus, Theorem 2.5 ‘interpolates’
between the persistent regime and the uniform attachment model (which can be seen
as the ‘worst case’ for root detection using empirical degree distribution and local
information).

(c) A natural question that arises is whether an appropriately constructed ‘purely
local’ centrality measure ¥ (the ¥-value of each vertex requires knowledge of the network
only in an O(1) radius) can be shown to be persistent in the (degree) non-persistent
regime. This, in turn, would lead to a stable budget Ky (¢) that does not depend on
network size.

Preliminary calculations show that natural guesses like the ‘j-hop degree centrality
measure’, defined as the sum of degrees of all vertices in a neighborhood of radius j
around a vertex, will not work for any fixed j > 1. To see this in the setup of (b) above
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for j = 1, one can study the evolution of the sum of degrees in a 1-neighborhood of a
vertex through the continuous time processes

£a(t)
D) = 2at Zfoz —oa4), t>0, AN,

where {4 is defined after (1.3), 04,; are the event times in £4, and {;; are i.i.d. copies
of £ defined in (1.3). Suppose at some time 7, a new vertex v enters the network
when the root has a large degree A. As (A) of its neighbors have comparable Q(A)
degrees, with high probability, the sum of degrees in the 1-neighborhood around the
root at time T is > nA2, for some small > 0. Then, 1 + £ (t) and nA% + ¢P(¢)
respectively denote the sum of degrees in the 1-neighborhood of v and a lower bound
on the corresponding quantity for the root, at time ¢ + 7. The techniques in [BB21]
can be used to observe that persistence requires, for sufficiently large A, with high
probability, nA? + Ef) (t) > 1+ 5(()2)(75) for all ¢ > 0, for sufficiently small > 0. It
can be shown (using exact computation or the martingales defined in Section 4) that,
forany A € N, F (51(42) t) — ¢? (t)) = Ot +*)/(1-2)) whereas Var ( @) - (()2)(1%)) >

Ct3/(1=) for large t, for some C > 0. This indicates that, for large ¢, the fluctuations of

nA? + ff)(') -1- 82)(~) are of a higher order than its drift, and hence the associated

sum of degrees processes cross each other infinitely often, implying lack of persistence.
We will investigate this question in broader generality in a future article.

Remark 2.7 (Degree evolution of fixed vertices and maximum degree asymptotics). The
approach of [BB21] and the current article can, in addition, be used to furnish, for any
attachment function satisfying Assumptions (A1)-(A3), asymptotics of the degrees of the
first k vertices of the network for any finite k£, and the maximum degree, as the network
grows. In particular, it follows from [BB21] (see Theorem 4.9 and equation (8.23) there)
that in the persistent regime (®3(c0) < 00), with m; = 1, the degree di(n) of the k-th
vertex when the network has n > k edges satisfies

d(n) = ®7* (Al logn + Xk(n))

where X (n) converges almost surely to some finite random variable X (c0) as n — co. A
similar statement holds for the maximum degree d,.x(n) as described in [BB21, Theorem
4.9]. For linear f, the non-tree network, and asymptotics on it, can be obtained from
the tree network by a collapsing procedure [GvdH18, BDOC23]. In this case, ®; is loga-
rithmic and this implies that n='/*"d;(n) and n~'/*" dp.y(n) converge to non-degenerate
random variables, as was noted in detail in several previous works (eg. [PRR17, Sén21]).
With some more work, it should be possible to extend the above convergence to joint
convergence for any finite collection of vertices, for any attachment function satis-
fying Assumptions (A1)-(A3). For general f, characterizing the joint distribution of
{X}(0) : k € Ny}, the limiting rescaled maximum degree, and obtaining results in the
non-tree case, are interesting open questions.

In the tree case for the non-persistent regime (®2(c0) = o0), when K(-) satisfies a
‘slow-variation’ type assumption, namely lims o lim sup,_, %J;;F)t) =1, there is a stark
difference between the degree growth of fixed vertices and the maximum degree as the
network size increases. From [BB21, Lemma 7.9], and Lemma 3.2 and (3.5) below, it
can be shown that for any fixed k,

Py (d(n)) — 5= logn
K (/\—1* logn)

= N(0,1) as n — oo.
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However, from [BB21, Theorem 4.12],

(I)l(dmax(n)) - )\%logn P A*
— — as n — oQ.
K (5% logn) 2

We hope to explore these questions in more detail in future work.

2.3 Outline of proof techniques

We end this section with an outline of techniques used to prove our main results.

1. In Section 3, we discuss embeddings of our discrete time network process into
continuous time branching processes where individuals reproduce according to
point processes with inter-arrival times having means determined by the attach-
ment function. Among other things, a key technical advantage of such embeddings
is that, informally speaking, they allow for a ‘time-changed’ interpretation of the
process which enables us to bypass the random denominator appearing in the net-
work attachment probabilities (1.1). In the tree case, this embedding is standard
and goes by the name of Athreya-Karlin embedding. For the non-tree case, we
introduce a novel embedding into a collapsed branching process (CBP) formed
by collapsing batches of individuals into single vertices, appropriately preserving
the connectivity structure. Such CBPs have appeared recently [GvdH18, BDOC23],
but our CBP differs from them and allows for an exact embedding of the network
for all attachment functions (as opposed to just the linear and uniform case in
[GvdH18, BDOC23]). Moreover, this embedding lets us bypass the monotonicity
assumptions on f in the non-tree case required in several prior works (eg. [BB21]).

For these branching processes, we discuss refined quantitative estimates on hit-
ting times and distributional properties of limits of renormalized population sizes
(Section 3.1), asymptotics of the age of maximal degree vertices (Section 3.2) and
height of the skeleton of the branching process (Section 3.3). Although we build on
several prior works (discussed in respective sections), the obtained estimates are
mostly new, are of independent interest, and form the backbone of our proofs.

2. In Section 4, we recall some large deviations properties of a class of martingales
(defined in (4.1)) from [BB21] which have proved to be a crucial tool in analyzing
the degree evolution of fixed vertices and competition between their degrees as
the network grows.

3. In Section 5, a universal strategy to obtain budget lower bounds is described where
the probability of the root being in the confidence set is lower bounded in terms of
an event involving the root having an ‘unusually low’ degree in the network (see
Lemma 5.1).

4. The proofs of Theorems 2.2 and 2.3 are completed in Sections 6 and 7. The
strategy discussed above, along with the obtained branching process estimates, is
used in obtaining budget lower bounds. Obtaining budget upper bounds involves
controlling the probabilities of two events: A,, (see (6.1)) being the event that the
root degree grows slower than a certain rate in the network size, and F,,NA,,, where
FE, (see (6.2)) is the event where the degree of the root is eventually exceeded
by that of the (n + 1)-th connecting vertex as the network grows. The former is
bounded using branching process estimates and the later is bounded using the
martingale large deviation results from Section 4.

5. Finally, in Section 8, Theorem 2.5 is proved by combining the estimates on hitting
times, age of the maximal degree vertex and height of the branching process with
Laplace transform asymptotics of the associated reproduction point process.
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3 Branching process embedding

Branching process embedding in the case m; = 1. A crucial technique to our proofs
is an appropriate embedding of the discrete dynamics described in Section 1.1 into a
continuous time branching process.

Definition 3.1. A continuous time branching process (CTBP) driven by f, written as
{BPs(t) : t > 0}, is defined to be a branching process started with one individual at time
t = 0 and such that every individual in this system has an offspring distribution that is
an independent copy of the point process ¢ defined in (1.3).

We will denote the number of individuals (size) of the branching process BP;(t) at
time ¢ by |BPs(t)|.

Let BPJEO)(-),BP;I)(-) be two independent branching processes driven by ¢ as in
Definition 3.1 started from vy and v; respectively. Define E]/?f(t) = BPf(O)(t) U BPJEI)(t).

For n > 2, we label the vertices in BP 7(t) in the order of their arrivals into the system.
For+=0,1, BP}i) (t) can be viewed as a labelled tree rooted at v; with edges between

parents and their offspring. Upon adding an edge between vy and v, BP #(t) becomes a
tree, and we assign its root to be vy. Define the sequence of stopping times

T, :=inf{t > 0:|BP;(t)| =1+1}, 1>1, (3.1)

that is, the arrival time of v; into the system. Note that 77 = 0. The following property
follows from properties of Exponential distributions, and is the starting point of the
Athreya-Karlin embedding [AK68].

Lemma 3.2. Fix the attachment function f. Let {G; : | > 1} be the sequence of random
trees constructed in Section 1.1 using [ as the attachment function and with m; =1, and
let {BP(t) : t > 0} be the CTBP constructed as above. Then we have

{BP§(Ty),1 > 1} £{Gi: 1 > 1}.

Collapsed branching process embedding in the case m; = m > 1. The embedding
into a continuous time branching process does not carry over directly in the case m; =
m > 1. Nevertheless, we propose the following ‘continuous time interpolation” between
G; and G,y using an adaptive collapsing operation on a continuous time branching
process.

* Define the discrete time graph-valued process {CBPy(l) : | € IN} as follows.
CBPs(1) is the graph G; with two vertices vy, v1 connected by m edges. Define
To = T1 = 0.

e Suppose for [ > 1, we have constructed the random time 7; and the process
{CBP;(j) : 1 < j <l}. To obtain CBP;(l + 1), each individual v € CBPs(l), say
with degree d(v,!) in CBPf(l), independently reproduces according to the point
process

E1D () L gy a(t)

where, for any k € IN, §,_1(¢) is as defined in the line below (1.3) with the attach-
ment function f(*)(:) ;= f(- +k—1).

The newly born individuals do not reproduce until there are m newborns since
7;. Define ©;;1 to be the first time since 7; when there are m newly born indi-
viduals vi11,1,...,V4+1,m and set 7,41 := 7, + ©;41. Then we collapse the vertices
U411, - - - s Vi+1,m to a single vertex v;4q, and define CBP;(l + 1) to be the graph
obtained after this collapsing operation. Note that d(v;11,{ + 1) = m. For any
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j € Ny, define the following process that represents the ‘continuous time’ degree
of Vj:

g () = 3 ED(t Ariga) =), 27, (3.2)
1=j

where we take £4¥:))(s) = 0 for s < 0. Note that d(v;,l) = m 4 £™(%)(7) for any

The following lemma is easy to check using properties of Exponential distributions.

Lemma 3.3. Fix an attachment function f and an integer m > 1. Let {G; : | > 1} be the
sequence of random trees constructed in Section 1.1 using f as the attachment function
and with m; = m, and let {CBP4(l) : | € IN} be the random graph process constructed
as above. Then we have

{CBP;(1),1 > 1} £ {G, :1 > 1}.

Moreover, the processes 5”“(”1)(- + 7;),j € Ny, are independent and have the same
distribution as the point process defined in (1.3) with attachment function f(m)(k) =

f(k+m—1) fork € N, that is, &™) (¢t + 7;) £ &,_1(¢), t > 0.

The above construction is reminiscent of the collapsed continuous-time branching
processes defined in [GvdH18] (see also [BDOC23]). However, the two constructions
are different as the newly born vertices in (7, 7;11) are not allowed to reproduce in the
above construction, while they are in [GvdH18].

Simple birth process with immigration. We describe one of the simple examples of
continuous time branching processes which will be useful later, the simple birth process
with immigration. Let {Y, g(¢) : t > 0} denote the simple birth process with birth rate
v > 0 and immigration rate 8 > 0. Given the current population size Y,, 5(t), the average
instantaneous rate of growth is 1Y, 5(t) + 5. More precisely,

P(Y, g(t+dt) =Y, g(t) > 2|F(t)) = o(dt),
where {F(t) : ¢ > 0} is the natural filtration of the process.
Set Y, 5(0) = 1 and define M (6,t) = E (e?Y#()) be the associated moment generating
function. Then M (0, t) satisfies
oM 0 oM 9
T e? - 1) — 1M
= (e )5+ B~ DM,
with initial condition M (6,0) = e? (see, e.g. [All10, Section 6.4.4]). The solution to the
above differential equation is

ef

(1 —ef)evt +ef)1+8/v’

M(6,t) = (3.3)

which is valid for 6 < log(e”!/(e"* — 1)).

3.1 Asymptotics for population size and associated hitting times for CTBP

In this section we will collect some properties of the branching process introduced
in Definition 3.1 that will be used later. Throughout this section, we will work under
the assumptions (A1)-(A3) for f. The following theorem was recorded in [BB22] using
classical results of [[N84, BG79].
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Theorem 3.4 (Theorem 3.5 in [BB22]). Suppose the attachment function f satisfies
Assumptions (A1)-(A3). There exists a strictly positive random variable W, such that,
with \* being the Malthusian rate of growth parameter in (1.5),

* s.. L2
e N BP (1) “2Y W,  ast — oo (3.4)

Furthermore, W, is an absolutely continuous or singular continuous random variable
(with respect to the Lebesgue measure) and is supported on all of R .

Taking t = T,,, where T, is defined in (3.1), the above theorem implies that

T, — —logn % — — logW as n — oo. (3.5)

A* A
The following lemma gives estimates for the tail behavior of the distribution of W
near zero.

Lemma 3.5. Let W, be as in Theorem 3.4. For any a € [0, f(1)/\*), there exists C;, > 0
such that
PWy <z) < Chz®, x> 0.

The proof of the above lemma relies on the crucial fact that the random variable W,
satisfies the following recursive distributional equation:

o0

W D e N W, (3.6)

i=1

where {o;};>1 are the arrival times of the point process ¢ defined in (1.3), {Woo;}i>1
are i.i.d copies of W, that are independent of {6_’\*‘”}@1- In particular, the moment
generating function ¢(t) = Ee~ W=t > 0, of W, satisfies

o(t) = E][ o(Ait) (3.7)
i>1
where A; = e * 7. These recursive identities follow directly from Theorem 3.4 and
the dynamics of the branching process BP;. The proof of Lemma 3.5 will require the
following lemma from [Liu01].

Lemma 3.6 ([Liu01]). Let ¢ : R — R, be a bounded function and let A be a positive
random variable such that for some 0 < p < 1, to > 0 and all t > t,

o(t) < pEG(AL).
IfpE(A~*) < 1 for some 0 < a < oo, then ¢(t) = O(t~*)(t — oc) and [~ ¢(t)t* " dt < oo.

Proof of Lemma 3.5. Since [ satisfies Assumption (A2) and f(k) — oo as k — oo by
Assumption (A1), Lemma 1 of [RTVO07] gives

E((\")log" €(A")) < oo,

where £(\ = [;7 e *¢(dt). Hence, by Proposition 1.1 of [Ner81], P(Ws > 0) = 1.
Recalling the moment generating function ¢ of W, we obtain lim; ,, ¢(t) = 0. In
particular, there exists ¢, > 0 such that for all ¢t > ¢}, ¢(t) < 3. Let § € (0,1) be
arbitrarily fixed and define Ns := Z;’il 1{4,>5}, where we recall A; = e~ 2% Note that
P(N;s < o0) = 1, since lim;_, » 0; = 0o almost surely (which follows from the fact that, by

the at-most-linear growth of f required by Assumption (A1), ZZ 1 j SioB = 0).
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By the functional equation (3.7) and the fact that ¢(A;t) < 1 for all ¢, we see that
when ¢ > t(/4,

o(t) < E [p(Art)2” Vo H] = ps E¢(Ast)

where ps = E[2~"+t1] and A, is a positive random variable whose distribution is deter-
mined by

Eg(Ay) = piéE [9(Ar)2~ N5+

for any bounded and measurable function g. Note that for FA;“ = Ee) 991 < o for any
a € [0, f(1)/\*). Choose and fix any such a. We can write

psEAT® = E[A; %27 NsF1],

Moreover, almost surely, Ns — oo as 6 — 0. Hence, by the dominated convergence
theorem,

limsup E[A; 27N+ = 0.
§—0

Hence, choosing ¢ € (0,1) small enough, we have p(;Efll_a < 1. Applying Lemma 3.2, we
conclude that for any a € [0, f(1)/\*), there exists C/, > 0 such that ¢(¢) < C!¢t~* for any
t > 0. It follows that for any « > 0,

< z) < inf €%® <Cli - :
P(Wy <z) < ér;%e o(0) < C, ;I;f(’)exp (0x — alog )

Optimizing the above bound in € leads to the bound claimed in the lemma. O

Recall {T},},,>1 from (3.1). The following lemma gives tail estimates for the distribu-
tion of 7,.

Lemma 3.7. Let {7y, }»>1 be a non-decreasing sequence such that lim,,_, o v, = 0.

(i) Suppose in addition lim sup,, . gﬁ = 0. Forany a € [0, f(1)/\*), there exists C, > 0

such that forn > 3,
1

P(T, >
(T2 5

logn + ) < Ce™ ™, (3.8)
(ii) For any k € IN, there exists some C} > 0 so that forn > 1,

1 "
P(T, < 'Y logn — v,) < Cre N, (3.9)

Proof. We begin with the proof of (3.8). To simplify notation let o/, = % log n + . First
note that

P(T, > d,) = P(BPy(0},) <n+1) = P(BP{" (a},) + BP{"(0},) <n +1)
< 2P(BPy(d’,) < (n+1)/2) = 2P (e—**"iLBPf(a;) <e N (n+ 1)/2) :

where the second line follows from the fact that BP;O) (1) and BPJED( -) are i.i.d. copies of

BPs(-). Let z,, = e~ 27 (n + 1)/2. According to Theorem 3.7 in [BB22] there exist finite
positive constants C, Cs, § (depending on f) such that for any ¢ > 0,

P < sup |e_)‘*sBPf(s) — Woo!| > e_5t> < Che @21, (3.10)

SE[t,00)
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Hence,
P (e*A*U%BPf(a;,) < a:) < P(le™N" 7" BP§(0) — Wao| > €7970) + P(Wao < @, + €07).
By Lemma 3.5 for any a € [0, f(1)/\*), there exists C, > 0 such that for n > 3,

P(Wao < 2y 4 €7070) < Cy(y + € 07m)% (3.11)

When n is sufficiently large, e%n < z, (this follows from the assumption that v, =
o(logn)). Hence, collecting (3.10) and (3.11), there exists C, > 0 so that for n > 3,

1 ~ N
P(Ty 2 15 logn+ ) < Coe 7,

It remains to prove (3.9). Let o)/ = )\i logn — v,. Note that

P(T, < oyf) = P(BP{"(a7) + BP{"(a71) > n+1) < 2P(BPf(0})) > n/2)

n
1"

= 2P(e N InBPs(0") > ¢ - n)2)

n

=2P(e"* 7" BPy(ol) > e /2)

k
(Sup e’\*t|BPf(t)|> ]
>0
for any positive integer k. Recall that {o; : i« > 1} denote the arrival times of the
point process £ defined in (1.3). By Theorem 4 in [MR19], if for any positive integer &,

E(>x, e*’\*”i)k < oo and E(|BP;(t)|*) < oo for every t > 0, then

< Pt~k

< 0.

k
Oy :=2F1E l(sup e_A*t|BPf(t)|>
>0

To complete the proof it suffices to check the two conditions hold. By Proposition 5.7 in
[BB22], the random variable Y := 3°°° e~ "7 satisfies F(e’Y) < oo for some § > 0. In
particular, £ (377, e‘”‘”)k < oo for any k € IN. Moreover, by Assumption (A1), BP;(t)
is dominated by a Yule process with a linear attachment function. Hence, by (3.3), it is
clear that E(|BP;(t)|*) < oo for every t > 0. O

3.2 Asymptotics for age of maximal degree vertex in CTBP

The proof of Theorem 2.5 relies on a precise quantification of the tail probabilities
of the age of the (oldest) vertex with maximal degree in a continuous time branching
process. This is achieved in this subsection.

For a > 0,7 € N, let B,(f) be the birth time of the ¢-th individual born at or after
time @ and let £(*) denote the point process of times when this individual reproduces,
measured relative to its own birth time (i.e. ¢¥)(s') = k if individual i has k children
at time s’ + BY"). For s > 0, let Dt(f)(s) = ®,(£"(s)). Again, note that for any a > 0,
{fo)(-) : 1 € N} are i.i.d. processes, each having the same distribution as D(()l)(-). For
any 0 < a < b, let n[a, b] denote the number of individuals born to the branching process
in the time interval [a, b].

For any 0 < a < b < ¢ with n[a,b] > 0, let

ab (€)= sup{D® (¢ — B{) : i € N such that B{!) < b} (3.12)

denote the maximum of the degrees of vertices born in the time interval [a, b] at time c.
We define D}*(c) = 0 if ¢ < b or nfa, b] = 0. Define

T:(t) := sup{B{ : DY (t — B{") = Dgax (1)} (3.13)

EJP 28 (2023), paper 42. https://www.imstat.org/ejp
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Notice that this definition is different from that of Z(¢) in [BB21] (there is an inf in place
of sup in [BB21]). However, technically, they can be analyzed using similar tools. The
following is the main result of this subsection.

Lemma 3.8. Suppose K(:) := ®, o &; '(-) satisfies the continuity assumptions in Theo-
rem 2.5. For any e > 0,

* 1 1
P (I:(Tn) > <)\2 —l—s) K (A*logn>> < Cexp (—C”IC ()\*logn>) ,n >3,

for some positive constants C, C".

The proof of Lemma 3.8 relies on quantitative versions of Lemmas 7.12-7.14 in [BB21]
described in the following three lemmas.

Lemma 3.9. Assume that the attachment function f satisfies Assumptions (A1)-(A3).
For any 0 < a < b, there exists §; > 0 such that for any § € (0,4,), there exist C,C’ > 0
that depend on f,d,a,b such that

P(nlat,bt] < e =) < Ce=C"t . P(n[0,bt] > X ) < O,
Proof. Observe that, for any § > 0,
P(n[at,bt] < e =0 < P(n]0,at] > e ~9%) 4 P(n[0,bt] < 2¢O, (3.14)
To estimate the first term in the bound (3.14), note that for any § € (0, A*(b —a)/(b+ a)),

P[0, at] > e =) < P(n[0,at] > X D) < sup B (e*A*Sn[o, s]) e~dat (3.15)
s>0

where the supremum above is finite by [Ner81, Proposition 2.2] and Assumption (A2).
To estimate the second term in the bound (3.14), recall that by Theorem 3.4,
e~*"n[0, bt] converges almost surely to a random variable W, as t — co. Write

P(n[0,bt] < 26X =90y = p(e=A"Pn[0, bt] < 2e7°%)
<P (‘e***bfn[o, bt] — Wm’ > e*‘”ﬁ) + P(Wa < 3e79). (3.16)
By Theorem 3.7 in [BB22], there exist finite positive constants C, C5, 6y (depending on
f) such that for any ¢ > 0,
P ( sup |e™*"*n[0,s] — Wao| > 6_50t> < Cre~ @2t
SE[t,00)

Hence, for any 4 € (0, do/b),

P (‘e_)‘*btn[O,bt} - WOO‘ > e_ébt) <P ( sup e "*n[0, s] — Wao| > 6_60t> < Che @2,

5€[t,00)
Moreover, using Lemma 3.5 with a = f(1)/(2A*), we obtain C’ > 0 such that
P(Wao < 3e=%%) < e f(30/ (A7),
Using the above two bounds in (3.16),
P(n[0,bt] < 26X 0%) < 0y emC2t 4 e FO0E/ (A7), (3.17)
The first bound in the lemma, with §; := [A*(b — a)/(b + a)] A [dp/b], now follows upon

using (3.15) and (3.17) in (3.16). The second bound follows similarly as (3.15). O
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Recall K(t) := &5 0 ®71(t),t > 0.
Lemma 3.10. Assume $,(c0) = oo and the attachment function f satisfies Assumption
(A1). Also assume that

- K((1+0)t)
lim lim sup ——-——=
510 Hoop K(t)

Then for any 0 < a < b and any n € (0,v2A*b/2), there exists C,C’ > 0 (depending on
a,b,n) such that

=1. (3.18)

P ( k(o) (t— () <t —bK(t) + (V2A*b — ZU)IC(t)) < Cem kM),
P ( met by (E 0K () >t — ak(t) + (V2 b + 2n)IC(t)) < Cem Ok, (3.19)

Proof. The proof follows from that of Lemma 7.13 in [BB21]. The major difference is
that Lemma 3.9 above is used to produce quantitative bounds for the events in (3.19)
(in Lemma 7.13 of [BB21], the probabilities were shown to converge to zero without
quantitative bounds).

Recall §; from Lemma 3.9 for the given a,b. Take € € (0,1), § € (0, ;) small enough
such that

V200 — 2(A* +0)b
\/2>\*bn<m, \/2/\*b+n>w. (3.20)

For any z > —n/2,t > t2(z) for some t3 = t2(z) depending on z, estimate (7.52) in [BB21]
produces the following estimate for any ¢ € IN:

P (DGt = 0K () = DK(1)) < £ = BK(1) + 2K(1)) < 1 - exp <_ (1+e) <Z2+ n) ’C(t)) .

Using this and the first bound in Lemma 3.9, we obtain

P (Df}?ﬁ),mm (t — k(1)) <t —bK(t) + le(t))
<P(n[ak(t), bK(t)] < eX —KMD)

+P (ij,g(t) (t — K (t) — bK(1)) < t — bK(t) + 2K(t) for all i < [eX —OWK® | 4 1)
(L4 oz 2
Scle—CﬂC(t) + (1 —exp (_ 5 n >>
1 4 2

§016_02)C(t) + exp <_ exp (()\* . (5)[)}(:(75) . ( + 5) (Z2+ 77) ’C(t))> )
Note that, by (3.20) and as 5 € (0, V2X"b/2), Y2557 — > v/2X*b — 21 > 0. For any
—n/2<z< @ —n we have

1 4 2KC(t
_exp (()\* o) — 1) (Z; n)KA )> < —exp(C.K (1))

for some positive constant C , depending only on z,7n. Hence, taking z = v2A\*b — 2n,

P (D% o) (£ = nK() < £ = BE() + 2K(1))

< Cre” 9 4exp(— exp(C, ,K(1)))
S Cgefczlc(t)
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for sufficiently large ¢, where we have used K(t) = ®; 0 &, (t) — oo as t — oo (which is
a consequence of ®;(c0) = P3(00) = o0). Note that the constants Cs, C3 can depend on
b,n. This proves the first bound in (3.19).

The second bound in (3.19) follows similarly upon using the second bound in Lemma
3.9 and following the calculations (7.57)-(7.60) in [BB21]:

P (D5 oy (£ 4 1K) > = ak(t) + wK())

P(n[0,bK(t)] > eX"TOKO)) 4 oxp ((A* +O)bK() — (w— 0)2(12— 5)4IC(t)>

<Ce W 1 exp(—Cy, ,K(t))
where w = v2A*b + 2. O

Lemma 3.11. Assume P;(c0) = oo. Moreover, assume that there exists positive con-
stants t', D such that K(3t) < DK(t) for all t > . Then there exists Ay > 0 such
that

P(DR% 1 (E+K(t) > t) < Cem @KW
for some constants C,C" > 0.

Proof. Define the event

Eq = {supe™"'n[0,1] < A}.
>0

By Corollary 3.8 in [BB22],
P(£5) < Clog AJA%.

By (7.63) of [BB21], we have some jo, > 2 and t* > 0 such that for all ¢ > ¢* and
Jo <J <14 (2t/K(t)),

max j —1)2
PR ot + K0) > 1.60) < desp (Uo7 Ex0).

By (7.64) of [BB21], we have for any ¢t > t*,

1+[t/K(t)]

PDRy (K@) >t EA) S > P(DER okt + K1) > t,E4)
Jj=Jo
LHE/K(E)

< Z Aexp( U 8Dl>216(t))§CAeXp(—<Jb8_Dl)2’C(t)>7

where C' is a positive constant not depending on ¢, A. Finally,
P(DRR . (E+K(2) > ) < P(DRER) (E+ K1) > 1,Ea) + P(E5)
2

< CAexp (-“()E;)l)/c(t)) + Clog A/A2.

The lemma now follows upon taking A = exp (%K(t)). O

Proof of Lemma 3.8. Write u* := A\*/2. Take any p > 0, whose value will be appropriately
chosen later. Let t} = <L logn + pK (55 logn) and t,; = 55 logn — pK(5k logn). Note that
1
P (I:(Tn) < (u* + s)IC(Flog n))

n»“n ni»’n

>P <I*( ) < (u* +5)1C(%logn) forall s € [t t}], T, € [t t*]) )
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Hence,
P <I:(Tn) > (u* + s)IC(% log n))

<P <If(s) > (u* + s)K(% logn) for some s € [tn,tj]) + P(Ty, > 1)+ P(T, < t,).
(3.21)

Consider the function

H(u) = —u+ V2X\u, u>0.
This function has a unique maximum at v = v* := A\*/2 with maximum value H(u*) =
A*/2 = u*. Recall Ay from Lemma 3.11 and take A; := A* + A,.

Let g9 € (0, \*/4) be small enough that max{H (v*) — H(u* —¢), H(u*) — H(u* +¢)} <
V2  (u* —¢) for all e < gg. Fix any € € (0,&p). Let ¢ := min{H (v*) — H(u* —¢), H(u*) —
H(u* + ¢)}. Partition the set (u* + ¢, 4;] into disjoint intervals [u;,v;), ¢ € J, of mesh (/3.
Let p = min{1,{/12}. Then for any ¢ > 0,

P(T(s) < (u* +£)K(t) for all s € [t — pK(2), t + pK(t)])

> P (DB e o6) 2 £ () /KD,
DI wrcny () < t+ (H(v:i) + ¢/2)K(t) for all i € J,
D% o(s) < t, forall s € [t — pK(t),t + plC(t)]).

Hence, taking complements and applying the union bound,

P (Z:(s) > (u* +¢€)K(t) for some s € [t — pK(t),t + pK(t)])
< P(D@%"E)mw,mn(t CpK() < 4 (H(u®) — ¢/3K( >)

+ 3 P (DI 0o+ PE(0) > ¢+ (H(w:) +(/2)K(1))

el
+P (Dglf,z(t)7t(t +pK(t)) > t) .

The first term in the product can be estimated using Lemma 3.10 by taking n = (/6,a =
u* —¢e,b = u*, and the sum can be estimated using the same lemma by taking n =
¢/12,a = u;,b = v; for each ¢ € J and noting that the cardinality of J does not depend on
t. The last term can be estimated from Lemma 3.11 upon noting that A; > Ay. Hence,
we obtain upon putting t = /\—1* logn,

1
P (I;‘(S) > (u* +¢)K (<= logn) for some s € [t

x t+]> < CemC'RGElosm (3.22)

To estimate the last two terms in (3.21), we will use Lemma 3.7 with v, := K(55 logn).
Note that, as ®3(00) = o0, limy,o K(t) = c0. Moreover, as f(n) — oo as n — oo by
Assumption (A1), for any ¢ > 0, there exists ns € IN such that f(n) > 6! for all n > ns.
Hence, for n > ng,

ns ns

+6 + 8P (n).
TED SFE RO D e 5
In particular, limsup,,_, . ifgzg < 4. As ¢ > 0 is arbitrary, limsup,,_, ., ifgzg = 0. Hence,
K(t P, 0 O (¢
tim A0 _ gy 22000 (O (3.23)
t—oo t—oo Oy o (I)l (t)
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Therefore, v, := IC(% logn) satisfies the hypotheses of Lemma 3.7, and thus
P(T, < t;) + P(T,, > ) < Ce C'F3xlogn), (3.24)

Using (3.22) and (3.24) in (3.21), we have

1 ! 1
P (I:(Tn) > (u* + E)IC(F logn)) < CeOR(sx logm), O

3.3 Height of branching processes

Recall the continuous time branching process BP;(t), viewed as a labelled tree
(vertices labelled in order of arrival). Let H; denote the height of this tree at time ¢, that
is, the maximal distance of a vertex in BPj(t) from the root. We will need the following
tail estimate for the height from [HJ16].

Lemma 3.12 (Lemma 13.15 of [H)16]). For every r > 0, there exists ¢, such that, for
large t,
P(H; > c,t) <e ™.

4 Martingales tracking degrees

For A € Ny, recall the definition of f4(-) and £4(-) from (1.3). Define the process

1
Ma(t) = (M@)—mtzo, (4.1)

q
Il
_

where we recall our convention that Z?:1 f%(z) = 0. This process turns out to be the

crucial technical tool used in [BB21], as well as the current article, to track degrees
of individual vertices in the random graph process. We collect some properties of this
process, proved in [BB21]. For A € Ny, write f.(A4) := inf;> 441 f(4).

Lemma 4.1 (Lemmas 7.1, 7.3 and 7.4 in [BB21]). For any A € Ny, the process M(-)
defined in (4.1) is a martingale with respect to its natural filtration.

If &5(c0) < oo, then there exists positive constants xg, z(), z, C1, Co (independent of
A) such that for any A € N,

. B C1 exp(—Caz?) ifxg <z <z [«(A),
P (slgtfo Ma(s) < 1:) = {Cl exp(—CQ\/m:r) ifx > xy\/ fo(A). (4-2)

and

P (sup Ma(s) > x) < Cyexp(—Cyx?)  forallx > xf. (4.3)

s<o0

Moreover, if ®3(00) < 00, Ma(t) — My(oo) almost surely, and the law of M4 (c0) is
absolutely continuous with respect to the Lebesgue measure.

5 A universal approach for budget lower bounds

Our general approach for obtaining lower bounds on Ky(¢) is to connect
liminf, ;oo P(vo € H|gk/2),w(Gn)), for some § € (0,1) and any K > 2, to the proba-
bility of the event Ag 4« x defined below. For K > 1, d* > m, 8 € (0,1), define

Ag a« .k = {vo has degree < d" in Gi and there are at least |SK |

other vertices with degree > d* in G }.
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Our proofs for lower bounds on the budget will involve lower bounds on P(Ag 4+ k) for
appropriate choices of 3,d*. This, by Lemma 5.1, will produce lower bounds on Ky (¢).

Following Definition 2.1, for 1 < j < n we will denote by H; v(G,,) the set of j vertices
in G,, with the largest ¥ values (ties being broken arbitrarily). As ¥ is taken to be the
degree centrality measure here, H; ¢ (G, ) is the set of j vertices with the largest degrees
in G,, (ties being broken arbitrarily).

Lemma 5.1. Suppose m; = m > 1 and ®3(c0) < co. For any d* > m, 8 € (0,1] and
K >4p71,
lim inf P(vg ¢ H\ g2, w(Gn)) >

im in % (Ag,a=,K)-

Proof. We will use the construction and terminology of the collapsed branching process
embedding defined in Section 3. Let Fx be the natural (stopped) filtration associated
with the continuous time description of the collapsed branching process up to stopping
time 7. For 0 <i < K,t > 0, write d;(t) := glm)vi (t + 7 — 7;) to denote the ‘continuous
time’ degree of v; at time ¢t + 7x, conditioned on the filtration Fx. By definition we see
that d}(0) represents the degree of v; in CBP;(K) (which is known given F) for each
0<i<K.

Let Uy denote the set of indices i € {1,..., K} for which the degree of v; in Gk is
at least d*. Conditioned on the filtration Fx, and on the event Ag 4+ k, [Uk| > |BK],
and the degree of vy is at most d*. It follows from the construction of the collapsed
branching process embedding that {d’ (t)}o<i<k are independent. So, we can construct
a collection of i.i.d. processes {Cd* (t) : t > O}ieuxufoy, each having the same law as
Car(t) := €g-_1(t) + d*,t > 0, such that for all t > 0, d(t) > ¢\”(¢) for all i € Uy, and

0
a(t) < ¢ 0).
By Lemma 4.1, for i € Ux U {0}, the process

(t) 1 Eax—1(t)

@ (¢ _
M Z f Z fd*l t, t>0,

i=d*

(defined conditional on F, on the event Ag 4- i) is a martingale which converges almost
surely to a random limit 1/(Y)(c0) whose law is absolutely continuous with respect to the
Lebesgue measure.

As {M;(c0) : i € U U{0}} are i.i.d. random variables with absolute continuous laws
with respect to the Lebesgue measure, for any i € Ux U {0} and 1 < j < |Uk|+ 1, the
probability of M (V) (co) being the j-th largest in {M () (00) }cre Loy is exactly 1/(|Uk|+1).
Therefore, on the event Ag 4+ &,

liminf P(vo ¢ H|xc/2),0(Gn)| Fi)
> 1L%L%f P(dy(r, —7x ) is not among the |5K /2| largest values in {d;(7, —7«) }icuxufo})
> h,?;iggf P(Ct(z (Tn—7k)isnotamongthe | 3K /2| largest valuesin {Cd* Tn—TK) YictxU{0})
=lim inf P(M®) (r,,— 7k ) isnotamong the | 3K /2| largest values in { M (*) (Tn*TK)}ieL{KU{O})

n—oo

> P(M© (o) is not among the | 3K/2] largest values in {M(i)(oo)}ieuKU{O})

u 1
Uk |+ 1 1
= 2 ity
=LK /2)41 T
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Taking expectations,
linn_1>iorc1]fP(vo ¢ Hpr/2),w(Gn))

=liminf £ [P(Uo ¢ H|_,3K/2j,‘I’(gn)|fK)]‘Aﬂ,d*,K} >

n—00

P(Aﬁ,d*’]{). O

DO =

6 Linear attachment: proof of Theorem 2.2

6.1 Lower bound

We will use Lemma 5.1 with § = 1 and d* = m. In this case, A 4- x simplifies to
Ak = {vo has degree m in Gi }.

A lower bound for P(Ag) is obtained in the following lemma.
Lemma 6.1. There exists C > 0 depending on f such that for all K > 1, P(Ak) >

e
Proof. Let iy > 1 be such that % < 1/2 and write Cy = P(A,,). Then, for K > i,
Ag = A;, U {no edge from v;,+1,...,vx attaches to v }. Hence,

P(Ag) > P(Aj,) Iﬁl I1 <1 - f(m) )
i=ig im<k<(i+1)m Zj:o f(dj (k—1))

o pn T (1- =t
R S F(ds(s:)

K—-1 m‘i’ﬂ m
=G 11 (1 (2m+6>z‘+6>

i=io
K—1
m+ 3
=C log(1———— ) |.
0P (m ; o8 ( (2m + B)i +ﬁ>>
Using the observation that log(1 — x) > —z — 22 for z € (0,1/2], we have

m(m + ) R 1 , m(m + )
P(Ax) 2 Cexp (‘ om + B §i+5/<2m+m> 206Xp<‘zm+51°gK>’

for positive constants C, C’ not depending on K. O

Proof of lower bound in Theorem 2.2. Lemma 5.1 and Lemma 6.1 together yield

m(m+8)

P(vo ¢ H|g/2),w(Gn)) > C/K 2m55

for some C' > 0, which then leads to the budget lower bound

O\ moiie

g

6.2 Upper bound

To obtain the budget upper bound, we will show that, with high probability, the
degree of the root grows at a certain rate (see event A, below). On this event, the
degree of the root has enough of a head start so that the degree of the (n + 1)-th added
vertex (for large n) never crosses that of the root at any future time with high probability.
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Precise quantitative bounds on the associated probabilities is key to obtaining the budget
upper bound.

Throughout this section m; = m > 1. All constants that appear below can depend on
m, 3, but not n.

Let {«,} be an increasing sequence that goes to infinity as n goes to infinity, which
will be specified later. Recall that s,, = Z?:l m; = mn. Fori > 1and ! > s;_1, recall that
d; (1) denotes the degree of v; in G} (the random graph, index by attached edges, at time
[). Define the following events for n > 1,

and
E, = {d,(k) > do(k) for some k > s,}. (6.2)

Our goal is to find some ny(e) € N so that for all n > ng(e), P(E,) < e. This leads
to an upper bound on the budget Ky (¢) < no(¢). This will be done in two steps. Step 1
estimates P(E, N A,) and Step 2 estimates P(A¢).

Step 1: The first step is to obtain an upper bound on P(FE, N A,) following the same
approach as in the proof of Theorem 4.2 in [BB21]. To be self-contained we will present
the calculation. The expressions are intentionally left in terms of general f till (6.4) as
they are also used in the proof of Theorem 2.3.

For A € Ny, recall that £4(-) denotes the point process obtained with attachment
function f4(-) = f(A + ). Define (" (t) = do(n) + Eao(s,)—1(t) and (" (1) = m + & (1),
and the corresponding martingales

¢ )-1 Eag(sn)—1(t) )

(n) _ L_ = i
= 2 | () > Fastom 2R

k=do(sn k=1
é‘n) (t)_l g'mfl(t) 1

(n) oy R _
MO = 2wt X ot

Recall ®;(-) from (1.4). Then

P(E, N Ay)
<P(MS™ (t) + ®1(m) > M (t) + ®1(do(sy,)) for some t > 0, Dy (do(s,)) > o)

@1(d0(5n)2) — ®i(m) , P1(do(sn)) > a")

o (SUp M, (s) > 2i(do(sn)) = B1(m)

s<0o0 2

< ( nt Mayo () < -

1 (do(s0)) = an) |

. . an—21(m) Qn
Choosing n sufficiently large such that =*—*— > <=, we have

(%

P(E, 01 4,) < P Jnf Mo, (5) < = B1lda(s,)) 2 )

+ P (sup M. (s) > %,Ql(do(sn)) > an) .
s< 00

Assume ny is large enough so that %“(m) > 2o for all n > ng, and Q% > max{zo, x( },

where 1z, 2 are the constants appearing in Lemma 4.1. It follows from the lemma that
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there exist constants C, C’ > 0 such that for all n > ny,

) el
P (Slgfo Mgy, (8) < —Zn’ ®1(do(sn)) = an)

E [(C exp(—C’(a?)) + Cexp (fC’ f*(do(sn))an)) L@, (do(sn))>an}

<Cexp(—C'a2) + Cexp <—C'\/f*(L<I>11(an)j )an> = G, (6.3)

and

P (sup M, (s) > %, D1 (do(sn)) > an> < Cexp(—C'a2) =: b,. (6.4)
s<oo

Since f(i) = i+ B, fi(|®; (an)]) = [®7 (an)| + 1+ B > Cexp(ay,). Hence, setting
an = M(logn)'/?, n > 1, for a fixed large M, we obtain a constant C; > 0 such that

P(En N An) < an + bn < Clnima n > 1.

Step 2: Next we will estimate P(A¢).

Recall that {G} : k > s;} denotes the edge indexed random graph sequence. {G, :
n > 1} has the same law as {G; :n > 1}. Recall f(i) =i+ 3 fori > 1.

We will construct another sequence of graphs {Gy :7k > s1} by attaching one vertex
with one edge at each step using attachment function f(i) = i + 8/m. The construction
starts with a fixed graph G,, with vertices {v1, ..., 72, } and an edge between v; and v;,
foreach 1 <i <m.

Observe that G, has vertices {t; : 1 < i < k+m}. For k > s; 1 <i<k+m,
let d;(k) denote the degree of vertex ©; in Gy,. Define djj(k) = >.*, d;(k). Note that
di(s1) = do(s1) = m. For any k > s1,

5/ : . SOy flds

P(dy(k+1) = dg(k) + 1]di(j),1 <i <m,j < k) = SEE——

ST F(ds (k)

Lemma 6.2. There exists a coupling of the random graph sequences {G; : k > s;} and
{Gy, : k > s} such that djj (k) < do(k) for all k > s.

Proof. We proceed by induction. Recall that d{j(s1) = dop(s1) = m. Suppose for some n > 1
and some s,, < k < s,4+1, we have coupled the random graph sequences {gl* ps1 <1<k}
and {Gy : s; <1 <k} such that djj (i) < do(i) for i < k. We want to extend the coupling to
s1 <1< k+1suchthatdj(k+1) <dy(k+1). Fors, <k < s,11, in the construction of
the original {g;}

f(do(k))
>i—o f(dj(K))

P(other end of e attached to vy |G}, j < k) =

Note that, for s, < k < sp+1,

k+m n
> fdi(k) = 2k + W >2k+ (n+1)8=>_ f(d;(k)).
j=1 j=0

From this relation and the induction assumption, for s,, < k < s,41,

f(do (k) F(dg (k)
2= Fdi (k) = SR f(di(R) I F(d; ()

) it fldi(k)

>
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that is,

P(other end of ey attached to vg |G}, j < k)
> P(other end of ey attached to one of v1,..., 0, |Gj,j < k).

This can be used to extend the coupling to {G; : s; <! <k + 1} and {G:s1<I<k+1}
such that djj (i) < do(i) for ¢ < k4 1. Using the Kolmogorov extension theorem, this
completes the proof. O

From Lemma 6.2 it follows that, for n > 1,
P(AS) = P(®1(do(50)) < an) < P(®1(d] (1)) < @) < POy {®1(di(50)) < @},

where recall ®,(l) = Zi;i ﬁ Note that, for any 1 < i < m, k > s, the ‘offspring’
subtree of v; (subtree corresponding to the connected component of Gr containing v;,
rooted at v;) can be described by an embedding into the continuous time branching
process (analogous to Lemma 3.2)

BP; (t) := BPY (1) U BPLH™ (1),

where {BP}i)(t) : 1 <4 < 2m} are independent branching processes as in Definition 3.1

constructed using the attachment function f. Hence, for any n > 1, the degrees
{d;(sn) : 1 <1i < m} are independent and have the same distribution, which leads to

P(AS) < P(®1(dy(sn) < o)™, (6.5)

Similarly as in (1.3), we define 5 to be the point process under the attachment
function f, which is a Yule process with birth rate 1 and immigration rate 5/m. For

k> 51, let Ty := inf{t > 0: Y07 [BPY(1)] = k}, and set Ty, = 0. Let 5, = 8% — .,

where {v,},>1 is an increasing sequence diverging to infinity, such that v,,/logn — 0
as n — oo, that will be chosen later. There exists ¢ > 0 such that, for all large I,
Dy (1) = Zi: ﬁ = Zi 1 7ip = logl —log ¢, which implies ¢ L(1) < cé! for large 1. Then,
for sufficiently large n,

P(®1(d1(sn)) < an) = P(®1(£(Ts,)) < an)
(Ts, <n) + P (&0

P ozn))
P (T < O'n) + P (

e ).

m] J‘ﬁ\
I/\ I/\

<
<

It follows from (3.3) that for any 6 > 0,n € IN,

P (£(6,) < ce®) = P (exp(—0£(5,,)) > exp {—bce™"}) < exp {fce* } M (—0,5,)
-0

an\ €
=€Xp{908 } ((1_6—9)66n+e—9)1+5/m'

Hence, choosing # = e~“», we obtain for any n € IN,

(&

_ (&
P (&(a,) < ce®) <
(6(0") >ce ) = ((1 _ e—e—an)eﬁn + e—e‘”n)l—i—ﬁ/m
< Ce—Tn—an)(1+8/m) — (= 3mits olantym)(146/m) (6.6)
EJP 28 (2023), paper 42. https://www.imstat.org/ejp
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It remains to estimate P(T;, < &,). Let {Ey : k > 2m} be a set of i.i.d. exponential
random variables with intensity 1. Note that, for any [ > m + 1,

-1 -1

T S i
l ,; S F(d (k) ,; S (A, (k) + B/m)

-1

B -1 B, B B,
_k;n%Jr(ker)ﬁ/m =2 (2+8/m)k+ 5

k=m

Take 6,, = logn. Then, for sufficiently large n,

P(Tsn < Gn) = P(e—Gn,Tsn > e—Onc’rn) < eﬂnﬁnEe—enTsn

B Spn—1 0
_ 0non _ n _
—e exp< Zl()g<1+(2+ﬁ/m)k+ﬁ>>

k=m
< Cenexp | — Sil S S (by Taylor expansion)
- P C+smE+5) Y
k=[0n]+1
0, m

< Cefon exp (— (logn — loglogn — C’))

2m+ 3
7
_ Cefan('\/n - 2.,,115 log log n— zg;rTg ) .

2mloglogn

Take ,, = S

. Then, for any M’ > 0,

P(fgn

<a,) <n M (6.7)

when n is sufficiently large. Collecting the terms (6.5), (6.6) and (6.7) we have for any
M >0,0>1,

P(AS) < (P (Ts, < &n) + P (&(0n) < ce™))™

m ’ m
< (O F55 exp (14 B/m) (an + 7)) + 1)
< Ol SR ont ) (mtB) 4 o ~M'm

Take M’ = 1. Recall from Step 1 that o, = M(logn)'/? for some fixed M, and recall
Yn = 72m22gi%g 'IL. Then,
c 1y, —mlmts) 1/2
P(AS) < C'"n™ 278 exp (C(logn) ) ,n> 1.
This completes Step 2.

Proof of upper bound in Theorem 2.2. Combining the error probabilities obtained in
Step 1 and Step 2, we have

m(m+p)

P(E,) < P(E, N Ay) + P(AS) < cin™™ 4+ C"n” 2078 exp (C(log n)1/2)

m(m+8)

< (c1 +C")yn~ 2T 7 exp (C(log n)1/2) .

This leads to the upper bound on Ky(+):

C / 1
Kyg(e) < Tiﬁexp Cylog— |, e €(0,1),
& m(m+B) £

for positive constants C7, Cy depending on m, 8 but not . O
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7 General attachment: proof of Theorem 2.3

In this section, we prove Theorem 2.3 in the course of the following lemmas.

7.1 Whenm=1

Lemma 7.1. Under the assumptions in Theorem 2.3 with m = 1, there exists some
C71 > 0 so that
Ky(e) > Cie~7-, foralle e (0,1).

Proof. Let iy be the minimum index such that f(iy) = f.. Note that such iy always exists
because f(k) — oo as k — oo by Assumption (Al). We will apply Lemma 5.1 with d* = ig
and an appropriate choice of 5 to be fixed later. For K > 1, 8 € (0, 1], recall the event

Ag .k = {vo has degree < i; in Gx and there are at least | 5K |

other vertices with degree > ip in Gi }.

First we give a lower bound on P(Ag;, i) for an appropriate choice of 5. Recall the em-
bedding of our discrete tree process in the continuous time branching process described
in Lemma 3.2. Recall the branching process BP;D(-) representing the descendants
of v;. Let {&14(-) : ¢ € IN} denote the point processes of reproduction of the vertices
descending from vy. For ¢ € (0,1), let t5 := 53+ log(1/6) and p := P({(ts) > io) (£(+) is
defined in (1.3)). Define the events

1
Grc = { B (G os(610) = (6502}
15K /2]
Gox = Z Lie,  (ts5)>io}y = POK/3 ¢,
=1

1 1
Ga i = {/\*logK—tg <Tkg < )\*logK+t5}.

Then we can observe that on G1 x N G3 k at least (§K')/2 vertices have arrived before
time )\i log(0K), and hence, the point process of reproduction for each of these vertices
has run for at least time ¢; = 5= log(1/6) before time Tk. Thus, each of these vertices

independently has degree > ig in BP (T ) with probability at least p. Event G i then
implies that there are at least |dpK /3] vertices with degree > i in Gx. Therefore,

Asp/aiiok 2 G1,x NGa gk NGy N {£O(Tx) <ip},

where ¢(9)(t) denotes the degree of v, at time ¢. Since ¢(9)(t) and BP™")(t) are indepen-
dent,

P(Asp/3,i0,5) = P(EON(Tx) <io|Gs.x) - P(G1.x N Gax NG3 k). (7.1)
The first term in the lower bound above satisfies

P(EO(Tx) <'iolGa,x) > P{ (Tk) <iio} N G 1)

[ 1
>F|P ({5(0) ()\*IOgK—Ft(;) < io} ﬁG37KTK):|

[ E 1
2 Bt 1og K—ts<Tie < & log K+t5} (f(i;) > )\*logK-Hé)}

— fu(3 log K+t5)

€ 1{)\%logK—t5<TK<%logK+t5}:|

E
= K% e 15 P(Gy ).
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Next, we will show that P(G3 k) and P(G1,x N G2,k N Gs, k) are lower bounded by some
positive constants uniformly in K. We start with

1
limsup P(G5 i) = limsup P(BP}" (— log(0K)) < (5K)/2)
K—o0 ’ K—oo ’ A
: —\* (5% log(6K)) w1 1
=limsup P | e w08 BP; 7 (; log(dK)) < o

< P(Wa < 1/2).

Next, as 218 1, 5210} ~ Binomial(|0K/2],p), limg o P(G5 ) = 0 by standard
results on Binomial random variables. Lastly, using (3.5),

1 1
limsup P(G3,,) < limsup P(Tx > - log K +t5) + limsup P(Tx < —

<P (WOO < exp(—% 10g(1/6))> +P (Woo > exp(% log<1/5))) ;

log K — t5)

where both term can be arbitrarily small when ¢ is small since P(W,, > 0) = 1 and
EW,, < oo. Choosing and fixing § sufficiently small and collecting all the terms gives

lgn inf P(G1, NGa,xk NG3 k) > 1—limsup(P(GY x) + P(GS ) + P(G5 )
—00 ) ) )

K—o0
>1-PWy <1/2)—P (WOO < exp(—% 10g(1/5))> - P (WOO > exp(% log(l/é))) >0,

and
liminf P(G3 k) > lgn inf P(G1,xk N G2,k N G3 i) > 0.
—00

K—oo
In the above, we have used P(W, < 1/2) < 1 as W, is supported on all of R, by
Theorem 3.4.
It thus follows from (7.1) that, for this fixed choice of § € (0,1), there exists some
constant C > 0 so that for all K > 1,

[~

.*
N

P(Asp/3ix) > CK™

Now, by Lemma 5.1 with d* = i and 8 = dp/3, we obtain

.. 1 C .t
liminf P(vo ¢ Hpr/a),w(Gn)) 2 5P(Aspya o) 2 5 K7,
which leads to the lower bound
o\
K\I/(E) > (25) . O

Lemma 7.2. Under the assumptions in Theorem 2.3 with m = 1. For any ¢ € (0,1), we

have
\*

Ku(e) < Cfe™ w7,

where CY is a constant depending on 0.

Proof. Let A,, E, be the events defined in (6.1), (6.2). The proof follows essentially
the same strategy as the proof in Section 6.2. A slight difference here is we choose
ay, = nlogn instead of M (log n)/2 for some small 77 > 0. The same calculation that leads
to (6.3) and (6.4) yields,

P(E,NA,) < Cexp(—C'a?) + Cexp (C’\/ f*(L@fl(an)J)an> )

EJP 28 (2023), paper 42. https://www.imstat.org/ejp
Page 30/39


https://doi.org/10.1214/23-EJP930
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Degree centrality

Fix any M > f./\*. Since f.(|®] " (a,)]) — 0o as n — oo, we have
P(E,NA,) <Cmn™ n>1. (7.2)

for some constant C',, > 0 depending on 7.

The calculations for Step 2, though following the same broad strategy, rely on more
general properties of the point process ¢ defined in (1.3), which we now present. To
simplify notation let o], = - logn — v, Recall that £(¢) is the point process that encodes
the reproduction times of an individual in the continuous time embedding of our discrete
tree process. We can write

P(Afb) = P((bl(do(”)) < an) = P(q)l(g(Tn)) < O‘n) < P(Tn < O'g) =+ P(‘Pl({(ag)) < O‘n)-
First we will estimate P(®1(£(0))) < a,,). Recall S;(-) from (1.2). Note that

P(21(8(07)) < an) = P(€( n) < @7 (o)) < P(S1([@7 (en)]) 2 07)
P(S1([@7" (an)]) = @1(27 " (an)) > 0 — )

P(&((@ﬁ(anﬂ)—@l(ml( D14+ > 0! —an— 2).

For any ! € IN and ¢ € (0, f.), we have

log Elexp(8(S1(l) — ®1(14+1)))] = —60P1(1 + 1) Zlog

e 9 o] 0 k—2
=3 T Ok(+1) < 0*Da(l+1)> (f)

k=2 k=2
=" 0P 1
7 99 2(1+1)
It follows that for any > 0,1 € N and 6 € (0, f.),
P(Si(1) —®1(1+1)>2) <e "exp [f fi 992<1>2(z + 1)} <e % exp [f f_ 992@2( )]
" ’ (7.4)

Hence, by (7.3) and (7.4), we obtain for any 6 € (0, f.),

PLE0})) < a) < 070k o | L 00)| = pettensomuony,

* —

for any n > 1, where C; := ¢%0//- exp { L 62®4 (00 )} Recall that o, = nlogn. Since ¢

can be chosen arbitrarily close to f,, for any 6 > 0 we can choose § = (1 — §/4) f, so that,
writing Cj := C'(*1_5/4)f*,

(A=X*1—5/4)fx

(1=8/4)f« _
e — C(/;ef*"’”n = ,n>1.

P(q’l(f(ax)) <ap) < C(/;ef*(an+7n)n_

Now, choosing v, = logn and any integer k = ks > 4(1 — 0) f./(dA*), (3.9) yields

4)\*
_ _(=9)fx
P(T, < o) < Chyn 00kt < Cpon™ > .
Therefore, taking n = §/(2)*%),
(L=X*n—5/4)fx (A—=08)fx« ~ (A—=08)fx«
P(A5) < Cpelmn™ S5 4 O™ 5 = Ganm TR
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where C‘,; = C(/s + C,. Therefore, using (7.2) and recalling M > f./A\*, we obtain for all
n>1,

A—=08)fx ~ (A=0)f«
o< C(;n_ ¥

P(E,) < P(E,NAy) + P(AS) < Cin™ + Csn~

)

where Cg = C'(;/(Q,\*) and C‘(’; = (j*g + C5. The above bound gives the following upper

bound on Ky (¢):
-
o\ T
Ky(e) < (;) ;

which proves the lemma. O

7.2 For general m > 1
Lower bound.

Lemma 7.3. Under the assumptions in Theorem 2.3 with m > 1, there exists some
C1 > 0 so that

__Ix
Kyg(e) > Cie™ mrom,

Proof. The proof is essentially the same as that of Lemma 6.1 with a different lower
bound on P(Ag) for the event Ax = {vo has degree m in Gi }. Let iy > 1 be such that

£(m)
fx(io+1) S 1/2

P(Ak) = E(Q{Ax -1} P(Ak|GKk-1))

. f(m)
—E(1{Ax, 1- . ‘
< b }11:[1< POy f(dj(SK_lJrzl))))

i=1g

K-1
= P(Aio)exp (m Z log (1 — %)) > C«wa

i=io

Again, applying Lemma 5.1 with the above estimate gives the desired the result. O

7.2.1 Upper bound

Lemma 7.4. Under the assumptions in Theorem 2.3 with m > 1, for any ¢ € (0,1), there
exists Cs > 0 such that foralle € (0,1),

ZCf

Ky(e) < Cse™ 007+,

Proof. We will use the construction and terminology of the collapsed branching process
embedding defined in Section 3. Let £(°)() denote the ‘continuous time’ degree of the
root at time ¢. Let {00 },>1, {a2 }n>1 be increasing sequences to be specified later. We
follow the same strategy as in Section 6.2. Define the events A,, = {®1(do(sn)) > a2}
and F,, = {d, (k) > do(k) for some k > s,}. We begin by upper bounding P(A¢),

P(4;) = P(®1(do(sn)) < a7) = P(@1(6 (7)) < a7)
< P(21(¢9(07)) < af) + P(ra < 7).

Take any [ > 1. Recall that 7,11 = 7, + ©;41, where O, is the first time since 7; when
there are m newly born individuals v;41,1,...,V41,m. Let ©;41; denote the arrival time
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of v;41,4. Also, denote by F; the filtration generated by the collapsed branching process
till time 7;. It is not hard to see that, conditional on F;, the distribution of ©,; ; follows
the exponential distribution with rate Zé:o f(di(s1)). By Assumption (A1), f(i) < Cyi
for all i > m, so Zé:o fdi(s1)) < Cy Zé:o d;(s;) = 25,Cy. That is, ©;41,1 stochastically
dominates an exponential random variable with rate 25,Cy. Let {E;; : 1 <i <m,{ > 1}
denote a collection of i.i.d. exponential random variables with rate 1. Then

(i m m

E; E;
(C] = O 1m > L = .
bl Hlm = Z QSle Z Qmel

=1 i=1

Hence, for 6,, = logn,

n

Ee ™ = Eexp(—6, Z@l) < Fexp <—9n z": zm: injlcf l)
: f

=2

- On - On
= exp (—leog <1+2mC’fl>> <Cexp|-—-m Z mCl
1=2

1=160,/(mCy)]+1

< Cexp (—;g(logn —loglogn — C")) ,
f

where we used log(1 + z) > z — 22 for x € [0,1/2] to obtain the second inequality above.
Take any ¢ € (0,1). Let o), = %. Then

P(r, < o)) < efnon e fnTn

< Ce"n exp —e—n(logn —loglogn — C")
50,

S C/ln—eﬂ,é/lﬁcf S Cfn_ZfT*f n Z ns,
for positive constants C”/, C, when n; is chosen sufficiently large. The same calculation
as in (7.3) and (7.4) implies for any 6 € (0, f.),

e
fv—0
for any n > 1, where O} := ¢?%/f~ exp [ff1992¢>2(oo)}. Choose a2 = (§/(8C}))logn. Since
# can be chosen arbitrarily close to f,, for any § > 0 we can choose § = (1 — §/4) f, so
that, writing Cj§ := 051—5/4)

P(®1(6(07)) < 03) < &/F 00 e [ 92@2<oo>] = Cpeteiin(1=0/00/207,

fs?

Sfe _ (A=6/D)% 0 _(=8)fe
P(®1(§(07)) < af) < G < CgnT T > 1

Again, using (7.2) and recalling M > f./(2C}) gives that for all n > 1,
, ot LU= (=)
P(E,) < P(E,NA,)+ P(AS) <Csn=" +Csn > < Cin 2%
where C’(’; = C /(8c;) and ég = ég + Cj. The above bound gives the following upper
bound on Ky (e):

2C

I
7 (1=6) fx
Ka(e) < <0>

9

which proves the lemma. O

Proof of Theorem 2.3. The lower and upper bounds in part (i) (m; = m = 1 case) follow
respectively from Lemma 7.1 and Lemma 7.2. Those for part (ii) (m; = m > 1 case)
respectively follow from Lemma 7.3 and Lemma 7.4. O
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8 Non-persistent regime: proof of Theorem 2.5

This section is dedicated to the proof of Theorem 2.5. We will assume throughout
that m; = m = 1. For n € IN, denote by vy,.x(n) the youngest vertex with the maximal
degree in G,,.

The following lemma quantifies the probability of vyax(n) lying within a certain
distance of the root in G,,.

Lemma 8.1. Let r, = c; \*K(5= logn) where c; is defined as in Lemma 3.12. There exist
C,C" > 0 so that foralln > 1,

P(vmax(n) € Bp(vo,m,))) < Cexp <—C’IC(>\1* log n)) )

Proof. Let a, = exp (%K(%log n)), tn = 3 logay, and 7, = 2cit,. Recall Z;(t) as
defined in (3.13). Using the continuous time embedding of the discrete tree process,

P(vmax(n) € Bu(vo,mn)) = P(H(I(TW)) < 12) = P(T(Ty) < 2t, H(2t,) < ).

Hence,
P(Umax(n) & Bn(vo, 7)) < P(T(T,) > 2t,) + P(Hay, > 10). (8.1)

By Lemma 3.8 with £ = A\*/2, there exists C, C’ > 0 so that
1
P(T:(Ty) > 2tn) < Cexp(=C'K(57 logn)).
Applying Lemma 3.12 to the second term in the bound (8.1),
s A* 1
P(Hazt, > ry) = P(Hat, > 2c1ty) < e " < exp _7K(F logn) | .

The lemma follows on using the above two bounds in (8.1). O

The following lemma introduces a key functional &*(-) which arises in quantifying the
exponential growth rate of the number of vertices within a certain radius of the root
(see (8.5)). We will require understanding of &*(-) near zero, as described in the next
lemma.

Lemma 8.2. Define &*(z) = info<g<r-{xlogi(f) + 8}. Suppose f(i) < Cpi® for some
constant Cyy and « € (0,1/2]. For any L > 0, there exists some constant C' > 0 depending
on «, L so that

2
a*(zr) < Cx — 1iamloga:, xz € (0, L]. (8.2)

Proof. All constants in the proof will depend on «, \*, f, but not 6. For = € (0,1), since
log(l —z) < —z,

S S e (S (1)) <o (S )

kl’Ll k=1

Since we are considering 0 € [0, \*], 0 + f(i) < ;\c—f(z) + f(i) = %f(z) It follows that
there exists a positive constant C'; such that

) o] Gf* k 1 oo .
[(0) < Zexp (— F Z f(@) < Zexp(—Clekl ). (8.3)
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Observe that there exists some constant C’ > 0 so that

C/
exp(—C10k' ™) < exp(—C1k1—9/2) < 2

for all &k > H*ﬁ. Hence,

() < Z exp(—C16) + Z exp(—C10k' ™)
k>0 Tow
2 C’
< 07 T== exp(—C16) + Z 2
k>0 Tow
5 exp(—C10) + C"0T 5 < Cof Tow exp(—C10)

<o T

where Cy = 14 C”(\*)*(1=®)¢@1A" Therefore,

1
, . . 010
inf {xlog () + 6} < Oglélgf/\* {a:log (026 2) 9}

0<H<A* T
2

= inf 1 — - I .

0S1;1S/\* {a: <0g02 C10 T ogH) + 9}

Let h(0) = (1 — C12)0 — 2£logh. The minimum for the function h is achieved at

., 1—a)\* A * 1—a)\™
0= ety o € [0, 55 A =P, 0 € [0,X°]. Hence, for = € (0, 55 A U=25 A1),
2x 2x 2x
a*(2) < xlog C — 1
a'(w) < wlog 2+1—a 1—a0g<(1—a)(1—Clm)>
2 2
< <logCg + m(l — log2)> T =1 -xlogx
2
=Csx — zlogx,
11—«
where C3 = log C3 + 12 (1 — log 2). This proves (8.2) for z € (0, ﬁ A % A1). The
constant C in (%.2) can be chosen suitably large so that (8.2) continues to hold for
€[50 A (=X A1, L]. This proves the lemma. O

The next lemma quantifies tail probabilities for the distribution of the number of
vertices in a ball of radius r,, around the root. In the following, |B(vo, R, )| denotes the
number of vertices in B(vg, R;,).

Lemma 8.3. Suppose f(i) < Cyi® for some constant Cy and o € (0,1/2]. Let the
sequence {R, },>1 be given by R,, = 2r, where r,, is defined in Lemma 8.1. Let b,, :=

exp (ﬁRn log (;ﬁigR’i )) Then there exists C > 0 such that for alln > 1,

PUBa(un R 2 b < Cexp (~ SR ogm)).

Proof. Recall the embedding of {G;};>1 into a continuous time branching process BP ()
described in Lemma 3.2. Let F(t) := F[[0,¢]] and, for n > 0, let Z,,(¢) denote the number
of vertices in generation n at time ¢ that are descendants of vy. Equation (1.1) in [Big77]
gives forn > 0,

F™(t) = E[Za(1)],
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where F* is the n-fold Stieltjes convolution of the increasing function F'. For n = 0 we
let FO*(¢) = 1. It follows from Theorem 1 in [Kin75] that for all 6 > ),

/0 e B2, (1)) = a0,

which gives for any ¢t > 0, n > 1,
t
e IF™ (1) < / e 5 dE[Z,(s)] < p(6)".
0

Let g, = /\i log n + ~, where v, = o(logn) and will be specified later. Define z,, = R, /5.
By (3.23), z,, > 0 as n — oo. By (8.3), A :=inf{\A > 0: i(\) < co} = 0. For any 6 > 0,
writing Z<,(¢) for the number of vertices in generation at most n at time ¢ that are
descendants of vy,

g o om O 1
EZSLRnJ (g7l) = Z F *(&n) S Z € g",a(e) =€ In . W
k=0 k=0

(8.4)

Let 8 := —[i’(A\*). By the representation (5.40) of [H]16], 5 > 0. It is not hard to show
that for z € (0,571),
0, := arg info<pcr-{0 + xlog i(0)} € (0,A7),

see the proof of (13.133) in [HJ16]. Hence, for 2 € (0,37!), u(f,) > 1. Obtain ny € IN
such that z,, < 87! for all n > ng. For n > ny, taking 6 = 0., in (8.4) gives

0o, )T =1 (0,

BZ<|g,)(50) < Pt exp (0n (0, + 2nlog 1(0s,)}))

) =1 7 p(b,) -1
= c(@n) exp(a™(20)Fn), (8.5)
where c(x) = ;1?9(5;21' Note that §,, — 0 as =, — 0. Otherwise, we could obtain a

subsequence {n;} such that liminf 0z, > 0. Then,

liminf &* (x,,) = lim inf[0,, + xlog /(0
g J

)] > liminf[f,, + xlogpi(A*)] =liminf6, >0,
J J J J /

:an

which is a contradiction to (8.2). Thus, /i(6,, ) — oo as x,, — 0, which gives lim, . c(x,)=
1. That is, Cy := sup{c(z,) : n € IN} < 0o, which gives

EZ< R, (0n) < Coexp(@™(1,)0).
Therefore,

P(ZSLRTLJ (Tn) > bn/2) < P(ZSLRnJ Tn) > bn/Q,Tn < 5’n)+P(Tn > 6'71)
On) =

< P(Z<\n,) bu/2) + P(Tn > 6n)
. 2Go exp(;v @n)n) | pz, > 5,).

Taking v, = K(5+ logn), Lemma 3.7 (i) with a = f./(2)\*) gives an upper bound on the

second term,
. " 1
P(T, >3d,) < Ce*fT% = Cexp (J;IC(/\* log n)) .
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As lim;_, x; = 0, therefore, sup,; z; < co. Thus, it follows from Lemma 8.2 upon taking
L = sup,; z; that there exists some constant C’ > 0 so that for alln > 1,

exp(&* (z,)0y,) < exp <CR + T R log <;n ))

3 logn
<’ —R,1 .
<(C exp(l_aR,, og()\*Rn>>

Hence, recalling b,, = exp ( — Ry, log ( log 1 ))

fx 1 , 1 logn
> < — JE— _
P(Z< g, |(Ty) > b,/2) < Cexp( 2IC( *logn)> +2C,C" exp 1_aR”10g R,

< C"exp (—fIC( log n)) :

Let ZS |R,,] (t) denote the number of descendants of v; by time ¢ that are within generation
|R,]. Itis easy to see Z< g, (t) has the same law as Z< |, |(t). The lemma now follows
upon noting

P(|Bu(vo, Ru)| 2 bn) < P(Z<|r, | (Tn) + Z<| R, ) (T1) = bn) < 2P(Z<|R, | (Tn) = ba/2). O

Proof of Theorem 2.5. Define the event £ := {| B,,(vmax (1), 7n)| < b, vo € Bp(Vmax(n),
rn)}. Then

P (£%) = P (|Bu(Umax(n), 7)| < b, tiax(n) € Bu(v0,70)
Z P(|Bn(U072rn)| S b'ruvmax(n) S B’I’L(UO7T7‘L))'
It follows from Lemma 8.3 and Lemma 8.1 that there are a,Cq,Cs, C3,C,C’ > 0, so that
P((E™)%) < P(|1Bn(v0,2r,)| > bn) + P(vmax(n) ¢ Bn(vo, 7))

« oy 1 1
< Cyexp (—J;IC(A* log n)) + Cy exp(—C’glC(F logn))

< Cexp < C’K(llogn))

For any ¢ € (0, 1), the above bound is < € when n > exp (x\*lC‘1 (log(cie))) This proves
the theorem. O
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