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1. Introduction

A central topic in number theory is to understand the distribution of zeros of L-
functions. In particular, a great deal of effort has gone into proving that many L-functions
in a family cannot simultaneously vanish at a given point. For any ¢ > 0, it is generally
believed that at most one principal automorphic L-function with unitary central charac-
ter can vanish at the point s = % + it on the critical line. This belief is a consequence of
the so-called Grand Simplicity hypothesis, e.g. [43], which asserts that the multi-set of
positive ordinates of zeros of all principal automorphic L-functions are linearly indepen-
dent over Q. In this paper, we use results on 1-level density for low-lying zeros of families
of L-functions and the solution of a certain extremal problem involving entire functions
of exponential type, to study the non-vanishing of L-functions at low-lying heights on
the critical line (where the height is measured in terms of the analytic conductor). This is
a generalization of a problem considered by Iwaniec, Luo, and Sarnak in [29, Appendix
A], who were interested in using 1-level density results to study the non-vanishing of
L-functions in families at the central point. We solve our extremal problem using differ-
ent methods, appealing to the framework of reproducing kernel Hilbert spaces of entire
functions developed by Carneiro, Chandee, Littmann, and Milinovich in [11].

In a complementary direction, we also address here the problem of estimating the
height of the first low-lying zero in a family of L-functions. This was first considered by
Hughes and Rudnick [28, Theorem 8.1] in the context of Dirichlet L-functions, and is
connected to a different extremal problem in analysis. The solution of the corresponding
extremal problem for other families of L-functions was later obtained in the impressive
work of Bernard [6], by means of a delicate analysis of an associated Volterra differential
equation in connection to the classical bases of Chebyshev polynomials. We provide here
an alternative approach to solve this extremal problem for all families, obtaining it as a
corollary of a more general result within the rich theory of de Branges spaces of entire
functions [7]. We conclude the paper with an appendix in which we determine the sharp
embeddings between the Hilbert spaces naturally associated to families of L-functions
and the classical Paley-Wiener space.

1.1. Dirichlet L-functions

As an illustration of our more general results in Theorem 2, we first consider the
family of primitive Dirichlet L-functions modulo a prime gq.

Theorem 1. Let q be prime and assume the generalized Riemann hypothesis (GRH) for
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Dirichlet L-functions modulo q. Then, for any fized t > 0, we have

. -1
1 2mit 1

—_— d L < = (1

ir X ea(o o) < g ) -

5=3

sin 47t
47t




E. Carneiro et al. / Advances in Mathematics 410 (2022) 108748 3

0.75
0.70
0.65
0.60

0.55]

osol—— M. . ¥V . V. V. M M NN
0.0 05 1.0 15 2.0

Fig. 1. A plot of the function ¢ — 1 — 3 (1 + 8847t )™1 for small ¢ > 0.

where xo denotes the principal character (mod q). Hence, for any e > 0, the proportion

of primitive Dirichlet characters x (mod q) for which L( + 1207;%; , X) # 0 is at least

1—23 (1 + |“2ﬁft|) — ¢ when q is large.

Assuming GRH, Murty [38] proved that the proportion of primitive Dirichlet char-
acters x (mod ¢) for which L(%,X) # 0 is at least % — ¢ for any € > 0. Our result in
Theorem 1 always gives at least as good of a proportion of non-vanishing, and in some
cases a significantly larger proportion of non-vanishing, at every fixed low-lying height
on the critical line. For example, assuming GRH, Theorem 1 implies that the proportion
X) # 0 is at least

of primitive Dirichlet characters y (mod ¢) for which L( + 410gq ,

44:27; —e =10.69449. . .. In Fig. 1, we plot the proportion of non-vanishing implied by The-
orem 1. The proportlon tends to 3/4 as t — 0T (note, however, that our proof requires
t > 0). If t = 0, then our method simply recovers Murty’s result,' and we comment more
on this later. Also note the proportion in Theorem 1 tends to % as t — +o0, implying
that our result only improves upon Murty’s proportion for low-lying heights.

The set of primitive Dirichlet L-functions modulo ¢ is an example of a family of L-
functions with unitary symmetry. In §1.3, below, we give additional examples of families
of L-functions with other symmetry types that also fall under the scope of our general
machinery described in Theorem 2. Perhaps of particular interest are examples of families
of L-functions with an odd functional equation (and odd orthogonal symmetry). In this
case, the L-functions are guaranteed to vanish at s = % and the phenomenon of ‘zero-
repulsion’ suggests that it should be unlikely that a large proportion within a family also

vanishes at low-lying heights on the critical line. Our results support this.

There are several unconditional results concerning the proportion of non-vanishing of
the family of primitive Dirichlet L-functions (mod ¢) at the central point, for instance

L There is no “discontinuity” hidden in the method here. Looking from the vanishing side, one may argue
that the 1/2-vanishing at the central point would split into a 1/4-vanishing at ¢ and a 1/4-vanishing at —t,
for |t| small.
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[5,9,30,35,34]. In the spirit of Theorem 1, it would be interesting to see if mollifier methods
can be used to unconditionally give an increased proportion of non-vanishing in this
family at low-lying heights, without appealing to GRH.

1.2. A Hilbert space framework for estimates of non-vanishing of L-functions in
families

1.2.1. 1-level density and symmetry groups
Let F be a family of automorphic objects. For each f € F, let

Lis, ) = 3 Asln)n~
n=1

be the associated L-function and we assume that L(s, f) admits an analytic continuation
to an entire function. We denote the non-trivial zeros of L(s, f) by py = % + iyy and
we work under the assumption of the generalized Riemann hypothesis (GRH) for such
families. This means that vy € R. Broadly speaking, we are interested in the distribution
of the ordinates 7 of the low-lying zeros of L(s, f), i.e. the distribution of zeros close
to the central point s = % (measured by the analytic conductor), as f varies over the
family F.

For f € F, we assume that there is a completed L-function A(s, f) = Loo(s, f) L(s, f)
which satisfies a functional equation of the form

A(s, f) :EfA(l —37]?),

where |ef| = 1 and L(&f) is the dual L-function with Dirichlet series coefficients

Af(n) = Ag(n). Throughout this paper, we always assume that our family J satisfies the
following assumption:

if f € F, then f € F. (1.1)

We also assume that no zeros of Lo (s, f) are on the line Re(s) = 1/2, in which case the
functional equation implies that

ord L(s,f)= ord L(s,f). (1.2)

1. _1_;
s_§+zt s_§—zt

This observation is key to the setup of the optimization problem that is used to prove
Theorem 2. If L(s, f) = L(s, f), then we say L(s, f) is self-dual and in this case we
assume that ey = +1. If e = 1, then we say that the functional equation is even. If
ey = —1, then we say the functional equation is odd.

The density conjecture of Katz and Sarnak [31,32] asserts that for each natural family
{L(s,f), f € F} of L-functions there is an associated symmetry group G = G(F),
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where G is either: unitary U, symplectic Sp, orthogonal O, even orthogonal SO(even),
or odd orthogonal SO(odd).? We wish to consider averages over f € F, ordered by the
conductor. Following the notation in [29], we let F(Q) denote either of the finite sets

{feFicy=Q} or {feF:c;<Q}

as () — oo, where ¢y denotes the analytic conductor of L(s, f) and let |F(Q)| denote
its cardinality. In the examples listed below, which of these two sets we consider is clear
from context. If ¢ : R — R is a smooth function whose Fourier transform has compact
support, then Katz and Sarnak conjecture that

ey 5, S0 5) - [omanm 3

feF(Q)

where the sum over vy counts multiplicity and W is a function (or density) depending
on the symmetry group G of F. This is the so-called 1-level density of the low-lying zeros
of the family; see the introduction of [29] or the survey article [31] for a more detailed
discussion and the connection to random matrix theory. Since ¢ is expected to have some
decay at infinity and hence localizes the sum near the origin, the zeros that are within
O(1/logcy) of the central point contribute more significantly. For these five symmetry
groups, Katz and Sarnak determined the density functions:

WU(I') = 1,
sin 2wz
WSp($) =1- Gy ;
Wol(z) = 1+ 380(x); (1.4)
sin 2wz
WSO(even) (1') =1+ Y. ;
sin 2wz

Ws0(oddy(z) = 1 — do(x),

where dp(x) is the Dirac distribution at « = 0.

1.2.2. Hilbert spaces
An entire function F': C — C is said to be of exponential type if

7(F) := limsup |z| "' log|F(2)| < oo.

|z| =00
In this case, the number 7(F) is called the exponential type of F'. An entire function

F : C — C is said to be real entire if its restriction to R is real-valued. For A > 0,

2 1In the literature one finds small variations of this notation. Here we choose to follow the notation in [29]
for such groups.
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the classical Paley-Wiener space, denoted here by H,a, is the Hilbert space of entire
functions F' of exponential type at most 7A with norm

1/2

[Ellen = 1FL2®) = /IF(x)Ide < o0.
R

This is a reproducing kernel Hilbert space, i.e. a Hilbert space in which the evaluation
functionals ¥,, : Hya — C given by ¥,,(F) = F(w), for any fixed w € C, are continuous.
The Paley-Wiener theorem establishes that F' € H, if and only if F € L*(R) N C(R)

[ A A

and supp(F) C [-5, 5]. Throughout the paper we adopt the normalization

ﬁ(y) = /6727”'” F(z)dz and F(y) = /ezmmy F(x)dx
R R

for the Fourier transform and its inverse, respectively.
Associated to each of our five symmetry groups G € {U, Sp, O, SO(even), SO(odd)},

and each parameter A > 0, we consider the normed vector space Hq, »a of entire func-
tions F' of exponential type at most 7A with norm

1/2

[El#6,ra = 1F 2R we) = /IF(I)IQWG(@ de | <oo.
R

Note that Hy ra = Hra. We verify in Section 3, via the uncertainty principle for the
Fourier transform, that the spaces Ha -a and H,a are the same (as sets) and have
equivalent norms. In particular, this implies that Hg »a is also a reproducing kernel
Hilbert space. By the Riesz representation theorem, there is map Kg a : C x C = C
(called the reproducing kernel) such that, for each w € C, the function z — Kg ra(w, 2)
belongs to Hg,~a and the evaluation functional at w is given by the inner product with
KG,T{'A(w7 '), that is

F(w) = (F, Kgza(W, ) Hg a = /F(z) Kgan(w,z) We(z)dx (1.5)
R

for each F' € Hg ra. Directly from the definition (1.5), with F' = K¢ »a(w,-), it follows
that

KG,ﬂ'A(wvw) = ||KG,7TA(w7 .)“%2(R,Wc) =0 (16)

for each w € C. In §4.1 we verify that the inequality on the right-hand side of (1.6) is
actually strict.
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1.2.83. The average order of vanishing of L-functions at low-lying heights

We are now in position to state our general result, which gives an upper bound for
the average order of vanishing of L-functions in a family in terms of special values of the
associated reproducing kernel.

Theorem 2. Let {L(s, f), f € F} be a family of L-functions with an associated symmetry
group G € {U,Sp, O,SO(even),SO(odd)}, and assume that GRH holds for L-functions
in this family. In addition, suppose that estimate (1.3) holds for even Schwartz functions
¢:R — R with supp(gg) C (—A,A), for a fired A > 0. Then, letting K = Kg A be the
reproducing kernel of the associated Hilbert space Ha ra, the following estimates hold:

(i) (Average order of vanishing at the central point) We have

. 1
lim sup m Z orcli L(s, )< K0.0) (1.7)

Q—0o0 s=

feF@ "2

(ii) (Average order of vanishing at a low-lying height) For any ¢t > 0, we have

1 2mit 1
lim sup ———— ord L (s + , ) < . 1.8
Qoo |[F(Q)] fg(:@ s=1 log s ! K(t,t) +|K(t,—1)| (1.8)

The main novelty in this theorem is part (ii), in which we use the duality condition
(1.1) and the observation (1.2) to substantially improve the estimate for the average
order of vanishing at a low-lying height, when compared to the central point (essentially
by a factor of 2 as t — 07). In §1.3, we further discuss the reach of this theorem using
specific examples and known 1-level density results in the literature. Bounding the order
of vanishing at the central point, part (i) above, is a well-studied problem; the numerical
upper bound on the right-hand side of (1.7) has been obtained by Iwaniec, Luo and
Sarnak [29, Appendix A] when A = 2, and their methods were later extended by Freeman
and Miller [19,20] with explicit computations for small values of A. We revisit part (i) of
the theorem here for the reader’s convenience (to have all such bounds collected in one
place), and also because our methods bring a slightly different perspective. As we shall
see, there are two extremal problems in Fourier analysis connected to these bounds: for
part (i) it is what we call the one-delta extremal problem, whereas for part (ii) it is a more
general situation that we call the two-delta extremal problem. Iwaniec, Luo and Sarnak
[29, Appendix A], and later Freeman and Miller [19,20], find the extremal functions for
the one-delta problem by means of Fredholm theory. Here we provide a unified approach
via the framework of reproducing kernel Hilbert spaces, where both extremal problems
have an elegant solution in terms of the underlying reproducing kernels (see §2). The
hard part then becomes finding explicit representations for these reproducing kernels.
We remark that the conceptual bounds on the right-hand sides of (1.7) and (1.8) are the
best possible with such methods.
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1.2.4. Reproducing kernels

In order to be able to fully appreciate the power of the unifying framework of Theo-
rem 2, we need to understand the terms on the right-hand sides of (1.7) and (1.8). One
of the purposes of this paper, from the analysis point of view, is to discuss the explicit
constructions of the reproducing kernels K¢ »a for the five symmetry groups G' and a
free parameter A > 0. These are results of independent interest and may be useful in
other situations, and for simplicity we structure them in one theorem per symmetry
group. In order to explain the difficulties of this task, we start by recording here the
(distributional) Fourier transforms of our five densities in (1.4):

Wu(y) = 60(y);

/WSp(y) =8o(y) — 31 —1,();

Woly) = doly) + & (1.9)
WSO(even) (y) = do(y) + 5111 (v);
Wso(oda) () = S0(y) = 3 1-11(y) + 1.

Note that, for each ¢ € L*(R) N C(R) with gg of compact support, by Plancherel’s
theorem, one has

/ 6(x) W () da = / 3(y) Waly) dy. (1.10)
R R

For the unitary symmetry, since the underlying Hilbert space Hy ra is simply the clas-
sical Paley-Wiener space H,a, its reproducing kernel is well-known. We recall it here for
completeness.

Theorem 3 ((Paley- Wiener) Reproducing kernel: unitary symmetry). For any A > 0, we
have

sintA(z —w
KU,TFA(w7Z) = 7r(z(—@))

For the orthogonal symmetry we provide a complete characterization of the reproduc-
ing kernel.

Theorem 4 (Reproducing kernel: orthogonal symmetry). For any A > 0, we have

sinTA(z — w) 1 <Sin ﬂ'AZ) (Sin WAE)

K g 5 - — - —
O (W, ) w(z — W) (24 A) Tz W

The remaining cases G € {Sp, SO(even), SO(odd)}, especially in the regime A > 1, are
technically more involved (as it is clear from statements of the forthcoming theorems).
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The difficulty essentially lies in the fact that one needs to work beyond the discontinuity
of the characteristic function 1j_; ;) in the Fourier transforms (1.9). In §4 we discuss a
method to explicitly construct the reproducing kernels, by an application of the Fredholm
alternative. One is naturally led to a problem of inverting a Fredholm operator, which can
be done by solving certain differential equations (that grow in order with the parameter
A) and then solving a linear system of equations to figure out the appropriate constants.
We run such a method to obtain the explicit forms when 0 < A < 2, since this covers the
vast majority of existing examples in the literature, but the philosophy could be applied
in general for any particular choice of A > 2, with a higher computational cost. A similar
step in spirit, with related inherent computational difficulties, appears in the approach
of Freeman and Miller [19,20] for bounds for the order of vanishing at the central point
(there, the constants that need to be computed are complex numbers, while here they
are in fact functions of another variable).

Theorem 5 (Reproducing kernel: even orthogonal symmetry).
(i) For 0 < A <1, we have

% (w, 2) = sinTA(z —w) 1 sinmAz\ (sinTAw
SO(even),7A\W, - 7'('(2 _ w) (2 + A) T2 Tw '

(if) For 1 < A < 2, define the constants

rom e(2-R)i/4 4 ieAi/4;
@ = eDi/A L je(2-N)i/4 o Nija (M) s

1
b= eDi/4 | je(2-R)i/4 _ (2-A)i/4 | (%) T,

and functions of a complex variable w,

—16m%w? — dmiw 2™ 2cos(m(2 — A)w) — 8rnwsin(rAw)
= . = ;
Cw) 1— 1672w’ » P 1— 1672w’ ’
Glw) = 2 cos(TAw) + 4miw e TAW — er(2-A)iw _sin(r(2 - A)w)
B 1 — 1672w? 2rw(1l — 1672w?)

+(2_4A> F(w);

aG(w) — bG(w)
ab — ab
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KSO(even) , A (’LU, Z)

A(w> (,L'e27riz _ 1) (e—A(wiz+i/4) o e—(Q—A)(ﬂiz+i/4))

iz + /2

W _ pp2miz 1 —A(miz—i/4) _ ,—(2—A)(wiz—i/4)

N ( )( ie )(e ’ . e )
2miz — /2

C(w mAi(z—w) _ ,m(2—A)i(z—w) 77rAi(z7E) —m(2—A)i(z—w)

N (w) (e e )+ C(w )_( +e )
2mi(z — W)

D(w) sin (7(2 — A)z sin (7(2—A)(z—w

+ (w) (( ))Jr (( )_( )) (1.11)
Tz m(z — W)

At the points w = +1/4w, the formula (1.11) should be interpreted as the appropriate
limit since w — Kgo(even),=a (W, 2) is entire.

REMARK: When A = 2, note that the last line of (1.11) disappears. In this case, the
auxiliary functions D and F, and the constant 7, play no role. A similar simplification

happens when A = 2 in the next two theorems, for symplectic and odd orthogonal
symmetries.

Theorem 6 (Reproducing kernel: symplectic symmetry).
(i) For 0 < A <1 we have

KSp,'n'A(w7 Z) = Tz

sin:(f(_zw—)w) n (2_1A> <sin7rAz> (sin:mAw).

(ii) For 1 < A <2, define the constants
7= AN/ _ehi/d
a 1= DI/ R/ i/ (228

4 )
b A4 (2-A)i/4 _ (2-A)i/4 _ (_A)

and functions of a compler variable w,

—16m%w? + driw e2™ 2cos(m(2 — A)w) + 8rnwsin(rAw)
Clw) = 1 — 1672w? » Flo)= 1— 1672u? ’
Glw) = 2 cos(mAw) — 4dmiw e~ AW — T(2-A)iw sin(m(2 — A)w)
o 1 —16m2w? 2rw(l — 1672w?)
2-A
(28
aG(w) — bG(w) bG(w) — a G(W)
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(TA(w) + TB(w) — F(w)).

A(w)( _ je2miz _ 1) (efA(Triz+i/4) _ 67(27A)(7riz+i/4))

2miz +1/2
B— je2miz _ —A(miz—i/4) _ —(2—A)(miz—i/4)
N (w) (ie ) (e i e )
2miz — /2
C(@) (emdiG=) — r(C=R)i=1)) 4 Tlw)( — ¢~ ™A= 4 o=n(2-A)ilz-m))
+ - —
2mi(z — W)
D(w) sin (7(2 — A)z)  sin (7(2 — A)(z —w))
+ + o :
Tz m(z — W)

(1.12)

At the points w = £1/4w, the formula (1.12) should be interpreted as the appropriate
limit since w — Kgp, »A(W, 2) is entire.

Theorem 7 (Reproducing kernel: odd orthogonal symmetry).
(i) For 0 < A <1, we have

X (w, 2) = sinTA(z —w) 1 sinTAz\ [sinTAw
80(odd),mAW: 2) = 7(z — W) (2+A) TZ Tw '

(ii) For any A > 0, we have

KSp,wA (wu 0)

————  _Kq, a0, 2).
l-l-KspﬂrA(0,0) Sp, A( Z)

Kso(odd),ra(w, 2) = Ksp za(w, 2) —

For completeness, let us record here the relevant input for the right-hand side of (1.7).

Corollary 8 (Reproducing kernels: special values at the origin).
(i) (Unitary and orthogonal symmetry) For any A > 0, we have

2A
Ky .a(0,00=A and Ko.a(0,0)= A
(ii) (Even orthogonal symmetry) We have
2A /(24 A), o< AL,

KSO(even),wA(Ov()) = 9 4COS(%)

! + 4sin(%) — Acos(—_l) ’
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(iii) (Symplectic symmetry) We have

2A/(2 — A), f0< AL,
Kspxa(0,0) = 4005(%) —2, ifl<A<2.
4—4sin(A7L) — (4 — A) cos(251)
(iv) (Odd orthogonal symmetry) We have
2A/(2+ A), if0< AL,
Ks0(0dd),»a(0,0) = 94 4(703(%) ifl<A<L2.

4 — 4Sin(%) - (8-A4) cos(%) ’

The corresponding inputs from Theorems 3-7 needed for the right-hand side of (1.8)

are computable for any fixed ¢t > 0 (but the expressions do not dramatically simplify to

justify stating them in a new corollary). We now illustrate the reach of our framework

by highlighting a few examples and plotting the corresponding lower bound for the
proportion of non-vanishing at low-lying heights implied by (1.8).

1.8. Some examples and plots of non-vanishing

There are many examples of families of L-functions in the literature which are
amenable to our framework. A non-exhaustive list includes, for instance, the works
[2-4,10,13,14,16-18,21,23-25,27-29,31,37,39-42,44,47]. In order to keep the exposition
short, the reader is invited to consult the corresponding excerpts from these works for
the precise definitions and technicalities, and we only briefly comment on a few of these
examples below. Recall that the relevant input for our purposes is that estimate (1.3)
holds for even Schwartz functions ¢ : R — R with supp(¢) C (—A, A) for some A > 0.
The lower bound for the proportion of non-vanishing at a low-lying height ¢ > 0 implied

by (1.8) is P = Pg »a given by

1
K(t,t) + |K(t,—t)|’

1 ot
lmint o #{L( 4 2EE) £0: e FQ) > P() =1 -

where K = KG,’TI’A'

1.3.1. Unitary examples

The case of primitive Dirichlet L-functions modulo a prime ¢, presented in Theorem 1,
relies on the work of Hughes and Rudnick [28, Theorem 3.1], with unitary symmetry
(G = U) and A = 2. The corresponding plot of the lower bound for the proportion of
non-vanishing implied by Theorem 1, which follows from (1.8), is given in Fig. 1. In [16,
Theorem 1], Drappeau, Pratt, and Radziwill show that the larger family of primitive
Dirichlet L-functions modulo ¢ with an additional smoothed average on the parameter
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0.6

0.4+

Fig. 2. Plots of P(t), the lower bound for the proportion of non-vanishing, when G = O and A € {1,2}
(blue and orange, respectively), for small ¢ > 0. When A = 2 the maximum value is 0.5892. .. attained at

t = 0.3575..., and the limit as t — oo is % (For interpretation of the colors in Figs. 2-6, the reader is

referred to the web version of this article.)

g in an interval (¢ running over all integers in the interval) is a unitary family of L-
functions with extended support corresponding to A = 2+ 109 5. This result can be used
in conjunction with Theorems 2 and 3 to give improved estimates for the proportion of
non-vanishing of L-functions in this family at low-lying heights on the critical line (we
discuss how to deal with a smooth averaging in a remark below).

1.3.2. (Even and odd) orthogonal examples

As examples of orthogonal families of automorphic L-functions, we highlight the ones
described by Iwaniec, Luo, and Sarnak [29, Theorems 1.1-1.3]. Following the notation
n [29], for k even and N square-free, let H(N) denote the set of holomorphic cusp
forms f of weight k which are newforms of level N, and let L(s, f) be the associated
L-function. Using the sign of the functional equation, this set naturally decomposes into
two subsets, H; (N) and H, (N), of forms f corresponding to £y = +1 and £y = —1,
respectively. As the level N — oo over square-free integers, [29, Theorem 1.1] gives that
the families H}(N), H;"(N), and H, (N) have symmetry types G = O, G = SO(even),
and G = SO(odd), respectively, with support A = 2. If one considers the same families
and lets kN — oo, then [29, Theorem 1.2] establishes the same symmetry types but with
A = 1. Averaging over the weight k, they define the larger families

N)= J Hf(N), M"(K,N)=|]J Hf(N), and
k<K k<K
k<K

and in [29, Theorem 1.3] they establish that as KN — oo these families of L-functions
have symmetry types G = O, G = SO(even), and G = SO(odd), respectively, with the
larger support A = 2. Plots for the proportion of non-vanishing implied by (1.8) for (even
and odd) orthogonal families of L-functions when A = 1 and A = 2 are given in Figs. 2, 3,
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0.2

-02+

Fig. 3. Plots of P(t), the lower bound for the proportion of non-vanishing, when G = SO(even) and A € {1, 2}
(blue and orange, respectively), for small ¢ > 0. When A = 2 the maximum value is 0.5814 ... attained at

t =0.6247 ..., and the limit as t — oo is %

0.6

Fig. 4. Plots of P(t), the lower bound for the proportion of non-vanishing, when G = SO(odd) and A € {1, 2}
(blue and orange, respectively), for small ¢ > 0. When A = 2 the maximum value is 0.7175 ... attained at

t = 0.3505. .., and the limit as t — oo is %

and 4. In particular, Fig. 4 illustrates a nice example of so-called zero repulsion. For every
f € H, (N), the sign of functional equation implies that L(%, f) = 0. However, when
A = 2 we are able to show that a large proportion of this family cannot vanish in certain
ranges near central point (the zeros are repelled from s = %) For instance, Fig. 4 shows

that, for every ¢ € [1%, 1;40], at least 70% of the f € H, (N) have L(% + 102?26\77][) #0

as N — oo over square-free integers.

1.8.3. Symplectic ezamples

We now describe a few examples of symplectic families of L-functions. Let D be
square-free, D > 3, and D = 3 (mod4). In [21], Fouvry and Iwaniec consider the family
of L-functions L(s, ¥), where ¥ runs over the characters of the ideal class group C/(K)
of the imaginary quadratic field K = Q(y/—D). In [21, Theorem 1.1], they verify (1.3)
holds for this family with G = Sp for A = 1 and, in [21, Theorem 1.2], with an additional
restricted average over D, they are able to prove that this larger family is symplectic
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Fig. 5. Plots of P(t), the lower bound for the proportion of non-vanishing, when G = Sp and A € {1, %, 2,2}
(blue, orange, green, and red, respectively), for small ¢ > 0. The maximum values are attained when ¢t — ot

and can be explicitly computed using Corollary 8. In particular, P(0") is equal to 3 (for A =1),0.8604...

(for A = £), 0.8910... (for A = 3), and 0.9427... (for A = 2). From Theorem 6, the limit of P(t) as

t—>o0isl— % in each case.

with extended support A = 4/3.% In [29, Theorem 1.5], another example of a symplectic
family of L-functions is given. Here they consider the family of symmetric square L-
functions, L(s,sym?f), for forms f € M*(K,N) as described above. As K — oo, it is
shown that this family satisfies (1.3) with G = Sp and support A = 3/2. Finally, Ozliik
and Snyder [39] showed that the family of quadratic Dirichlet L-functions (averaging
over fundamental discriminants d) satisfies (1.3) with G = Sp and support A = 2. They
work with a weighted average of d, but the formulation of their result in the recent work
of Gao [22, Theorem 2.1 and Equation (2.2)] agrees with our setup. Plots of the lower
bounds for the proportion of non-vanishing at low-lying heights for these symplectic
families of L-functions are given in Fig. 5. We draw the attention to the fact that, when
A =2, for every t with 0 < ¢ < 7=, one has L(3 + lgg?f . f) # 0 for at least 94% of the
L-functions in the family.

16’

REMARK: There are instances in the literature in which a small variation of (1.3)
is proved, namely, when the average on the left-hand side of (1.3) is replaced by a
weighted /smoothed average. A typical example would be when our family F decom-
poses as F = U]—" (¢) and one smoothly averages over the parameter ¢ in an interval,

q
say Q < ¢ < 2Q, in order to prove an identity of the form

Z\If 7/Q) Y. Z¢( f102g;f>
lim SER() o1 ~ [ o) Welz) da.

@roo > U(q/Q) - |F(g)]

R

3 They also show that extending the support is naturally connecting to counting primes p of the form
4p = m? + Dn?.
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where ¥ is a smooth function supported in the interval [1,2]. Assuming that the weight ¥
is non-negative, the proof of our Theorem 2 below carries through ipsis litteris, yielding,
for t > 0,

y feF(q) "2 1
im sup

S/ ¥ o 1 (s )
Qo0 S U(4/Q) - |F(a) S Ko+ Ko

This is how the upper bound for the proportion of vanishing (and, consequently, the
lower bound for proportion of non-vanishing) should be interpreted in these cases.

1.4. Existence of low-lying zeros

In [28, Theorem 8.1], Hughes and Rudnick consider the problem of establishing the
ezistence of low-lying zeros in the family of primitive Dirichlet L-functions modulo ¢ by
relating it to an interesting extremal problem in analysis. They prove that, under GRH, if
the support is [—A, A] in the one-level density theorem for Dirichlet L-functions modulo
a prime ¢, then

lim sup min
q—o0 x

< )
2T 2A

Tx 10gq’ 1

where the minimum is taken over the ordinates 7, of the zeros of L(s,x) for all non-
principal characters x (mod ¢). In other words, there exist low-lying zeros that are at
most i times the average spacing. With A = 2, they are able to deduce the value i
for this problem. Their setup will work for any unitary family of L-functions, and our
goal is to discuss a generalization of their result for the other four symmetry types. We
remark that such a generalization was first obtained by Bernard [6], but our methods

here are different (and so is our setup in the cases G = O or G = SO(odd)).

Given a family F, we might aim to seek an upper bound for

lim sup rr%in
f
9o jeFQ)

b

vrlogcy
2

where the minimum is over the ordinates vy of the zeros of the L-functions L(s, f) with
f € F(Q). Indeed, for even orthogonal or symplectic families, we estimate this quantity.
However, for an orthogonal (resp. odd orthogonal) family, we expect half (resp. all) of
the L-functions in the family to trivially vanish at the central point due to the sign of
the functional equation. Therefore, for these two symmetry types, we define a slightly
modified quantity. As we shall see, in all four cases it becomes more difficult to solve the
associated extremal problem in analysis, stated in (5.3) below, when the corresponding
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measure is not the Lebesgue measure (as is the case for unitary symmetry). We do so
by establishing a bridge to the powerful theory of de Branges spaces of entire functions
[7], and by taking advantage of our explicit representations for the reproducing kernels
given in Theorems 3—7.

Before setting up the general problem, we first give an example to illustrate one of
the results. Using the notation in §1.3.2, we consider the even orthogonal family H,:r(N)
of holomorphic newforms of weight k, level IV, and ey = +1. As the level N — oo over
square-free integers, [29, Theorem 1.1] implies that we may take G = SO(even) and
A = 2 for this family. Therefore, Theorem 9 below implies that

log k2N
limsup min ’w’ 0.2185.
N —o00 ’yfr
fEH(N)

In other words, as N — oo over square-free integers, we see that there exist L(s, f) with
f € Hf (N) whose first low-lying zero is at most 0.2185. . . times the average spacing. The
fact that this quantity is less than the corresponding value of % in Hughes and Rudnick’s
result for Dirichlet L-functions is not surprising when we recall that the corresponding
density functions are Wy (z) = 1 and Wso(even)(z) = 1+ “gg;””, respectively. In both
cases the support is A = 2, so these densities indicate that we expect more zeros in
an even orthogonal family near the central point than we do for a unitary family. The

analysis of the problem detects this and we are able to obtain a stronger result.

We now set up our general problem, in which we work under the same hypotheses of
Theorem 2. When G = O or G = SO(odd), we are going to assume that there exists a
subset (J;c 7 Z(f) of the zeros at the central point such that

ngnoo|}_ Z > 1=< (whenG=0)
| i@z

and

lim Z Z =1 (when G = SO(odd)).

Qe ‘f | (T ez

When G € {U,Sp,SO(even)} we may simply regard Z(f) = 0. Hence, removing these
zeros at the central point that ‘naturally’ arise from the functional equation, our target
is to bound the quantity

limsup min
Q—oo VEZ()
feF(Q)

Vs logey
21 '

These assumptions remove the delta distributions from the original density functions
(1.4), and (1.3) becomes



18 E. Carneiro et al. / Advances in Mathematics 410 (2022) 108748

logcy
Jim |f DI ¢< ) /¢ ) Wes (a (1.13)
fef(Q) VrEZ(S)
where we are denoting
G':=G if Ge{U,Sp,SO(even)} ; O :=U ; SO(odd)*:= Sp. (1.14)

In other words, we have

sin 2wz

Wy (z) = Wos(z) =1 5 Wy () = Wso(oday (#) =1 — ;

2rx

sin 2wz
WSO(even)”(g:) =1+ :

2rx

Note here, by abuse of notation, that the entity G* no longer corresponds to the symmetry
group of the family. We have introduced this notation simply for convenience, so that
we can easily refer to the Hilbert spaces and the corresponding reproducing kernels that
we have already defined.

We establish the following result, as a consequence of a more general result within the
theory in de Branges spaces (Theorem 14 below).

Theorem 9. Under the same hypotheses of Theorem 2, let G* be given by (1.14) and
K = K¢ a be the reproducing kernel of the Hilbert space Hes . Let §o be the smallest

positive real zero of the function x — Re((1 — ix)K (i,z)). Then
vf logcy
limsup min ‘7 < &o-
Qoo WEZ(NH| 27

FEF(Q)

We shall see that this conceptual bound is the best possible with this method. In
the cases G € {U,0} (G* = U), from Theorem 3 we have Re((1 — iz)K(i,z)) =
M cos(mAx) and we immediately get § = 1/(2A), recovering the original result of
Hughes and Rudnick [28] via a different approach. The power of this framework becomes
evident in the other cases, in which we use the explicit representations for the reproduc-
ing kernels in Theorems 5 and 6. The table below collects some particular values of the

upper bound & = ({)q,xa for the height of the first low-lying zero (see Fig. 6 for the

plots):
A=1 A=4/3 | A=3/2 | A=2
G = G* = SO(even) 0.4215... | 0.3136... | 0.2815... | 0.2185...
G € {U,0} (G* =) 1/2 3/8 1/3 1/4
G € {Sp,S0(odd)} (G* = Sp) | 0.6457... | 0.5277... | 0.4836... | 0.3877...
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Fig. 6. Plots of the map A — (§0)g,»a for 1 < A < 2 and G = SO(even) (in blue), G € {U, O} (in orange),
and G € {Sp,SO(odd)} (in green).

1.5. Notation

Throughout the text we denote by 1 (resp. 0) the constant function equal to 1 (resp. 0)
on R (or on an alternative domain that should be clear from the context). The indicator

function of a set X is denoted by 1x. The space of continuous functions on R is denoted
by C'(R).

2. Extremal problems and the proofs of Theorems 1 and 2
2.1. The delta extremal problems

For G € {U,Sp,0,SO(even),SO(odd)}, and A > 0, let us assume throughout this
section the validity of the claim that the Hilbert space Hg »a and the Paley-Wiener space
Hra are the same (as sets) and have equivalent norms. This is proved in Section 3. For
each t € R, let us define the following classes of functions M : R — R:

5 A1) = {M e LY(R)NC(R) ; supp(M) C [-A,A]; M >0on R ; M(t) > 1}.
and

Aora (t) :

Note that, by Fourier inversion, each function M € L*(R) N C(R) with supp(]\/i ) C
[-A, A] is the restriction to R of an entire function of exponential type at most 2w A.
We consider here two extremal problems.

One-delta extremal problem. For G € {U, Sp, O, SO(even), SO(odd)}, A > 0 and t € R,
find:
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inf M(x) W, dz. 2.1
it [ 2@ We(a) da (21)
R
Two-delta extremal problem. For G € {U, Sp, O,SO(even),SO(odd)}, A > 0 and t € R,
find:
inf M(x) W, dx. 2.2
it M@ Wela) do (22)
R
The bridge that connects these two extremal problems to our Hilbert spaces is a
classical decomposition result due to Krein [1, p. 154]: a function M : R — R that

verifies M € LY(R) N C(R), supp(]\/i) C [-A,A]l and M > 0 on R can be written as
M(z) = |F(x)|* with F € Hyza = Hg za, and conversely.

The one-delta extremal problem (2.1) can then be reformulated in the reproducing
kernel Hilbert space Hg ra, in which one wants to minimize the norm [|F||3, =
||F||i2(]R,WG)7 subject to the condition |F(¢)| > 1. The solution now follows by an appli-
cation of the Cauchy-Schwarz inequality using the reproducing kernel (this idea dates
back at least to the work of Holt and Vaaler [26])

L |F@)]? = (F K (D < NFI e we) 1K @) Te@we) = 1E 172w we) K (#:1),
(2.3)
where K = K¢ a and (-,-) is the inner product in Hg ~a. The conclusion is that

(2.4)

MeA; A (1) K(t,t)

inf / M (2) We () do =
R

The infimum is attained and the unique extremal function M* = Mg 5, € A5 A(?)

(from the condition of equality in the Cauchy-Schwarz inequality (2.3)) is given by

K(t,x)|2-

M () = | R 7 (2.5)

Note that this function is even when ¢t = 0; see §4.1 below.

The solution of the two-delta extremal problem (2.2) falls under the scope of the
general framework of Carneiro, Chandee, Littmann and Milinovich [11, Lemma 13] (see
also the related works [33,36,45,46]). We state here this result for the convenience of the
reader.

Lemma 10. (cf. [11, Lemma 13]) Let H be a Hilbert space (over C) with norm || - || and
inner product (- ,-). Let v1,ve € H be two nonzero vectors (not necessarily distinct) such
that ||v1|| = ||ve|| and define

J ={z € H; |(z,v1)| > 1 and [(z,v2)| > 1}.
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Then

1/2
min ||z|| = 2
ved (loa )12 + [(vr, v2)]) ‘

The extremal vectors y € J are given by:

1/2
. 2 (c1v1 + cav2)

i) If (v1,v2) = 0, then y = , where c1,c9 € C
47 e ve) <(||v12+|<v1,v2>|)> for +val ve

with |e1] = |e2] = 1.

1/2
(i) If (v1,v2) # 0, and (vi,v2) = e~ |{v1,va)|, then y = ((’01”2 +2|<v1 v2>|)> X

c(e®vy + v9)

W, where ¢ € C with |C| =1.
1 2

As before, by Krein’s decomposition, the two-delta extremal problem (2.2) can be
reformulated in the reproducing kernel Hilbert space Hg ra, in which one wants to
minimize the norm HF||HG = HF||L2 R, W) Subject to the conditions

[F(t)] = [(F, K ()] > 1 and [F(=t)| = [(F, K(=t,-))] > 1,
In §4.1 below we verify a few properties of K, including the following:

(a) For each w,z € C we have K(w,z) = K(—w,—z). In particular, K(t,t) =
()2, wey = IE (=) 2wy = K (=t =) > 0.

(b) The function z — K(t,z) is real entire for each ¢ € R. Hence K(t,—t) =
(K(t,"), K(—t,-)) = (K(—t,),K(t,-)) = K(—t,t) is real-valued.

This puts us in position to apply Lemma 10 and conclude that

2
K(t 1)+ | K(t,—t)|

inf /M ) We(x) de (2.6)

MeAsz-a(t)

Lemma 10 tells us that this infimum is attained and the function M = Mg a ¢ € A2-a(t)
given by*

M(x):K(t,:c)erK(ft,:c)QJrngn( (t,—t)) K(t,z) K(—t,z) @7
(K(t,t) + |K(t,—t)])?

4 Recall that sgn : R — R is defined by sgn(t) = 1, if t > 0; sgn(0) = 0; and sgn(t) = —1, if t < 0. In
the case K (t, —t) = 0, we are choosing constants ¢; and c2 in Lemma 10 (i) with Re(c1¢2) = 0 to arrive at
(2.7).
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Fig. 7. Plots of the extremal function M in (2.14) when ¢t = 1/4 (on the left) and when ¢t = 2 (on the right).

is an extremizer in general, being unique if K (¢, —t) # 0. Note that M is an even function
with M(£t) = 1.

REMARK: It is interesting to observe how much the solution of the two-delta extremal
problem improves over the simple superposition (addition) of the two solutions of the
one-delta extremal problem at ¢t and —t. The latter construction would give an answer
of 2/K (t,t) instead of the right-hand side of (2.6). The improvement is more significant
when [t] is small, as illustrated in Fig. 7.

2.2. Proof of Theorem 2

Let us start with part (ii). Fix ¢ > 0. Using (1.1) and (1.2), for any non-negative
function ¢ : R — R with ¢(£t) > 1 we have

2 2mit
7@ 2 0”?L<”logc ’f>

feF(@Q) "2
1 2mit 2wt —
i = {et (o e 1) et (o )
(2.8)
1 2mit 2mit
T @) E;Q){OY§L< ey 1) et (o 1ogcf’f)}
Z ZQS lOng
| (

fE-F(Q

Assuming that estimate (1.3) holds for such ¢ we would have, from (2.8) and (1.3),

. 2 2mit . logc
lim sup F O] Z rcll ( oge; f) < limsup ——— ]__ Z Zd)( f)

Qe - Qe 150

feF (@) °72

- / $(x) We (x) da, (2.9)
R
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and this is how our two-delta extremal problem arises, in order to minimize the right-
hand side above. Hence, if estimate (1.3) holds for the extremal function M defined
n (2.6)—(2.7), we are done. Although M is an entire function, it may not belong to
the Schwartz class as we are assuming in the hypotheses of the theorem. This is no
major concern as we can proceed by standard approximation arguments. For instance,
let ¢ : R — R be an even, non-negative function, with supp(y) C [-1,1]; [ ¢(y)dy = 1;
and @ non-negative. For € > 0, let ¢ (y) := L¢(£). For 0 < § < 1 let M°(z) := 6M(dz).
Then J\//t\‘s(y) = J\A/[(%) and one sees that supp(J\/@\‘;) C [-0A,A]. Hence, if 0 < e < A—JA
we have that supp(J\//E\‘S * (pa) C(—=A,A). For 0 <e <A —§Alet

M () @z ()

MO (B)i=(t) -

Note that @:(t) = p(et), and we can always choose e small enough so that this quantity

¢2(x) =

2)®)

is positive (recall that $(0) = 1 and ¢ is ﬁxed) Hence, ¢9 is an even and non-negative
Schwartz function, with ¢(+t) = 1 and supp(¢5) (=A, A). In particular, we can plug
#% in the mechanism (2.8)—(2.9). One can verify that, given any 7 > 0, it is possible to
choose 0 < 6 <1 (d close to 1), and 0 < e < A —dA (e close to 0) such that

/¢6 WG /M WG dz | + 9.

This concludes the proof of part (ii).

Part (i) is simpler. For any non-negative function ¢ : R — R with ¢(0) > 1 we have

Z qu( 10gcf). (2.10)

fEf(Q) Vs

1
FaQ 2 e

FeF@Q) °T

[N

If estimate (1.3) holds for such ¢ we would have, from (2.10) and (1.3),

. 1 ) logcy
limsup ———— Z ord L(s, f) <limsup Z Z¢< s >
Q—o00 |‘F'(Q)| fe]:(Q) $= 2 @—o0 | fe]:(Q) vf 27T
:/¢(x) We () d. (2.11)
R

This brings us to the one-delta extremal problem at ¢t = 0. If estimate (1.3) holds for
the extremal function M* defined in (2.4)—(2.5), we are done. If not, we proceed with an
approximation argument as above.

REMARK: Without the duality hypotheses (1.1)—(1.2) one can still proceed as in
(2.10)—(2.11) (provided that estimate (1.3) holds for Schwartz functions ¢ : R — R
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with supp(a) C (—A, A)) using the one-delta extremal problem to prove, for any t € R,
that

1 2mit 1
lim sup ——— ord L (s + , f) < . 2.12
Q= |[F(Q)] feg(:@) s=1 log ¢y K(t,t) (2.12)

Note that (1.8) is generically sharper than (2.12), for ¢ # 0.
2.3. Proof of Theorem 1

Theorem 1 is a particular case of Theorem 2, but we briefly give here the details. For
g prime, and an even and continuous function ¢ : R — R with supp(gg) C [-2,2] and
such that |¢(x)| < (1 + |z])~*7° for some § > 0 as |x| — oo, Hughes and Rudnick [28,
Theorem 3.1] proved that

71 2 (i) - freeo(mg)

x (mod q) Vx
X7#X0

where % + @7, runs over the non-trivial zeros of L(s, ), counting multiplicity. This is
estimate (1.3) in the regime G = U and A = 2. In this Paley-Wiener space, we have
K = Ky 2x given by

Koy = 222260

Hence, our extremal function M defined in (2.6)—(2.7) is (recall that ¢ > 0 is fixed)

2 2
sin 27 (z—t) sin 27 (z+t) . sin 27 (z—t) sin 27 (z+t)
T a—1) ) + ( T (+0) ) + 2sgn (sin 47t) ( T a—1) ) ( Py o )

(2+ |95 )°

M(z) = (

(2.14)
Note that |[M(z)| < |z|72 as |z| — oo. Proceeding as in (2.8) and using (2.13) (with
¢ = M) one arrives at

1 2mit log q
—_— dL M
mr X edi(sr it <y X Sa(ng)
X (mod q) ° =3 x(mod q) Vx
X#X0 X#X0

:%R/M( )dx—i—O(l;q)
) o)

sin 4wt
47t

N | =

This completes the proof of Theorem 1.
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3. Hilbert spaces and Fourier uncertainty

We now establish the equivalence of norms between the spaces Hg ra and H,a defined
in §1.2.2. We follow the outline of [11, Lemma 12], where a similar equivalence of norms
was proved for Hilbert spaces associated to the pair correlation of zeros of the Riemann
zeta-function. The fundamental tool for this purpose is the uncertainty principle for the
Fourier transform, which appears in many different forms in the literature. We recall here
the version of Donoho and Stark [15], which is particularly well-suited for our argument.

Lemma 11. (cf. [15, Theorem 2]) Let S,T C R be measurable sets and let F € L*(R)
with ||FHL2(R) =1. Then

IS|M2 T2 21— ||F Arellzem) — I1F - 1risllzew),
where |S| denotes the Lebesgue measure of the set S.

The following qualitative result is enough for our purposes, and we present it here in
the main text for its simplicity. With some additional work, it is possible to go further
and obtain the sharp forms of the inequalities presented in (3.1), below. We discuss such
matters in an appendix at the end of the paper.

Proposition 12. Let G € {U,Sp, 0,SO(even),SO(odd)} and A > 0. Let F : C — C be
an entire function. Then F' € Hya if and only if F € Hg -a. Moreover, there exist
positive constants CT and C~, that may depend on A, such that

C™|F|lL2m) € IF L2, we) < CHIF|l 2wy (3.1)
for all FF € Hyn.

Proof. If F € H A, then supp(ﬁ) C [—%, %} By Fourier inversion, the Cauchy-Schwarz

inequality, and Plancherel’s theorem, we get
2

~ ~12

—p

A
2

Hence, using the trivial bound ]M‘ < 1, it follows from (1.4) and (3.2) that

2mx
IF 122 we) < 2+ A) [ Fl L),

for any of the symmetry groups G. This shows that F' € Hg »a and verifies the rightmost
inequality in (3.1).
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Conversely, assume now that I € Hg ra. Since F' is entire, it is in particular con-
tinuous at the origin, and this leads us to ||F||z2r) < oo. Hence F' € Hya. It remains

to show the existence of a positive constant C~ in (3.1), independent of F. Letting
T=[- 81Aa SA] and S = [75, %] in Lemma 11 we plainly get
—||FHL2(R) |F . 1r\7 | L2 (R) (3.3)

Let 0 < n <1 (n may depend on A) be such that

sin 2wz

(3.4)

2
1 <1-
n R\T(x) 2rx

Then, for any of the symmetry groups G, from (3.3), (1.4) and (3.4) we have
TIFl@) <nllF-1rrlem < IFle@we-

This verifies the leftmost inequality in (3.1) and concludes the proof. O

4. Reproducing kernels

In this section we establish the explicit representations for the reproducing ker-
nels presented in Theorems 3-7. Throughout the section we continue to let G €
{U, Sp, 0,SO(even),SO(odd)} and A > 0.

4.1. Basic properties

We start our discussion by proving a few basic properties of the reproducing kernel
K = K¢ »a that were already used in §2.1. These essentially follow from the definition
(1.5) and the fact that Wg(z) is even and real-valued (as a distribution). Let (-,-) and
I - || be the inner product and the norm in the Hilbert space H¢ ra, respectively.

(P1) We have observed that, for each w € C, we have K(w,w) = [|K(w,-)||* = 0. If,
for some w € C, we had K(w,w) = 0, this would mean that K(w,-) = 0 and hence
F(w) = (F,K(w,-)) =0 for all F' € Hg ~a. However, the function F(z) = %
belongs to H.a (and hence to H¢g, »a) and verifies F'(w) = 1, a contradiction. Therefore,
we must have K (w,w) > 0 for all w € C.

(P2) If F € Hg »a and we let H(z) = F(—z), using the fact that the density function
We¢ is even we get

F(w) = /H K(—w,z) Wg(z )dxz/F(m)K(—w,—J;) We(x)de.
R

From the definition (1.5) of the reproducing kernel (and its uniqueness), we must have,
for each w, z € C,
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K(—w,—z) = K(w, 2).

(P3) For each w,z € C, with F' = K(z,-) in definition (1.5) we get

K(z,w) = /K(z,x) K(w,z) Wg(z)dx = /K(w,x) K(z,2) Wg(x)dz
R R

I
=
E

&

(P4) If F € He xna then F*(2) := F(Z) € Hg »a. Hence

F(w)=F*(w) = /F*(:C)K(E,x) Wea(x) dz:/F(x) K(w,z) Wg(z) dz.
R R

From the uniqueness of the reproducing kernel, we are led to the conclusion that

K(w,

N}

) = K(w, 2)

for each w, z € C. In particular, for ¢t € R the function z — K (t, z) is real entire.

We are now ready to move into challenge of describing the reproducing kernels explic-
itly.

4.2. Cases G € {U,0} and A >0

When G = U and A > 0, we have Hy »a being the classical Paley-Wiener space Hra
for which the reproducing kernel can be easily computed via Fourier inversion:

Kuna0.2) = Kus(.2) = 7 2C 20

When G = O and A > 0, we need an adjustment to incorporate the term $8o(z) in the
definition (1.4). In fact, a direct verification in (1.5) shows that

Kona(w, 2) = Kya(w,2) (%)Kﬂ(a 2)

_ sinTA(z — W) 1 (sin 7rAz> (sin ﬂ'AE)

r(z—w)  (2+A)\ 7z T
This establishes Theorems 3 and 4.
4.3. Cases G € {Sp,SO(even),SO(odd)} and 0 < A <1
If G € {SO(even),SO(odd)}, observe from (1.9) that

Waly) = Wol(y) for ye[-1,1]. (4.3)



28 E. Carneiro et al. / Advances in Mathematics 410 (2022) 108748

Hence, if 0 < A < 1, directly from the definition (1.5), identity (1.10) (applied to
¢(z) = F(z) Kgra(w,z), that verifies supp(¢) C [-A,A] when F € Hg ra), and
(4.3), we conclude that

K50 (even),=a (W, 2) = K30 (odd),xa (W, 2) = Ko za(w, 2)
_ sinTA(z — W) 1 (sin WAZ) (Sin WA@)

m(z—w)  (2+A) Tz Tw
When G = Sp we notice that

o —

Wsp(y) = 00(y) — 3 1-1(y) = do(y) — L = (1~ 80)(y) for ye[-1,1]. (4.4)

Hence, for 0 < A < 1, using (1.10) and (4.4), we may perform an adjustment similar to
(4.2) to conclude that

K ,0
Kapra0.2) = Kealw,2) + (52050 ) s 0.9

_ sinTA(z — ) n 1 sinTAz\ [sinTAw
 w(z—w) (2—A) Tz Tw '

(4.5)

This establishes Theorems 5, 6 and 7 in the regime 0 < A < 1.
4.4. Relation between SO(odd) and Sp

From (1.4) we have Wso(oda)(z) = Wsp(x) 4 do(x). In such a situation, where the
two densities differ by a Dirac delta, one can relate the reproducing kernels, as already
exemplified in (4.2) and (4.5). In this particular case, one can check directly from the
definition (1.5) that, for any A > 0,

KSp,ﬂ'A (wa 0)

— = Kgspxa(0, 2).
1+KSP,WA(O,O) Sp, A( Z)

Ks0(odd),na (W, 2) = Ksp ra(w, z) —
This concludes the proof of Theorem 7.
4.5. Interlude: considerations from Fredholm theory

We are left with the harder task of finding explicit representations for the reproducing
kernels in the cases G € {Sp,SO(even)} and A > 1. We start with a useful auxiliary
lemma.

Lemma 13. Let A > 0 and w € C.
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(i) There ezist unique functions uj, and uy, in L*(R), with supp (u) C [ 5, 5], such
that
1 v
ul(y) £ 3 / ut(s)ds = e 2™ for a.e. y € -5.5] (4.6)
y—1
(ii) Define entire functions k, and k., by
A
2
k) = [ ub) @ ay
_A
2
Then
KSO(even)JrA (U), Z) = kiJE (E) and KSp;n-A (w’ Z) = kuw (E) (47)

Proof. Throughout this proof let I := [f%, %]

Part (ii). Assume for a moment that we have proved part (i). The Fourier transform of
the function kf(z)(1 £ 3527%) is u(y) + §(ud = 1_1,1))(y) and the latter, by (4.6),
agrees with e ~2™¥ on [ (as L-functions). Therefore, by the multiplication formula for

~

the Fourier transform, if F' € H,a (hence supp(F) C I), we have

/ Fa) <k3§ (@) <1 4 Si; 2”)) dz = / Fly) =270 dy — F(w).
R I

e
This leads us to (4.7).
Part (i). The operator T : L?(I) — L?(I) defined by
1 1
()W) = 30 1)) = 5 [ Lrn=s)uls)ds (for y e 1)

I

is a Hilbert-Schmidt operator (and hence compact) since the kernel (y,s) — 3 1(_1 1(y—
s) belongs to L2(I x I). In (4.6) we seek to solve the functional equations

(u =+ Tu)(y) = e 2™ in L*(I).

By Fredholm’s alternative, each of these equations has a unique solution in L?(I) if and

only if the homogeneous equations

utTu=0 in L*(I)
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admit only the trivial solution. Let us verify that this is indeed the case. Assume that
u € L%(I) is a solution of u & T'w = 0. This means that

u(y) = Fo / u(s) ds (4.8)

In[y—1,y+1]

for a.e. y € I. Hence, we may assume without loss of generality that u is absolutely
continuous on I, since the right-hand side of (4.8) is. We now argue with a maximum
principle in mind. Let M = max,¢s |u(y)|, and assume that M > 0. Let yo € I by the
minimal value of the set {y € I ; |u(y)| = M}. Then, from (4.8),

M = |u(yo)| < / lu(s)| ds + / lu(s)|ds | < M, (4.9)

IN[yo—1,y0] IN[yo,yo+1]

1
2

a contradiction. Note that, in our setup, the first of the integrals in (4.9) must be strictly
less than M, while the second is less than or equal to M. Hence we must have u = 0.
This concludes the proof. O

Lemma 13 establishes that the functions ;! and u;,, which are essentially the Fourier
transforms of our reproducing kernels, are the functions in L?(I) given by

uf = Id+T)"* (e_%i“’(')> and wu, = (Id —T)™* (6_2”“’(')) .

Inverting these operators is a task that involves a certain computational cost. Our pro-
posed method has two stages. In the first stage, starting from equation (4.6), one will
successively differentiate and manipulate the equations in order to achieve a differential
equation that must be satisfied by u in each of a few subintervals of I. These are what we
call the descending steps, and the difficulty is that the degree of the final differential equa-
tions satisfied by u grow with the parameter A. In the second stage, one must retrace the
steps in the hierarchy of differentiation to figure out the constant terms that appeared
(which, in our case, are in fact functions of the variable w). This ultimately leads to a
linear system of equations (which is well-posed since Lemma 13 shows that a solution
exists and is unique). These are what we call the ascending steps. In the next subsections,
we run this method to solve the functional equation in the case 1 < A < 2 and similar
ideas could be applied to treat the cases A > 2. Similar computational challenges and
strategies appear in a related step in the approach of Freeman and Miller [19,20], which
is essentially equivalent to the discussion below in the particular case w = 0 (see also
the work of Bernard [6]).
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4.6. Case G =S0(even) and 1 < A <2

We now complete the proof of Theorem 5. With the notation of Lemma 13, fix w € C
and let v = wu},. We may assume that u is an absolutely continuous function on the
interval [—4, £], and that u is zero on R \ [-4, 4] (u is not necessarily a continuous

function on R). The function u verifies

y+1
1 .

u(y) + 3 / u(s)ds=e 2™ forall —2 <y< 5. (4.10)

y—1

4.6.1. Descending steps
By the fundamental theorem of calculus, since supp(u) C [—%, %]7 we get

W (y) — suly — 1) = —2miwe ™Y for 1-5 <y<45; (4.11)
u'(y) = 2miwe Y for S —1<y<1l-—%; (4.12)
u(y) + su(y +1) = —2miwe ™Y for —L <y<S -1 (4.13)

Note that, if A = 2, equation (4.12) should be disregarded. The general solution of (41.12)
is

u(y) =e > + D(w) for £ -1<y<1—

vl >

For 1— % <y< %, by differentiating (4.11), and adding up half of (4.13) with y replaced
by y — 1, we get

1
u(y) + ~u(y) = (- 4rw? — miwe

2miw
1 )

e 2miwy, (4.14)
Assume for a moment that w # £1/47. The general solution of (4.14) is

u(y) = A(w) e/? 4 B(w) e~ W/ 4 C(w) e 2T for 1 — % <y < %, (4.15)

—16m2w? — 4w 2™

Clw) = 1 — 1672w?

An analogous reasoning shows that

u(y) = Ar(w) e¥/? + By(w) e /2 + C(w) e 2"V for — % <y <

v P>

1. (4.16)
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4.6.2. Ascending steps

At this point, we must retrace the steps in the hierarchy of differentiation to figure
out the constant terms (in the variable y). Using (4.15) and (4.16) in (4.11) (or in (4.13))
we get

Aj(w) =ie’? A(w) and Bi(w) = —ie "2 B(w).

It is then enough to determine A(w), B(w) and D(w). We need three pieces of information
to set up a linear system of equations. There are different ways of doing this, by evaluating
(4.10) at particular points and/or by evaluating the continuity conditions of u at the
junction points of the internal subintervals. We choose the following system:

arA(w) + a1 B(w) + (352) D(w) = E(w)

b1A(w) + by B(w) + (352) D(w) = E(w) ; (4.17)
TA(w) +7B(w) — 2D(w) = F(w),

~

3

where ay = eAi/4 4 je(2=D)i/4 _ joi/d, b oAi/4 L o(2-A)i/4 _ (2-N)i/4, o .
e2=D)i/4 | jehi/a

2 cos(mAw) + driwe TAW — T(2=A)iw sin(m(2 — A)w)

FE = _ )
(w) 1— 1672w? 2mw(l — 1672w?)

and

2cos(m(2 — A)w) — 8rw sm(7rAw)

F =
(w) 1— 1672w?

The first tWO equations in (4.17) come from the evaluation of (4.10) at the points y = 5
and y = —5. The third equation in (4.17) (which is not necessary if A = 2) comes from
taking the Contlnmty condition of u at the points y =1 — % and y = % — 1 and adding

them up to get matters in a slightly more symmetric form.

In (4.17), multiplying the third equation by ( ) and adding it up to the first two
equations yields

w1tha—a1+( )Tb—b1+( )7' and

At this point we get
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bG(w) — a( (E)
ab — ab

aG(w) —bG(w)

— 4.18
ab — ab ( )

A(w) = ; B(w) =
One can check that for 1 < A < 2 the denominator in (4.18) is indeed non-zero. We can

then find D(w) from the third equation of (4.17).

We have now completely determined u = u,. Then

vl

kb (2) = [ uly)e™¥ dy

> o

-1 1-4
u@) g+ [ u) ey [ u) e

-1 1—

>

I
—

vl
vl
vl

A(w) (ie=271% 4 1) (eAmiz+i/4) _ 2=A)(miz+i/4))
2miz +1i/2
B(w)( — ie~2miz 4 1) (eAriz=i/) _ o(2=A)(riz=i/1))
2miz — /2
C@)(— e ™) 4 o= m(2-R)iGw)) 4 O(y) (7AW — ¢m(2-A)i-w))
2mi(z — w)
D) sin(x(2 = A)2) _ sin(x(2 — A)(z ~ w)
Tz m(z — w) ’

+

_|_

+

From (4.7) we have Kgo(even) (W, 2) = ki (Z). This leads us to the proposed explicit
expression for Kgo(even),ra(w, z) in Theorem 5. Finally, from (4.1), the function w
K30 (even),=a (W, 2) is entire. Hence, the cases w = +1/47 that we had left behind are

removable singularities.
4.7. Case G=Sp and 1 < A <2

The procedure is entirely analogous to what we did in §4.6, following it line by line,
now with u = u, solution of

y+1

1 s
U(y)——/u(s)dSZe Ty forall — £ <y <

wolp>

2
y—1
We omit most of the details for simplicity. One just has to be careful with some sign
changes that will appear in the auxiliary constants and functions. In the statement of
Theorem 6 we denote the auxiliary constants and functions with the same letters as in
Theorem 5 to reinforce the indication that they play the exact same roles as in §4.6. In
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addition to the auxiliary variables stated in Theorem 6, we have the following ones that
appear along §4.6:

A(w) = —ie’? Aw) ; Bi(w)=ie /?B(w);

4y = €D oD/ L Ni/A N (2-)i/4 (2= A)i/4,

The system of equations (4.17) becomes
aA(w) + a7 B(w) — (352) D(w) = E(w);

by A(w) + by B(w) — (
rA(w) + 7B(w) — 2D(w) = F(w),

with

Bw) = 2 cos(mAw) — dmiwe AW — er(2—A)iw sin(m(2 — A)w)
o 1 —16m2w? 2rw(1 — 1672w?2)

and

_ 2cos(m(2 — A)w) + 8rwsin(rAw)
B 1 — 1672w?

F(w) :

This leads to the result stated in Theorem 6.
5. De Branges spaces and the existence of low-lying zeros

This section brings a general discussion on the problem of establishing the existence of
low-lying zeros for families of L-functions, generalizing the work of Hughes and Rudnick
in [28, Theorem 8.1] for all the symmetry types, providing an alternative approach to the
work of Bernard [6]. We shall obtain Theorem 9 as a corollary of a much more general
extremal result (see Theorem 14 below).

5.1. The Hughes—Rudnick extremal problem

Recall that our goal is to bound the quantity

F) ;= limsu min
B Q~>oop vrEZ(S)
fEF(Q)

)

s logcey
2T

introduced in §1.4. Suppose we have an even (real-valued) Schwartz function ¢ with

-~

supp(¢) C (—A, A) that verifies ¢(z) < 0 for |z| < a, and ¢(x) > 0 for |z| > a, for some
a>0.If
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o |}' Z > ¢< logcf)<0, (5.1)

fEf(Q) 1 EZ(F)

then we can conclude that 5(F) < a. Hughes and Rudnick [28] make the natural choice
#(z) = (22 — a?) g(x), with g even, Schwartz, non-negative and supp(g) C (—A, A) (and
hence supp(¢) C (—A, A) by the Paley-Wiener theorem). From (1.13) and (5.1) we then
need

1
0> gm0 X o(ng) = /¢ JWerls

fo(Q)'YﬁZZ )

which is equivalent to

a> (Jr2® g(z) Wes (2) dx)l/Q,
(ng ) Was(x)d )1/2

Recalling Krein’s decomposition theorem [1, p. 154], that such g must be of the form

(5.2)

g(x) = |F(x)|? for some F € Hg: ra, this leads us to consider the following extremal
problem: find

2 Fll2 (R, Wez)

5.3
075F€ch o I L2@®, wey) (53)

Agan =

We shall see below that the infimum in (5.3) is attained by an even extremal function
0 # ¥ € Hgt na- With an approximation argument along the same lines of §2.2, one may
choose a Schwartz function g (close to |§|?) in (5.2), yielding any arbitrary a > Ag a.
The conclusion is that

B(F) < Agza. (5.4)
5.2. De Branges spaces

Our aim is to connect the extremal problem (5.3) to the beautiful theory of de Branges
spaces of entire functions [7]. In order to do so, we start by very briefly reviewing some
of the main elements of this theory, and we invite the reader to consult [7, Chapters 1
and 2] for the relevant additional details. Recall that, for an entire function F : C — C,
we define the entire function F* : C — C by F*(z) := F(z). We denote by C* = {z €
C ; Im(z) > 0} the open upper half-plane.

Given a Hermite-Biehler function ¥ : C — C, i.e. an entire function that verifies
|E(Z)| < |E(z)| for all z € C*, the de Branges space H(E) associated to E is the space
of entire functions F': C — C such that
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1F 134k = /|F($)|2 |B(2)| 7 do < o0, (5.5)
R

and such that F/E and F*/E have bounded type and non-positive mean type® in C ™.
This is a reproducing kernel Hilbert space with inner product

oo

(F.Gur) = [ F) G0 [E@)] 2 da.

— 00

The reproducing kernel (that we keep denoting by K(w,-)) is given by (see [7, Theorem
19])

2mi(w — 2)K (w, 2) = E(2)E* (W) — E*(2)E(W). (5.6)

Associated to E, one can consider a pair of real entire functions A and B such that
E(z) = A(z) —iB(z). These companion functions are given by

(B(z) + E*(z)) and B(2):= L(E(z) - E*(2)). (5.7)

A(z) = 5

| =

and note that they can only have real roots, by the Hermite-Biehler condition. The
reproducing kernel has the alternative representation

w(z —w)K(w,2) = B(2)A(w) — A(z) B(w) (5.8)
and, when z = w, one has
1K (zZ,z) = B'(2)A(z) — A'(2)B(2). (5.9)

We shall only be interested in the situation where K(w,w) = || K (w, )||§_£(E) > 0 for all
w € C, which is equivalent (see [26, Lemma 11]) to the statement that F has no real
zeros. In this case, from (5.9), one sees that all the roots of A and B are simple. The set of
functions T'y := {K(&,-) ; A(§) = 0} is always an orthogonal set in H(F). If A ¢ H(E),
the set I'4 is an orthogonal basis of H(E) and, if A € H(E), the only elements of H(E)
that are orthogonal to I'4 are the constant multiples of A (see [7, Theorem 22| with
a = m/2). In particular, if A ¢ H(E), for every F' € H(E) we have

F
F(Z)ZA@Z»OKPESQ K62 ol [Pl = Y B

5 A function F, analytic in Ct, has bounded type if it can be written as the quotient of two functions
that are analytic and bounded in CT. If F' has bounded type in CT, from its Nevanlinna factorization [7,
Theorems 9 and 10] one has v(F) := limsup,_, ., y~!log|F(iy)| < co. The number v(F) is called the mean
type of F.
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The most basic example of a de Branges space is the classical Paley-Wiener space Ha, in
which one can take E(z) = e"™% A(z) = cos(rAz) and B(z) = sin(7Az), and (5.10) is
well-known by Fourier analysis methods. In full generality, (5.10) provides a remarkable
extension of Plancherel’s identity and plays an important role in our approach.

We now draw the reader’s attention to another relevant ingredient in our strategy: the
ability to construct a de Branges space that is isometric to a given reproducing kernel
Hilbert space of entire functions. That is, instead of constructing K from FE as in (5.6),
sometimes it is also possible to construct E from K (not necessarily in a unique way).

In our particular situation, letting K = Kgu a be the reproducing kernel of the
Hilbert space Hgt a we define the function L = Lgy ,a by

L(w, z) :=27i(w — z) K (w, 2) ,

and the entire function £ = Egt A by

E(z) := I z))é (5.11)

One can show that F is a Hermite-Biehler function such that
L(w,z) = E(z)E*(w) — E*(2)E(wW) ; (5.12)

see [11, Appendix A] for the details. This implies [7, Theorem 23] that the Hilbert space
Het = is equal isometrically to the de Branges space H (E), which yields the key identity

1P g = 1P, = [ IP@F Wor @) do
R
= [1F@) @] do = [Fe. (5.13
R

Note that one does not necessarily have Wg: (z) = |E(x)| ™2 a.e. Writing E(z) = A(z) —
iB(z), with A and B as in (5.7), from the basic properties of K in §4.1, one plainly sees
that A is even (which is going to be important for our argument) and B is odd. We also
have that A(0) # 0, since otherwise we would have a double zero at = 0 (recall that A
is even), and by (5.9) this would contradict the fact that K (0,0) > 0.

REMARK: The construction of E such that Hg: . is equal isometrically to H(E) is not
unique. In fact, for any o € C*, one can choose E,(z) := L(a,z)/L(c, )2 in place
of (5.11). This is a Hermite-Biehler function, identity (5.12) continues to hold (with E
replaced by E,) and the corresponding de Branges space H(F,,) is equal isometrically to
Het =ni see [11, Appendix A]. We choose o = i for simplicity. Generally, the functions
E, are different for different values of «, and one actually has a family of identities
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given by (5.13). If one writes E, = A, — iB, as usual, one can show that whenever
a = it, with ¢ > 0, then A;;/A; and B;;/B; are real positive numbers (not necessarily
the same). In particular A;; and A; have the same zeros. When « is not purely imaginary,
the companion function A, is not necessarily even. For example, for the Paley-Wiener
space Hra, one starts with K (w, z) = sin(rA(z —w))/(n(z — w)) and hence L(w, z) =
—2isin(rA(z —w)). If a = it, with ¢t > 0, we have

Fir(2) 2sinh 1At cos tAz — 2¢ cosh mAt sin tAz (5.14)
it\Z) = . .
(2sinh 27AL)?

In this case, it is interesting to notice that none of these functions E,, for « € CT, is
actually equal to the ‘classical’ generator F(z) = e~™2% If we let t — oo in (5.14) we
would then recover the classical one.

5.8. Solving the extremal problem in a broader setting
We are now in position to state and prove the main result of this section.

Theorem 14. Let E be a Hermite-Biehler function with no real zeros and such that z —
E(iz) is real entire. Let H(E) be the associated de Branges space with reproducing kernel
K. Let A := %(E + E*) and let & be the smallest positive real zero of A. Then

12 Fllogm)

AE = = G0-

= n - 7
0£FEeH(E) [|F (k)
The unique eztremizers are F(z) = c(K (&, z) + K(&, —2)), with ¢ € C \ {0}.

Proof. Letting B = %(E - E*), the fact that z — FE(iz) is real entire is equivalent to
the statement that A is even and B is odd. Note that A(0) # 0, otherwise we would
have K(0,0) = 0 by (5.9), which in turn would imply that E(0) = 0, a contradiction.
In what follows we denote X (E) := {F € H(E) : zF € H(FE)}. One can check directly
from (5.8) that the proposed extremizers are non-zero functions in the subspace X' (E).

We start with the most typical case A ¢ H(E). Let 0 # F € X(E). From (5.10) we
get

FOI" 1 €12 | F(e))?
1|2, ) = | <= LIS
e A(EZ)_O K¢ = & A@Z)_O K(&,9)

1
] I2F 3y (5.15)

This plainly shows that Ag > &. In order to have equality in (5.15) one must have
F(&) =0 for each £ € R such that A(§) =0 and £ # +&y. By the interpolation formula
in (5.10) (recall that K (&, &) = K(—&o, —&o) in our setup) we get
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1
F(z) = m(F(&) K (&, 2) + F(—&) K(—&o, 2)). (5.16)

From (5.16) and (5.8) note that

2F(z) = 2B ey peg)) 4 0FE0) e g

_ (—o0) F(—fo)K
K (€o,0) K (£o0,&0)

K (&0, &o) (=0, 2)-
(5.17)
One then sees that zF' € H(E) if and only if F(&) = F(—&o) (recall that B(&) # 0

since E has no real zeros). Hence Ag = £ and the extremizers have the proposed form.
We now consider the case A € H(E). By [7, Theorem 29] a function G € H(E) is
orthogonal to X'(E) if and only if it is of the form G(z) = uA(z) + vB(z) for constants
u,v € C. If there exists such a function G with v # 0, we find that B € H(E) and hence
E € H(E), contradicting (5.5). Hence X (E)* = span{A}. Recalling the discussion in
§5.2, that T4 U {A} is an orthogonal basis of H(E), if 0 # F € X(E) we have
Il = 3 FOF _1 > €% [F(o)|”
H(E) — K N 2 K
A(f):O (575) 60 A({):O (gag)

1
< & 12F3ymy- (5.18)
&0

This shows that Ag > &. In order to have equality in (5.18) one must have F(§) =0
for each ¢ € R such that A(¢) = 0 and § # +&), and zF L A. By the interpolation
conditions, F has a representation as in (5.16). By (5.17) one sees that zF L A if and
only if F(&) = F(—&o). This leads us to the same extremizers as before and to the
conclusion that Ag =§p. O

5.4. Proof of Theorem 9

The solution of our original extremal problem (5.3) is then a corollary of Theorem 14,
applied to the Hermite-Biehler function £ = Egs ;A given by (5.11). One has

AG,TrA = 507

where & is the smallest positive real zero of the even function A(x) := Re (Eg: -a(2)).
Inequality (5.4) plainly leads us to Theorem 9.

6. Appendix: sharp embeddings
6.1. Sharp constants
In this appendix, we are interested in determining the values of the sharp constants

HF||L2(]R,WG) ||FHL2(R7WG)

C- ;= _inf and CF = sup
G,mA F G,mA F
petea [IFlram FEHea 1F L2 (R)
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associated to inequality (3.1), and investigating the extremizing functions; see [12,
Appendix B] for a related problem involving Hilbert spaces of entire functions asso-
ciated to the pair correlation of zeros of the Riemann zeta-function. Our study con-
siders the cases of Theorems 3-7, that is, when G € {U,0} and A > 0 and when
G € {Sp,SO(even),SO(odd)} and 0 < A < 2. The methods below could be imple-
mented to treat the latter cases in the regime A > 2, at a higher computational cost.
When G = U we have Hy »a being the Paley-Wiener space H,a and there is nothing to
do. We have then 8 sharp constants to determine, and these are described in the results
below.

Theorem 15 (Sharp constants: orthogonal symmetry). For any A > 0 we have

- A
CO’ﬂAzl and CoﬂA* 1+ 3.

Theorem 16 (Sharp constants: even orthogonal symmetry).
(i) For 0 < A <1 we have

Cgo (even),7A =1 and C

A
SO( even),TrA I+ 2

(ii) For 1 < A <2, let ™ and n~ be the largest and the smallest real solutions of

(% + %) cos (%—;1) + sin (Az—;l) =1.

Then

CgO(cvcn),wA = 1+ m and CSO(even) A~V L+ 77+ '

Theorem 17 (Sharp constants: symplectic symmetry).
(i) For 0 < A <1 we have

Cgp’ﬁA— 1—% and CZF =1.

Sp,mA T

(ii) For 1 < A <2, let ™ and n~ be the largest and the smallest real solutions of
(% + %) cos (%—;1) + sin (Az—;l) =1

Then

Csfprf\/l—v]+ and C;rpﬂA 1—n

Theorem 18 (Sharp constants: odd orthogonal symmetry).
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(i) For 0 < A <1 we have

C;O(Odd),ﬂ'A

A
1 and C7 5 -

SO(odd),ﬂ’A L+

(ii) For 1 < A <2, letn™ and n~ be the largest and the smallest real solutions of

(% — %) cos (AQ—;l> — sin (AZ—;l) =1.
Then

Csooddy,na = V1 +17

and  Cdpqqy-a = V1+0T.

6.2. Interpolation formulas and the proofs of Theorem 15 and parts (i) of
Theorems 16-18

If F € Hya, from the Paley-Wiener theorem and Plancherel’s identity, it is a well-
known fact that the norm || F|[z2(g) can be inferred from (1/A)-equally spaced samples
as

1
1F 72w = D0 [F (&) (6.1)
kEZ

Moreover, the function F' can also be fully recovered from such samples, a classical result
known as the Shannon-Whittaker interpolation formula,

Py = Y p(k) Al )ﬁ- (6.2)

When F € H,.a we have HF||L2(R) ||F||L2(R Wo) = = ||F|]2 T2®) T |F(0)]?/2, which
plainly implies that Cg Oma =1 and that F is an extremizer if and only if F(0) = 0. On
the other hand, from (6.1) we have

F|I7 = ||F|I7 FOF 14 2y 1r2 6.3
IFN 72 wo) = 1F 72y + 9 <1+ 2) IF1Z2mR) » (6.3)

with equality if and only if [F(0)]* = A[|F|72 g, and F(%) =0 for k € Z\ {0}. This
shows that Cg A =/1+ %, with the only extremizers, from (6.2), being given by

F(z) = ¢ #2782 with ¢ € C \ {0}. This completes the proof of Theorem 15.

Now let 0 < A < 1. For any F' € Hya, letting H(z) := F(z)F(Z), we have that H
has exponential type at most 2rA and belongs to L'(R). Using (1.9) and (1.10), when
G € {SO(even),SO(odd)}, we have
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1P 1 mwe = [ B0 Waw)dy= [ B0) Towdy = 1FlE@wy. (64
R R

The conclusion is that part (i) of Theorems 16 and 18 is equivalent to the already
established Theorem 15 in the range 0 < A < 1. When G = Sp the same reasoning as
in (6.4) yields

[F(0)?
T

1PN @ owey) = / H(y) Wsp(y) dy = / |F(2)|*(1 — 180(x)) do = | F||32g) —
R R

As in (6.3), this leads us to C;pJTA = 1, with F' being an extremizer if and only if F'(0) =

sinmAz

A
1 TAzZ

0, and Cg, A = — 5, with F' being an extremizer if and only if F'(z) = ¢
with ¢ € C \ {0}. This concludes the proof of part (i) of Theorem 17.

6.3. Extremal eigenvalues

For part (ii) of Theorems 16—18 we take a slightly different path, bringing in elements
from the theory of compact and self-adjoint operators as already done in §4.5. Through-
out this subsection, assume that G € {Sp,SO(even),SO(odd)} and A > 1. Let us write
We in (1.4) as

Wa(z) =14+ @g(x).

Hence, if F' € H,a, we have

||FH%2(R,WG) = |Fl|Z:wy + / |F(2)]* ®¢ () da.
R

From now on let [ := [f%, %] By Plancherel’s theorem, note that

/ F (@) @ (e) de = / (F»86) () Fly) dy = (Ta(F), Faq,
R R

where Tg : L?(I) — L?(I) is the operator defined by

(Teu)(y) = /&)G(y —s)u(s)ds for yel. (6.5)
T

Note that T¢ is a self-adjoint operator, i.e. (Tgu,v)r2(1) = (u, Tqv)2(r) for any u,v €
L2(I). Also, since the kernel (y,s) — de(y — s) belongs to L2(I x I), Tg is a Hilbert-
Schmidt operator and hence compact. One should always keep in mind that, from the
Paley-Wiener theorem, the map F' — Fisan isometry between H,a and L?(I). Defining
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F(z)]2®(z)d Te(F), F
LE: TA T Fuql_[f fR' ﬁ?”g olz)do = inzf < GTﬁ)HQ Laa (6.6)
Eflan L2(R FeL*(I)
F+£0 R) P20 L2(I)
and
F(z)]2®c(z)d Te(F), F
L a = sup Je| |(11;)|||2 cl)dr < G|(|ﬁ)”2 ) ; (6.7)
FGH‘H’A I?'EL2(I) L2(I
F+#0 B0 (I)
it is clear that
CE?,WA = 1+ LE?,TrA and Cg,ﬂ'A = 1+ LG TA
Assume for a moment that we have established the claim that
Lg.a <0 and L . >0 (6.8)

From the classical theory of compact and self-adjoint operators, e.g. [8, Theorem 6.8
and Proposition 6.9], the infimum and supremum in (6.6) and (6.7) are attained by
eigenfunctions F' € L?(I) of Tg.

6.4. Non-trivial signs

We now verify the claim (6.8) for G € {Sp,SO(even), SO(odd)} and A > 1. Let

F(z)= % € Hra and note that || F'||z2(g)y = 1. By Plancherel’s theorem, for any
teR,

/|F($—t)|2 (511213;71 dx— /max{l—m 0} 1[ 11] ) 727Tiytdy
- (6.9)
(A — 1)7tsin(27t) + sin?(7t)

2A(mt)? )

For ¢ = 0, the right-hand side of (6.9) yields 1 — 5= and hence

- + 1
LSp,ﬂ'A LSO(even),ﬂ'A z1- 2A > 0.

On the other hand, taking ¢t = k+ 3 3 with k > 0 a large integer, we see that the numerator
of (6.9) eventually becomes strlctly negative. This is enough to conclude that

+ —
_LSp,ﬂ'A LSO(even) TA <0.
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Similarly, as in (6.9), we have

(A — ; _ain2 .2
/|F(x —HP (- sn2rs 46 (0) do = (A — 1)mtsin(27t) — sin®(7t) 4+ 2sin (’R’At).
R

2A(7rt)?
(6.10)
For t = 0, the right-hand side of (6.10) becomes A — 1 + 5L and hence
+ 1
Lsoodd),na = A =1+ 355 > 0.
On the other hand, taking ¢ = k+% with k > 0 a large integer, we see that the numerator
of (6.10) eventually becomes strictly negative. Hence

Lso(oddy,xa <0

LT

6.5. Proofs of parts (ii) of Theorems 16 and 17: finding Léto SprA

(even),mA =

Assume now that G = SO(even) and 1 < A < 2. From the discussion in §6.3, we
must find the extremal eigenvalues of the compact operator T defined in (6.5). Letting

u = F', we must solve the functional equation (recall that I := [— £, £])
y+1

% / u(s)ds = nu(y) (6.11)

in L2(I), with n # 0. This is a challenge similar in spirit to what we have faced in §4.5,
§4.6, and §4.7. As before, from (6.11) we may assume without loss of generality that u
is absolutely continuous on I, and that (6.11) holds pointwise everywhere on I. By the
fundamental theorem of calculus, we then get

nu'(y) + tu(y —1)=0 for 1-5 <y<5;
nu'(y) =0 for §-1<y<1l-29; (6.12)
nu'(y) —tu(y+1)=0 for —2<y<£ -1,

where the second equation above can be disregarded if A = 2. Manipulating these
equations, as in §4.6, we are led to the general solution

AeW/2n 4 B e~/ for 17% <y < %;
uly)={ D | for 2-1<y<1-%; (6.13)
Ay e¥/2n 4 By e~ /21 for f% <y < % -1,

where A, B, A1, B1,D € C. In the philosophy of §4.6, these were the descending steps.
We now proceed to our ascending steps to figure out the constants. Plugging (6.13) into
the first equation of (6.12) we get
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A= —ie/?A and B, = ie /B, (6.14)

At this point we have to find the constants A, B, D (not all zero) and the unknown
extremal eigenvalue 7 # 0 in such a way that our function w is continuous on I and
verifies (6.11) at all points y € I. One can show that a necessary and sufficient condition
is given by the following system of equations:

mA+ar B+ (352) D =0;

btA+b B+ (352)D =0; (6.15)

TA+7B—D =0,

with a; = n( — ie2V/4 — AV 4 jRR)/AN) = (= AN 4 (2-R)i/n 4
ie(Q_AW‘l"), and 7 := —ie”i/4, The first two equations in (6.15) come from the eval-
uation of (6.11) at the points y = 2 and y = —2, while the third one (which is not
necessary if A = 2) comes from the contmulty of u at the point y = 5 — 1. In (6.15),
multiplying the third equation by ( ) and adding it up to the ﬁrst two equations
yields

{MH?B_O; (6.16)

bA+bB =0,

Wltha—a1+( )Tandb—b1+( )T.
If ab — @b # 0, from (6.16) we would get A = B = 0, which would ultimately imply

that our solution v = 0, a contradiction. Hence we must have ab—ab = 0. This condition
is equivalent to

(% + %) cos (AQ_;;) + sin (AQ_;;) ~ 1. (6.17)

Hence our desired values of n are the largest solution of (6.17) (which, in particular,
verifies 0 < 1 < 1), and the smallest solution of (6.17) (which, in particular, verifies
-1<n<0).

A few words on the extremizers. If (a,b) # (0,0), from (6.16) we get B in terms of
A, and from the third equation in (6.15) we get D in terms of A. This determines u
uniquely (modulo multiplication by a complex constant A), which is the same as saying
that the associated eigenspace has dimension 1. This is what generally happens, with
only one exception that we now describe. In order to have a = b = 0, one must have
n=(A-2)/2 <0 and sin (A2;1) = sin Ei:;g =1,ie. A= (1-7m+4knm)/(1—5+2kn) for
k€ N.Ifk=1,ie when A = (143r)/(1+2F), one indeed has n = (A —2)/2 being the
smallest solution of (6.17), and this is the one exception where the extremal eigenspace
has dimension 2. If A = (1 — 7 + 4k7)/(1 — 5 + 2k7) for k > 2, then n = (A —2)/2 is
still a solution of (6.17), but not the smallest one since n* = (1 — A)/(3w) is a strictly

smaller one.
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6.6. Proof of part (ii) of Theorem 18: finding LSO(Odd) A

The idea here is the same as in the previous subsection. Let G = SO(odd) and
1 < A < 2. We must solve the functional equation

y+1
_% / u(s) d5—|—/u(s) ds = nu(y) (6.18)
yo1 T

in L?(I), with n # 0. We may assume that u is absolutely continuous on I, and that
(6.18) holds pointwise everywhere on I. Proceeding as in (6.12)—(6.14) we arrive at

Ae/?n 4 Be~w/2n for 1-2<y<%5;
u(y) =4 D for §-1<y<1-%;
i€t/ AeW/M —jemtM Bem W/ for —2 <y< S -1,

with constants A, B, D (not all zero) and the unknown extremal eigenvalue 1 # 0 to
be found. We are then led to the following system of equations (which is necessary and
sufficient):

amA+a B+ (352) D =0;
bt A+b B+ (352)D=0; (6.19)

TA+7B—D =0,

with ay 1= g — €A/ | DI | o2-)ifan _ 9eC-A)/n) by (i eBifn 4
eA/AN 4 e(2=R)i/An _ o(2=R)i/4n) “and T := je2/47. The first two equations in (6.19)
come from the evaluation of (6.18) at the points y = % and y = —%, while the third one
(which is not necessary if A = 2) comes from the continuity of u at the point y = é -1
In (6.19), multiplying the third equation by ( ) and adding it up to the ﬁrst two

equations yields

aA+aB=0;
bA+bB =0,

with a := a1 + (—A) Tand b:= by + ( )’T We must then have ab —ab = 0, which is
equivalent to

(1222 o (3) - (32) . o

Hence our desired values of 7 are the largest solution of (6.20) and the smallest solution of
(6.20) (which, in particular, verifies —1 < 7 < 0). The corresponding extremal function
is unique (modulo multiplication by a complex constant) in all cases. Indeed, one can
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check that the only possibility to have ¢ = b = 0 is to have n = (2 — A)/6 > 0 and
sin (A27—71) = sin ?’((ﬁ_Al)) = —1,ie. A= (3 —7+4knr)/(3 - § + 2kn) for k € N. When
k =1, ie when A = (34 3m)/(3 + 2[), we have that n = (2 — A)/6 = 1/(6 + 3m)
is a solution of (6.20) but one can verify numerically that there is a larger one around
0.93303.... If A = (3 — 7 + 4k7)/(3 — § + 2km) for k > 2, then n = (2 - A)/6 > 0 is
still a solution of (6.20) but it is not the largest one since n* = (A —1)/(3n) is a strictly
larger one.

Acknowledgments

E.C. acknowledges support from FAPERJ - Brazil (award 202.693/2018). A.C. was
supported by Grant 275113 of the Research Council of Norway. M.B.M. was supported
in part by the Simons Foundation (award 712898) and the National Science Foundation
(DMS-2101912). We are thankful to the referee and Emily Quesada-Herrera for helpful
comments and discussions, and to Guillaume Ricotta and Emmanuel Royer for bringing
reference [6] to our attention.

References

[1] N.I. Achieser, Theory of Approximation, Frederick Ungar Publishing, New York, 1956.
[2] L. Alpoge, S.J. Miller, Low-lying zeros of Maass form L-functions, Int. Math. Res. Not. (10) (2015)
2678-2701.
[3] J.C. Andrade, S. Baluyot, Small zeros of Dirichlet L-functions of quadratic characters of prime
modulus, Res. Number Theory 6 (2020) 1-20.
[4] S. Baier, L. Zhao, On the low-lying zeros of Hasse-Weil L-functions for elliptic curves, Adv. Math.
219 (2008) 952-985.
[5] R. Balasubramanian, V.K. Murty, Zeros of Dirichlet L-functions, Ann. Sci. Ec. Norm. Supér. 25
(1992) 567-615.
[6] D. Bernard, Small first zeros of L-functions, Monatshefte Math. 176 (3) (2015) 359-411.
[7] L. de Branges, Hilbert Spaces of Entire Functions, Prentice-Hall, 1968.
[8] H. Brezis, Functional Analysis, Sobolev Spaces and Partial Differential Equations, Springer, 2011.
[9] H.M. Bui, Non-vanishing of Dirichlet L-functions at the central point, Int. J. Number Theory 8 (8)
(2012) 1855-1881.
[10] H.M. Bui, A. Florea, Zeros of quadratic Dirichlet L-functions in the hyperelliptic ensemble, Trans.
Am. Math. Soc. 370 (2018) 8013-8045.
[11] E. Carneiro, V. Chandee, F. Littmann, M.B. Milinovich, Hilbert spaces and the pair correlation of
zeros of the Riemann zeta-function, J. Reine Angew. Math. 725 (2017) 143-182.
[12] E. Carneiro, V. Chandee, A. Chirre, M.B. Milinovich, On Montgomery’s pair correlation conjecture:
a tale of three integrals, J. Reine Angew. Math. 786 (2022) 205-243.
[13] P.J. Cho, H.H. Kim, Low lying zeros of Artin L-functions, Math. Z. 279 (3—4) (2015) 669-688.
[14] J.B. Conrey, N.C. Snaith, On the orthogonal symmetry of L-functions of a family of Hecke Grossen-
characters, Acta Arith. 157 (4) (2013) 323-356.
[15] D.L. Donoho, P. Stark, Uncertainty principles and signal recovery, SIAM J. Appl. Math. 49 (3)
(1989) 906-931.
[16] S. Drappeau, K. Pratt, M. Radziwill, One-level density estimates for Dirichlet L-functions with
extended support, Algebra Number Theory, in press, preprint at https://arxiv.org/abs/2002.11968.
[17] E. Dueiiez, The low lying zeros of a GL(4) and a GL(6) family of L-functions, Compos. Math. 142
(2006) 1403-1425.
[18] E. Duetiez, S.J. Miller, The effect of convolving families of L-functions on the underlying group
symmetries, Proc. Lond. Math. Soc. (3) 99 (2009) 787-820.
[19] J. Freeman, Fredholm Theory and Optimal Test Functions for Detecting Central Point Vanishing
over Families of L-functions, Senior Thesis, Williams College, 2015.


http://refhub.elsevier.com/S0001-8708(22)00565-5/bib7FC56270E7A70FA81A5935B72EACBE29s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib25EC916D56B8212E569DBF2E4E4B51D4s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib25EC916D56B8212E569DBF2E4E4B51D4s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibB86FC6B051F63D73DE262D4C34E3A0A9s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibB86FC6B051F63D73DE262D4C34E3A0A9s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE45FBCF6CA3B21F17C5F355728A2FBECs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE45FBCF6CA3B21F17C5F355728A2FBECs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib5089FA881630360A9B3361469C1A0C5Ds1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib5089FA881630360A9B3361469C1A0C5Ds1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibBA7482FDD2BCE593E26DDD6F35D856ACs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibC931D67589BBD34BA875392BEF7E2BF9s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib379C684FFBF25E1C9289531BFD4DEE56s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib9D5ED678FE57BCCA610140957AFAB571s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib9D5ED678FE57BCCA610140957AFAB571s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib7B8D2F92148F52CAD46E331936922E80s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib7B8D2F92148F52CAD46E331936922E80s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibBCCA508A9CF0C5D59F34B980C0711EB2s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibBCCA508A9CF0C5D59F34B980C0711EB2s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib7FDFE9AB5ED26A4B8DE8315D0F67D0AEs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib7FDFE9AB5ED26A4B8DE8315D0F67D0AEs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib534AC75C2E8AC3E3FE7BC32BB8C6E34As1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib8D7E99C73CD5A10ADAAF4C9F9A520368s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib8D7E99C73CD5A10ADAAF4C9F9A520368s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib47B79BD259E22596FFC4BE2FFBBE5C5As1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib47B79BD259E22596FFC4BE2FFBBE5C5As1
https://arxiv.org/abs/2002.11968
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE76CF8A691823107E27238A4976CD98Es1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE76CF8A691823107E27238A4976CD98Es1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib2ECDA7A0252B442AC6ECF47462119F51s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib2ECDA7A0252B442AC6ECF47462119F51s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib800618943025315F869E4E1F09471012s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib800618943025315F869E4E1F09471012s1

48 E. Carneiro et al. / Advances in Mathematics 410 (2022) 108748

[20] J. Freeman, S.J. Miller, Determining optimal test functions for bounding the average rank in families
of L-functions, SCHOLAR — a scientific celebration highlighting open lines of arithmetic research,
in: Contemp. Math., in: Centre Rech. Math. Proc., vol. 655, Amer. Math. Soc., Providence, RI,
2015, pp. 97-116.

[21] E. Fouvry, H. Iwaniec, Low-lying zeros of dihedral L-functions, Duke Math. J. 116 (2) (2003)
189-217.

[22] P. Gao, n-Level density of the low-lying zeros of quadratic Dirichlet L-functions, Int. Math. Res.
Not. (6) (2014) 1699-1728.

[23] P. Gao, L. Zhao, One level density of low-lying zeros of quadratic and quartic Hecke L-functions,
Can. J. Math. 72 (2020) 427-454.

[24] A.M. Giiloglu, Low-lying zeros of symmetric power L-functions, Int. Math. Res. Not. (9) (2005)
517-550.

[25] D.R. Heath-Brown, The average rank of elliptic curves, Duke Math. J. 122 (3) (2004) 591-623.

[26] J. Holt, J.D. Vaaler, The Beurling-Selberg extremal functions for a ball in the Euclidean space,
Duke Math. J. 83 (1) (1996) 202-248.

[27] C.P. Hughes, S.J. Miller, Low-lying zeros of L-functions with orthogonal symmetry, Duke Math. J.
136 (2007) 115-172.

[28] C.P. Hughes, Z. Rudnick, Linear statistics of low-lying zeros of L-functions, Q. J. Math. 54 (3)
(2003) 309-333.

[29] H. Iwaniec, W. Luo, P. Sarnak, Low-lying zeros of families of L-functions, Publ. Math. Inst. Hautes
Etudes Sci. 91 (2000) 55-131.

[30] H. Iwaniec, P. Sarnak, Dirichlet L-functions at the central point, in: K. Gydry, et al. (Eds.), Number
Theory in Progress, Zakopane, Poland, 1977, in: Elementary and Analytic Number Theory, vol. 2,
de Gruyter, Berlin, 1999, pp. 941-952.

[31] N.M. Katz, P. Sarnak, Zeroes of zeta functions and symmetry, Bull. Am. Math. Soc. (N.S.) 36 (1)
(1999) 1-26.

[32] N.M. Katz, P. Sarnak, Random Matrices, Frobenius Eigenvalues, and Monodromy, American Math-
ematical Society Colloquium Publications, vol. 45, American Mathematical Society, Providence, RI,
1999, xii+419 pp.

[33] M. Kelly, A variation on Selberg’s approximation problem, Mathematika 61 (1) (2015) 213—-235.

[34] R. Khan, D. Mili¢evi¢, H.T. Ngo, Nonvanishing of Dirichlet L-functions, II, Math. Z. 300 (2) (2022)
1603-1613.

[35] R. Khan, H.T. Ngo, Nonvanishing of Dirichlet L-functions, Algebra Number Theory 10 (10) (2016)
2081-2091.

[36] F. Littmann, Quadrature and extremal bandlimited functions, STAM J. Math. Anal. 45 (2) (2013)
732-747.

[37] S.J. Miller, R. Peckner, Low-lying zeros of number field L-functions, J. Number Theory 132 (12)
(2012) 2866-2891.

[38] M.R. Murty, Simple zeroes of L-functions, in: R. Mollin (Ed.), Number Theory, Proceedings of the
Banff Conference, de Gruyter, 1989, pp. 427-439.

[39] A. Ozliik, C. Snyder, On the distribution of the nontrivial zeros of quadratic L-functions close to
the real axis, Acta Arith. 91 (3) (1999) 209-228.

[40] G. Ricotta, E. Royer, Statistics for low-lying zeros of symmetric power L-functions in the level
aspect, Forum Math. 23 (2011) 969-1028.

[41] E. Royer, Petits zéros de fonctions L de formes modulaires, Acta Arith. 99 (2001) 147-172.

[42] M. Rubinstein, Low-lying zeros of L-functions and random matrix theory, Duke Math. J. 109 (1)
(2001) 147-181.

[43] M. Rubinstein, P. Sarnak, Chebyshev’s bias, Exp. Math. 3 (3) (1994) 173-197.

[44] A. Shankar, A. Sodergren, N. Templier, Sato-Tate equidistribution of certain families of Artin L-
functions, Forum Math. Sigma 7 (2019) e23.

[45] K. Sono, A note on simple zeros of primitive Dirichlet L-functions, Bull. Aust. Math. Soc. 93 (1)
(2016) 19-30.

[46] J.D. Vaaler, Some extremal functions in Fourier analysis, Bull. Am. Math. Soc. 12 (1985) 183-216.

[47] M.P. Young, Low-lying zeros of families of elliptic curves, J. Am. Math. Soc. 19 (1) (2006) 205-250.


http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFF94B93682A7BB18A97D720C82E253CBs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFF94B93682A7BB18A97D720C82E253CBs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFF94B93682A7BB18A97D720C82E253CBs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFF94B93682A7BB18A97D720C82E253CBs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibF0AA03AACA953A9A63B4459663D00134s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibF0AA03AACA953A9A63B4459663D00134s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFFB5E09AF5FE51D3CE2A10206F5D7A98s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFFB5E09AF5FE51D3CE2A10206F5D7A98s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib45B66AFD324EB127F0CA36379D04EF3Cs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib45B66AFD324EB127F0CA36379D04EF3Cs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibDFCF28D0734569A6A693BC8194DE62BFs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibDFCF28D0734569A6A693BC8194DE62BFs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib5651D908D5B3AB8D4A8FE8089B4E7D83s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib8B6EFA65661E98B20754CA6BBDDE88ABs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib8B6EFA65661E98B20754CA6BBDDE88ABs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib36A12A753997A4032C351F4C6A12C416s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib36A12A753997A4032C351F4C6A12C416s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFD4C638DA5F85D025963F99FE90B1B1As1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibFD4C638DA5F85D025963F99FE90B1B1As1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE8EEAA7EE173B20212E40BABE414C5C0s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE8EEAA7EE173B20212E40BABE414C5C0s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib0BFC16CC12EFFC1BAE4D3766C4F2257Ds1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib0BFC16CC12EFFC1BAE4D3766C4F2257Ds1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib0BFC16CC12EFFC1BAE4D3766C4F2257Ds1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibD40CF2F959AEDB6C276A6A095B83768Cs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibD40CF2F959AEDB6C276A6A095B83768Cs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib26B4C6DF9E88CB8E79B17795E473EF5Fs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib26B4C6DF9E88CB8E79B17795E473EF5Fs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib26B4C6DF9E88CB8E79B17795E473EF5Fs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibDCE0D99515076C6A24E246952D635FC7s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib15C11E368B388837C3A8A1154D73D256s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib15C11E368B388837C3A8A1154D73D256s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibAA2B36DABD254260F584015A9E0C5C98s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibAA2B36DABD254260F584015A9E0C5C98s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib396849219136773EF338D273796A4E78s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib396849219136773EF338D273796A4E78s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibC90A918B859BD1E56CF99AF6246B128Es1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibC90A918B859BD1E56CF99AF6246B128Es1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE5919BA9CF2E803BDBC98334A7F64DAAs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE5919BA9CF2E803BDBC98334A7F64DAAs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib17BC10091293FDC562A6DB69940EE924s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib17BC10091293FDC562A6DB69940EE924s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibCB95449A94688AF33F6E9BB090CF2936s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibCB95449A94688AF33F6E9BB090CF2936s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibE1E1D3D40573127E9EE0480CAF1283D6s1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibABE295E74FBC82F9450D6537BCFEBBEDs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bibABE295E74FBC82F9450D6537BCFEBBEDs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib8CEE5050EEB7C783E8BFAA73003CED3As1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib23F7AEA788F73DF61E33A6D3653D66FAs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib23F7AEA788F73DF61E33A6D3653D66FAs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib9897111905B753701912F9482DB1E09Bs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib9897111905B753701912F9482DB1E09Bs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib5206560A306A2E085A437FD258EB57CEs1
http://refhub.elsevier.com/S0001-8708(22)00565-5/bib57CEC4137B614C87CB4E24A3D003A3E0s1

	Hilbert spaces and low-lying zeros of L-functions
	1 Introduction
	1.1 Dirichlet L-functions
	1.2 A Hilbert space framework for estimates of non-vanishing of L-functions in families
	1.2.1 1-level density and symmetry groups
	1.2.2 Hilbert spaces
	1.2.3 The average order of vanishing of L-functions at low-lying heights
	1.2.4 Reproducing kernels

	1.3 Some examples and plots of non-vanishing
	1.3.1 Unitary examples
	1.3.2 (Even and odd) orthogonal examples
	1.3.3 Symplectic examples

	1.4 Existence of low-lying zeros
	1.5 Notation

	2 Extremal problems and the proofs of Theorems 1 and 2
	2.1 The delta extremal problems
	2.2 Proof of Theorem 2
	2.3 Proof of Theorem 1

	3 Hilbert spaces and Fourier uncertainty
	4 Reproducing kernels
	4.1 Basic properties
	4.2 Cases G∈{U,O} and Δ>0
	4.3 Cases G∈{Sp,SO(even),SO(odd)} and 0<Δ≤1
	4.4 Relation between SO(odd) and Sp
	4.5 Interlude: considerations from Fredholm theory
	4.6 Case G=SO(even) and 1<Δ≤2
	4.6.1 Descending steps
	4.6.2 Ascending steps

	4.7 Case G=Sp and 1<Δ≤2

	5 De Branges spaces and the existence of low-lying zeros
	5.1 The Hughes--Rudnick extremal problem
	5.2 De Branges spaces
	5.3 Solving the extremal problem in a broader setting
	5.4 Proof of Theorem 9

	6 Appendix: sharp embeddings
	6.1 Sharp constants
	6.2 Interpolation formulas and the proofs of Theorem 15 and parts (i) of Theorems 16--18
	6.3 Extremal eigenvalues
	6.4 Non-trivial signs
	6.5 Proofs of parts (ii) of Theorems 16 and 17: finding L±SO(even),πΔ=−L∓Sp,πΔ
	6.6 Proof of part (ii) of Theorem 18: finding L±SO(odd),πΔ

	Acknowledgments
	References


