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Abstract. Stochastic gradient Langevin dynamics (SGLD) is a standard sampling technique for uncertainty
estimation in Bayesian neural networks. Past methods have shown improved convergence by including a
preconditioning of SGLD based on RMSprop. This preconditioning serves to adapt to the local geometry of
the parameter space and improve the performance of deep neural networks. In this paper, we develop an-
other preconditioning technique to accelerate training and improve convergence by incorporating a recently
developed Batch Normalization Preconditioning (BNP), into our methods. BNP uses mini-batch statistics to
improve the conditioning of the Hessian of the loss function in traditional neural networks and thus improve
convergence. We will show that applying BNP to SGLD will improve the conditioning of the Fisher Infor-
mation matrix, which improves the convergence. We present the results of this method on three experiments
including a simulation example, a contextual bandit example, and a residual network which show the im-
proved initial convergence provided by BNP, in addition to an improved condition number from this method.
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1 Introduction

Markov Chain Monte Carlo (MCMC) provides a principled framework for simulating the
distribution of interest. During the simulation, the entire dataset is often used to com-
pute the energy or the gradient, which, however, is not scalable enough in big data prob-
lems. To tackle this issue, stochastic gradient Langevin dynamics (SGLD) [Welling and
Teh, 2011] proposes to inject additional Gaussian noise to stochastic gradient descent and
smoothly transitions into an MCMC sampler as the step size goes to zero. The explorative
feature of the sampler not only captures uncertainty for reliable decision-making but also
facilitates non-convex optimization to alleviate over-fitting [Raginsky et al., 2017, Zhang
et al., 2017]. Since then, many interesting stochastic gradient Markov Chain Monte Carlo
(SG-MCMC) methods are proposed to accelerate the convergence [Chen et al., 2014, Deng
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etal., 2020a,b, Ma et al., 2015]. However, these sampling algorithms still suffer from a slow
convergence given morbid curvature information. To handle this issue, Girolami et al.
[2011] and Patterson and Teh [2013] propose to adjust the Langevin algorithm on the Rie-
mann manifold. Despite the correctness of the simulations, it is challenging to conduct the
transformation in high-dimensional problems. Motivated by the adaptive preconditioner
as in Root Mean Squared Propagation (RMSprop), the preconditioned SGLD algorithm
(pSGLD) proposes to accelerate SGLD through a diagonal approximation of the Fisher in-
formation to resolve the scalability issue [Li et al., 2016]. This uses gradient information
to construct a preconditioner that can be interpreted to have an adaptive step size, with a
smaller step size for curved directions and a larger step size for flat directions. This com-
bats the slow training related to saddle points in neural networks. Other preconditioning
methods have been investigated, including dense approximations of the inverse Hessian,
as in Ahn et al. [2012], Simsekli et al. [2016]. There have also been approaches to use
non-linear averaging methods to accelerate network convergence. He et al. [2022] uses a
Truncated Generalized Conjugate Residual method that uses symmetry of the Hessian to
improve convergence, and He et al. [2021] combines gradient descent ascent with Ander-
son Mixing in generative adversarial networks, which was shown to improve adversarial
training.

Another approach to accelerate convergence is to incorporate Batch Normalization
(BN) layers into the network architecture [Ioffe and Szegedy, 2015]. BN uses mini-batch
statistics to normalize hidden variables of a network and has been shown to decrease
training times and improve network regularization. BN and its connection to Bayesian
neural networks have been studied in Teye et al. [2018], in particular, a network with BN
can be interpreted as an approximate Bayesian model. Batch Normalization has also been
successfully applied to Bayesian models as studied in Mukhoti et al. [2020] which shows
that including BN layers does not affect the probabilistic inference of variational methods.
Batch Normalization Preconditioning (BNP) is a technique that also uses mini-batch statis-
tics but does so by transforming a network’s trainable parameters using a preconditioner
[Lange et al., 2022]. This is done by applying a preconditioning transformation on the
parameter gradients during training. This transformation has been shown to improve the
conditioning of the Hessian of the loss function which corresponds to a major advantage
of the BNP transformation, that is, improvement in the convergence of the method. More
importantly, BNP is a general framework that is applicable to different neural network
architectures and in different settings, such as Bayesian models.

In this paper, we develop BNP for Bayesian neural networks to be used as a sampling
method and examine its effects. We show that we can develop a similar preconditioning
technique for SGLD that further improves initial convergence by improving the condition
number of the Fisher Information matrix. Additionally, we provide experimental results
on three different methods, each showing improvement in convergence over our com-
parative baselines. We also compute the condition number of the approximate empirical
Fisher information, which demonstrates the improvement in the condition number in our
method.

The paper is organized as follows. In Section 2 we provide background informa-
tion on Stochastic gradient Langevin Dynamics as well as a preconditioned version of
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SGLD. Section 2.2 introduces the basics of a Batch Normalization architecture. In Section
3 we expand upon a preconditioning method, Batch Normalization Preconditioning, to
a Bayesian setting that improves the conditioning of the Fisher Information matrix and
Section 4 showcases the benefits of BNP applied to SLGD in three different experiments.

2 Background

In this section, we provide preliminaries on the Stochastic gradient Langevin Dynamics
method and preconditioned-SGLD. We also describe the Batch Normalization network
architecture.

2.1 SGLD and pSGLD

Suppose we have a parameter 6 with a prior distribution p(6). We can then compute the
posterior distribution p(0|X) over N data points X = {x1,...,.xnN} as

p(0]X) « p(6 Hp (x;]0),

where the prior serves as a regularization term, and we aim to optimize the likelihood by
finding the maximum a posteriori (MAP), that is argmax log p(0|X). Stochastic gradient
Langevin dynamics (SGLD) combines stochastic optimization with Markov chain Monte
Carlo (MCMC) by incorporating uncertainty into predictive estimates by way of adding
a noise component to the parameter updates. The update for SGLD is given at each time
step t for a subset of n data points X = {xy1, ..., Xt } as

€t N &
Vo, = E(Vlogp(et) + ZVIOgP(Xtth)) + 1t (2.1)
i—1

where 7 ~ N(0, €;). As t increases, it has been shown for SGLD that 6; will converge in
distribution to the posterior distribution [Welling and Teh, 2011] with the assumption that

1. The sequence of step sizes {€; } are decreasing with ) ;2 ; ey = o0

2. Y% €2 < co.
Note that this standard SGLD algorithm updates all parameters with the same step size.
However, when the different components of the parameter vector have different curva-
tures or different scales, it is more beneficial to use a preconditioning matrix G(6) in SGLD
to help adjust step size locally. The general framework of stochastic gradient Riemannian

Langevin dynamics (SGRLD) was suggested in Patterson and Teh [2013], which gives the
update step:

Vo, = Z[G(Ot)<V910gp(0t+ ZVglogp(xnIGt)>
i=1

+ r(et)] + G2 (0,)N(0,e.1), 2.2)



97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

J. Mach. Learn., x(x):xx-xx 4

where

JORbE &
]

provides information on how the preconditioner G changes with respect to 6;. For the con-
venience of implementations, G(6;) is replaced by the identity matrix in SGLD, in which
case I';(0;) = 0. Particularly of interest is the preconditioner used in Li et al. [2016] which
is the same as in RMSprop and serves to transform the rate of curvature to be equal in
all directions. This preconditioning method is referred to as pSGLD. The preconditioning
matrix estimates a diagonal matrix and the update at each step is given by

G(641) = diag(l (Al + 4/ V(9t+1)>, (2.3)

V(Biy1) = aV(0) + (1 —a)g(0 X ©g(0; X1, (2.4)

where

and ;
_ 1
g6 X" = . Y Volog p(x46:)
i

is the mean of the gradient over the mini-batch X? and « € [0, 1]. Computations in Equa-
tions (2.3) and (2.4) are using element-wise multiplication ® and division ©. A benefit of
using this RMSprop preconditioner is that it adapts to the local geometry and curvature,
in particular, the step sizes can be considered as adaptive, where large steps are taken in
flat directions and small steps are taken in curved directions.

2.2 Batch Normalization

Batch Normalization (BN) is a technique that incorporates normalization layers into a neu-
ral network architecture. It was originally developed to remedy Internal Covariate Shift,
which refers to the shifting of distributions between layers during training that can di-
minish the effectiveness of gradient descent [Ioffe and Szegedy, 2015]. Such distribution
changes slow down training since parameters must adapt to the changed distribution of
the different network layers. Reducing this shift causes improvement in the speed of train-
ing, network regularization, and performance.

The BN transformation normalizes the hidden variables by subtracting by the mini-
batch mean and dividing by the mini-batch standard deviation while introducing train-
able re-centering and re-scaling parameters. To understand the BN architecture, we con-
sider a fully connected neural network and follow the terminology in Lange et al. [2022] to
introduce a BN network. Let the /-th hidden layer of a fully connected network be defined
as

WO = g(WORED 10y e R™, (2.5)

which takes input #(‘~1) from the previous layer, a chosen activation function g, and

weight and bias elements W and b9, to construct the current hidden variable h(%).
Note the input to the network is given by h(0). Let {hgo),hgo), e /hz(\?)} be a mini-batch
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input to the training network with N examples and A = {hgg_l),hg_l), . .,h%_l)} the
hidden variables of layer ¢ — 1. The update in Equation (2.5) describes the standard fully
connected iteration. Applying BN to this network replaces the iteration update in (2.5) by

WO — o (W(Z>Bm(h(f—1)) n b(é)) ) (2.6)
where (-1)
h - _
(-1 _ B T HA
o (4°9) =12 1 @

and o4 and p4 are the standard deviation and mean vectors of the hidden variables in
layer / — 1 and v, B are the trainable re-scaling and re-centering parameter vectors. The
BN operator is denoted Bg , (-) in Equations (2.6) and (2.7).

Since BN has the mini-batch statistics embedded in the architecture, a theoretical disad-
vantage is that the training network depends on the mini-batch inputs, and in particular,
the inference network is different from the training network.

3 Batch Normalization Preconditioning

We extend a preconditioning method of Batch Normalization Preconditioning (BNP) orig-
inally derived for neural networks to SGLD. BNP is also a technique to accelerate the
convergence of a neural network using mini-batch statistics. Instead of changing the net-
work architecture, as is done in BN, BNP uses a preconditioning matrix on the parameter
gradients during training. This transformation improves the conditioning of the Hessian
of the loss function and has been shown in Lange et al. [2022] to outperform BN in small
mini-batch settings and online learning.

We develop BNP for SGLD by considering the gradient descent for parameters in one
layer. We consider the Fisher Information matrix in terms of the Hessian of the log-
likelihood and represent the Fisher Information matrix in terms of the mini-batch acti-
vations.

Consider a Bayesian feedforward neural network with L layers as defined in Equation

(2.5). We denote hlw =g (alw) as the ith entry of h(*) where alw = wfg)Th(ffl) + bl-(g) € R.

Here wl@T € R and bl@ are the respective ith row and entry of W(*) and b(*), and m is
the dimension of 1(/~1). Let

@T _ [bi(é),wl@)T] c 1R1><(m+1), (3'1)
h= [Wll)] e R D1 and o) = @7, (3.2)

Note that the Fisher matrix can be described as —E(V3(log pg(x))), for expected value
E with Hessian operator V3. We call

1Y,
I(9> = —N Vg log pg(x]‘),
j=1
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an empirical Fisher matrix, which serves as an approximation of the Fisher matrix based
on the training data and training distribution. For a fully-connected neural network, we
can write the empirical Fisher Matrix in terms of the mini-batch activations, as shown in
the theorem below. The importance of this form is that applying the BNP preconditioner
serves to improve the conditioning of this matrix.

Theorem 3.1. Let —log p((x,y)|w) be the negative log-likelihood loss function defined from the
output of a fully-connected multi-layer neural network (2.5) with parameter w for a single network

(0)
input x. Consider the weight and bias parameters wl@ , bl@) at the (-th layer and let W = [bi( 6)]

w;

and h = |:h(£11):|. Write the likelihood p((x,y)|@) as a function of @ through the activation

a¥) .= @Th, that is p((x,y)|@) = f(al )for some function f. When training over a mini-
batch of N inputs {x1,x,...,xN}, let {h (() D i 1)} be the associated h'‘=1) and

~ 1
let hj = [ _1)] € R™*L. Then the empirical Fisher Information matrix with respect to @,

n!

]
(D) := — Z ¥ V2 log p((xj,yj)|@), can be written as

T(@) = —HTSH,
where
h?’”
H=e, H|, H= : ,

AV

Using this expression of the empirical Fisher Information matrix, we can improve its
Cond1t10n1 ]g by using a preconditioning transformation. Constructing a preconditioner
, we use the update step in (2.2) with P:=UD, and

-1
1 =l 1 0
U:= [0 17 P [o diag(aA)] ' (3.3)
where N
1 1 (£-1)
pao=—He=—=) h= 7/, (3.4)
N N]; ]
and N
1 _
A= 5 0 =) (35)

=
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are the (vector) mean and variance of {h]@_l)} respectively. Note the inverse notation in

Equation (3.3) refers to the element-wise inverse and e notation refers to a vector of ones.

As mentioned in Lange et al. [2022], to ensure the Hessian blocks from different layers
have comparable norms, we scale the preconditioner PPT by 1/4*> where
q2 = max{m/N,1}. Thus, the BNP transformation on the gradients is outlined in Al-
gorithm 1.

Algorithm 1 One Step of BNP Training on W), b() of the /th Dense Layer

Given: €; = 1072,¢, = 10 % and p = 0.99; learning rate a; initialization of vectors:
u=00=1

Input: Mini-batch output of prev1ous layer A = {h hy 1), . gil } C R™ and
the parameter gradients: Gy, < aw € R, Gy « f: € RIxn, and parameter noise
Nw € R™<m, 1y € R1xn

1. Compute mini-batch mean/variance: 14, (7124 ;

2. Compute running average statistics: y < pp + (1 — p)pa, 02 < po? + (1 —p)o3;

3. Set 7 = 02 + €y max{c?} + €3 and ¢*> = max{m/N,1};

4. Update Gw

Gul(i, )  5[Gu(i,j) — 1()Gy()]/%());

5. Update Gb Gy(i) = 2 Gp(i) = X Gu (i, /)1 (j);

6. Update 0t (i) 10l 1)/ (1) V)

7. Update 1y: 7y (i) = z116(i) — 5 7 (i, /) 1 (j)

Output: Preconditioned gradients and noise: Gy, Gy, 7w, p-

Note for implementation of this method as in Algorithm 1, max{c?} denotes the max-
imum entry of the vector 0> € R™. Note &7 is 0> with a small number added to prevent
division by a number smaller than e;max{c?} or €;. We use running averages for the
componentwise mean and variance computed in Step 2 of Algorithm 1. We apply the pre-
conditioner P on the noise in Steps 6 and 7, which is exactly the algorithm as in Li et al.
[2016].

This preconditioning transformation gives the corresponding preconditioned Fisher
matrix of PTHTSHP. Note that multiplying H by U makes the first column orthogonal to
the rest, as

HU = [e, H—eyﬂ ,

and
(H—eul)Te=0.

Additionally, multiplying H — eu, by D scales all columns of H — ey, to have the same
norm. Both of these results of the BNP transformation were shown in Lange et al. [2022]
to improve the condition number of the preconditioned matrix.

While Algorithm 1 focuses on a fully connected network, BNP can also be applied to
convolutional neural networks (CNNs). In particular, Section 4.3 implements a Residual
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Network that has a framework of convolution layers. BNP performs well in situations
where BN performs well. So, our experiments are limited to fully-connected networks or
residual networks. Additionally, we expect BNP to perform well with capturing multi-
ple modes as our algorithm is based on an MCMC method, which performs well in this
situation. This is demonstrated in the experimental results of Section 4.1

The update step in (2.2) uses I'(6;) in the preconditioner update, we follow Li et al.
[2016] which argues that, under given conditions, I'(6;) contributes little to the update
and can be dropped during sampling to reduce computation. This can be justified in our
case by directly using Theorem 1 [Li et al., 2016] and following Corollary 2 in Li et al.
[2016]. To summarize, this states that under the convergence assumptions (1) and (2) in
Section 2.1 and a preconditioning algorithm with an update step given by Equation (2.2),
we can bound the MSE of an SG-MCMC preconditioning algorithm at a finite time. That
is, given a test function ¢ that satisfies convergence assumptions, where we denote ¢ the
true posterior expectation and ¢ the weighted sample average that approximates ¢, we
have that [E(¢ — ¢)? is bounded.

Using the BNP preconditioner, we can follow the argument of Li et al. [2016] and see
that the effect of I on the MSE is small, as it produces a controllable bias. Although we
introduce bias in this way, it is controllable and much easier to implement, hence we bal-
ance efficiency with a small sacrifice in accuracy. Thus, we remove the I' term in Equation
2.2 during computation to speed up our BNP method.

500 epochs, 1000 epochs
Ground Truth BNP Ground Truth BNP

5 15 5 15

10 10 2179 10 10 2179
1937 1937

5 5 5 5
1695 1.695

0 0 1453 0 0 1453

75 =70 =65 6.0 -5.5 -5.0 -1.5 =1.0 =65 —6.0 5.5 -5.0 1om -75 =70 —65 =60 -5.5 -5.0 -15 1.0 -65 —6.0 5.5 5.0 Lan

PSGLD PSGLD SGLD
0.968 15 0.968

SGLD
15 15 15
0.726 0.726
10 10 10 10
0.484 0.484
5 > 0.242 5 > 0.242
0 0 0.000 0 0 0.000

-1.5 =10 =65 -6.0 -55 -5.0 -7.5 -7.0 -6.5 -6.0 5.5 -5.0 -1.5 -7.0 =65 -6.0 -55 -50 -75 -7.0 -6.5 -6.0 5.5 -5.0

Figure 3.1: Predictions shown by BNP, SGLD, and pSGLD after 500 epochs (Left) and 1000 epochs (Right)
given noisy data.
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4 Experiments

We present BNP as a sampler in three different experiments to evaluate uncertainty. First,
we show a multidimensional curve-fitting example. We next present a contextual bandit
problem with 4 different datasets. Additionally, we show results on a Residual neural net-
work. In all cases, we compare against other baselines, including pSGLD. All experiments
show that BNP increases the speed of convergence over comparative methods. Thus, these
results show that BNP can be successfully applied to SGLD. The improved early conver-
gence is useful in the setting where it is beneficial to get an estimation of results quickly.
Unless otherwise mentioned, the default setting for BNP is used with p = 0.99,¢1 = 1e -2,
and e, = le — 4.

4.1 Simulations of a Multimodal Distribution

We evaluate BNP in a curve-fitting example. Our data set is generated by sampling 1000
inputs (x,y) uniformly and at random from [—7.5, —5] x [—2.5,15], capturing 4 local ex-
trema of the target function. Note this choice of range is to take advantage of the BNP
algorithm, as we choose (x,y) pairs with different scales. For each input we compute the
corresponding noisy label as

x2 +y*) — cos(x) cos (M) + €,

1+ 4000( 2

where €, € N(0,0.1). Note this is a noisy Griewank Function. We use a fully connected
3-layer neural network with 100 hidden units in all cases to fit this data. We compare BNP
with SGLD and pSGLD after 500 epochs on 40,000 test data generated uniformly from
[—7.5,—5] x [—2.5,15]. Our ground truth is generated by SGLD with 10,000 epochs. Note
we use SGLD as our ground truth since it is the fundamental MCMC algorithm in big data
problems and the theoretical correctness is guaranteed in the asymptotic sense Dalalyan
and Karagulyan [2018].

For parameter settings, BNP uses p = 0.985, €; = €3 = le — 3. Learning rates are 1e-5,
1le-5, 5e-5 for BNP, SGLD, and pSGLD respectively.

Figure 3.1 shows the output of each method, averaging over the last 50 epochs. BNP
converges much quicker to the ground truth compared with pSGLD and SGLD. How-
ever, we note that pSGLD also converges to the ground truth by increasing the number of
epochs, as seen in Figure 3.1 (Right).

4.2 Contextual Bandits

We experiment with Thompson sampling for contextual bandits where an optimization
metric is used to evaluate the performance of different samplers as in Deng et al. [2022],
Riquelme et al. [2018]. Suppose we have an agent who is given a context x € X. The agent
then takes some action a € A from a collection of possible actions {a, ...a,}. Depending
on the choice, the agent receives a reward of r. The aim is to maximize the cumulative
reward (or minimize regret). Since only the reward for the chosen action is revealed, there
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is a notion of exploration versus exploitation, that is, the desire to try new, and potentially
better, actions versus exploiting the known, good actions.

(a) Mushroom (b) Statlog
9000 1150~
7
éé S
—_— 1100 =
%8000 B
g 31050'
o o
2 2
g 7000y — EpsGreedy 3 1000. — EpsGreedy
g ConstSGD £ ConstSGD
© — Dropout © — Dropout
6000- / — pSGLD 950- — pSGLD
;/ — BNP — BNP
| | | | | 900- | | ‘ l
0 500 1000 1500 2000 500 1000 1500 2000
Steps Steps
(c) Covertype (d) Census
8000-
/ /
. 6000- 7500
[ [
(o)) o
Q (0]
2 2
2 2 5000
g 4000- — EpsGreedy 2 — EpsGreedy
£ ConstSGD £ ConstSGD
© — Dropout © — Dropout
— pSGLD 2500- — pSGLD
2000 —BNP —BNP
500 1000 1500 2000 500 1000 1500 2000
Steps Steps

Figure 4.1: Cumulative regret on 4 datasets - Mushroom, Statlog, Covertype, Census using the methods of
EpsGreedy, SGD, Dropout, pSGLD, and BNP.

We experiment on 4 datasets: Mushroom, Statlog, Covertype, and Census.

¢ The mushroom dataset contains 8,124 mushrooms, with 22 attributes or contexts for
each mushroom. Each mushroom is labeled as poisonous or edible and at each step,
the agent is given the features of a particular mushroom and must decide whether
to eat it. A reward of 5 is given for eating an edible mushroom, 0 for not eating a
mushroom, and a reward is randomly chosen of 5 or -35 if a poisonous mushroom is
eaten.

¢ The statlog dataset predicts the state of the radiator subsystem of a shuttle given
9 attributes of a space shuttle flight. This dataset contains information from 58,000
shuttle flights, and a reward of 1 is given for a correct classification of the state and 0
for an incorrect classification.
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* The covertype dataset classifies forest cover type into 7 categories given a list of 54
features. This also provides a reward of 1 for a correct classification and 0 for an
incorrect classification. This dataset contains 581,012 data points.

* The census dataset contains information from the US Census database and given a
list of 94 attributes aims to classify them into one of 14 occupations. Again, a reward
of 1 is given for correct classification and 0 otherwise. There are 48,842 data points in
this dataset.

In our experiments, we compare our method of BNP applied to SGLD with precondi-
tioned SGLD (pSGLD), SGD, dropout, and an epsilon Greedy algorithm. The algorithms
for pSGLD, SGD, and BNP are as described above. The epsilon-greedy algorithm allows
for a random action to be taken a given € percentage of the time and the dropout algorithm,
which randomly turns off a percentage of neurons in the network. Figure 4.1 shows the
cumulative regret on the 4 datasets described above, recall a lower regret is desired. On
the Mushroom dataset, BNP converges fastest. While the Greedy algorithm and pSGLD
have a smaller regret for the first 1000 and 1750 steps respectively, note that after 2000
steps they have not converged and surpass the cumulative regret of BNP.

For the detailed hyperparameter setups, we fix the temperature 0.03 and L, penalty of
1 for all the datasets, except the Mushroom dataset which uses a temperature of 0.3. The
dropout rate is set to 50%, and we randomly simulate 5 samples for the Dropout approach.
EpsGreedy anneals the learning rate by an annealing factor of 0.999 in each iteration and
has a 0.3% chance to make random actions to avoid over-exploitation; by contrast, the rest
of the algorithms adopt a constant learning rate, and the learning rates for Mushroom,
Statlog, Covertype, and Census datasets are set to 1e-6, 3e-6, 3e-6, and le-7, respectively.
pSGLD adopts a regularizer of A = 0.001 in Equation (2.3) to control the regularity of the
preconditioner and the underlying smoothing factor is set to & = 0.99 in Equation (2.4).
For the Mushroom dataset, « = 0.95 performs better and is used. In particular for the
BNP algorithm, the pair of hyperparameters (€1, €;) is set to (le-1, 1le-4), (1, 0.1), (3e-2,
3e-2), (le-2, 1e-2) for Mushroom, Statlog, Covertype, and Census datasets, respectively.

For the remaining 3 datasets - Statlog, Covertype, and Census, we find that BNP achieves
lower cumulative regret at the end of 2000 steps, while convergence is not achieved with
any of the algorithms. The Greedy Algorithm has the highest cumulative regret after 2000
steps in each dataset. Notice that pSGLD is the most comparable with BND, especially
with the Covertype data, with BNP performing only slightly better at 2000 steps. Oth-
erwise, we see better performance (smaller cumulative regret) earlier with pSGLD, but
faster convergence with BNP.

4.3 Residual Network and Empirical Fisher Condition Number

We experiment with a residual network of depth 20 (ResNet-20) on the CIFAR100 dataset
using a Bayesian neural network. The CIFAR100 dataset consists of 60,000 color images
of 32 by 32 pixels with 50,000 training images and 10,000 testing images. There are 100
classes of images in this dataset. With this network, we show the faster convergence of
BNP in addition to computations of the empirical Fisher condition number.
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We use the SG-MCMC method of stochastic gradient Langevin dynamics (SGLD) and
compare it with BNP and pSGLD. All networks are trained using the momentum op-
timizer with mini-batch size 256. The learning rate is multiplied by 0.1 at epoch 250 fol-
lowed by a linear decay of 0.985. Learning rates used are 1le-6, le-6, le-6, and 5e-6 for BNP,
SGLD, and the different versions of pPSGLD presented, respectively. Results are shown in
Figure 4.2. We see that our method of BNP achieves faster convergence and comparable
final test accuracy to SGLD. Different tuning parameters lead to versions of pSGLD that
either achieve faster convergence than SGLD but do not perform well with the learning
rate decay, or achieve comparable final accuracy with no increased initial convergence.

ResNet 20: CIFAR100

701

Test Accuracy
o o
o w

w
o

50 4

45 +

Epochs

Figure 4.2: ResNet 20 on the CIFAR 100 dataset. BNP, SGLD, and 2 versions of pSGLD are shown for comparison.

We also record the Bayesian model averaging (BMA) of the accuracy and present the
best results in Table 4.1. We find that BNP achieves a slightly better average by 0.04 with a
BMA of 69.68, SGLD has a BMA of 69.64, and pSGLD BMA 69.59. Hence, this shows that
our method of BNP achieves comparable results to SGLD and pSGLD, with a considerable
improvement in initial convergence.

Table 4.1: Table of Bayesian model averaging (BMA) for ResNet 20, which shows the average accuracy of each
model.

Method BMA

BNP 69.68
SGLD  69.64
pSGLD  69.59

In addition to accuracy measure, we also include experiments that support our theory
that BNP improves the Fisher Information Matrix. We calculate the condition number
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of [ ;, computed as in Ahn et al. [2012] as an online average of an approximation of the
empirical Fisher: [y ; = (1 —x¢)[1 ;1 — x:V (6, X!,), where x = % and t corresponds to the
iteration. We use V(0;, X%,) = g(6t, X!,) ® g(6:, X!,) which serves as our approximation of
the empirical Fisher Information matrix for a mini-batch, where g(6;, X!,) is the sample
mean of the gradient using mini-batch X/, and ® represents element-wise multiplication.
Note this is similar to the computation to approximate the Fisher as in Li et al. [2016],
where we are interested in the approximation for a mini-batch. Note, since we compute
this for convolutional layers, we use a fixed weight output channel and the corresponding
bias term. That is, we compute the empirical Fisher information for 6; = [bt, w¢] where
wy € ]RCkZ, where k X k corresponds to the convolution kernel and c is the input channel
dimension. We compute the condition number of [; ; at each of the 19 convolutional layers
of ResNet 20 for 6;. In our experiments, we find the BNP has an improved condition
number over the baseline of SGLD in all 19 convolutional layers. We present layers 1, 10,
and 19 in Figure 4.3

Empirical Fisher Information Condition Number Layer 1 Empirical Fisher Information Condition Number Layer 10 Empirical Fisher Information Condition Number Layer 19

1w
N r\/\_\/—— v
e

— Sl
— P

=

— Sl
— P

— Sl
—Ep

s

Condition Number

Condition Numbe
Condition Numbe

=

0

0 20000 40000 60000 80000 0 20000 40000 60000 80000 0 20000 40000 60000 80000
lterations Iterations Iterations

Figure 4.3: We compute the condition number of an approximation of the empirical Fisher Information matrix in
ResNet 20. In all layers, we found an improvement in the condition number of BNP versus SGLD.

We also include a metric to measure the calibration of the model. Calibration is the
idea that a model’s confidence will match its predictions. We measure the calibration by
computing the expected calibration error (ECE) as described in Naeini et al. [2015]. This
metric is defined as the expected absolute difference between the model’s confidence and
its accuracy. The computation of ECE in practice is through an approximation. First, the
interval [0, 1] is partitioned into a specified number of M equally spaced bins. Let B; be
the set of samples with confidences contained in bin i. Then the accuracy and confidence
of the i* bin are computed as

1
ace; = 7 ), L=y,
| Z| jeBi
and
1 -
conf; = 1B ) Pis

1 jeB;

respectively. Here 1y,—,, is the indicator function for the predicted, §;, and actual, y;,
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label. The ECE is approximated by taking the weighted average of the absolute difference
between the accuracy and confidence of each bin as
o~ |Bil
ECE=) W\acci — confil.
i=1

The maximum calibration error (MCE), see Naeini et al. [2015], can be computed similarly
as
MCE = max |acc; — confi,
i€{1,2,..,M}

which measures the absolute maximum difference between the accuracy and confidence
of each bin. Note the lower the ECE and MCE, the better the model is calibrated. For
our experiments, we choose M = 10 bins and compute both ECE and MCE, as seen in
Figure 4.4. We also show the corresponding reliability diagrams in Figure 4.4, which show
accuracy as a function of confidence. Note that a perfectly calibrated model will plot the
identity.

(a) BNP (b) pSGLD

ECE = 8.58% ECE = 10.67%

(c) SGLD

ECE = 10.44%

MCE = 15.47% < MCE = 19.16% e MCE = 20.16%

Figure 4.4: Reliability diagrams and corresponding ECE and MCE scores for BNP (Left), pSGLD (Center), and
SGLD (Right) on ResNet. The blue bars correspond to the accuracy of each bin, while the red shows the gap
between a perfectly calibrated model and the given model.

We see in Figure 4.4 that all models are overconfident in their predictions, as each accu-
racy bar lies under the identity plot. Comparing the ECE and MCE scores, we see that BNP
has lower scores than both SGLD and pSGLD, with a lower score measuring a more cali-
brated model (hence a lower score is better). In Figure 4.4 we see the accuracy of each bin
in blue and the gap between a perfectly calibrated model in red. BNP has an ECE score of
8.58%, pSGLD an ECE score of 10.67% and BN a score of 10.44%. Therefore, our method of
BNP achieves faster initial convergence and is more calibrated than comparative models
on the Residual network.

There are methods to improve the calibration of neural networks and relevant work
contributing to these techniques includes temperature scaling [Guo et al., 2017], an ex-
tension of histogram binning to multi-class models [Zadrozny and Elkan, 2002], isotonic
regression [Zadrozny and Elkan, 2002], and SWA-Gaussian [Maddox et al., 2019], which
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builds on Stochastic Weight Averaging (SWA). However, we focus on computing ECE and
MCE scores on these models as an additional metric of comparison without applying any
calibration improvement techniques.

4.3.1 Computation Time

We expect the implementation of BNP over SGLD to be more expensive to compute. For
a more thorough comparison, we test the computation time of BNP as in Algorithm 1 on
ResNet 20 along with the baseline algorithms pSGLD and SGLD. These results are com-
puted on GeForce GTX 1080 Ti. Results are summarized in Table 4.2. These computation
times are gathered by averaging the training time over the first 20 epochs, hence results
show the average time to train for one epoch. Both BNP and pSGLD add to the training
time of the network, with BNP adding about 3.7 seconds per epoch and pSGLD adding
about 1 second per epoch.

Table 4.2: Summarization of computation time comparison for ResNet 20, which shows the average time (in
seconds) to run one epoch of each model.

Method Computation Time

BNP 21.83
SGLD 18.10
pSGLD 19.04

5 Conclusion

We have introduced a batch normalization preconditioning algorithm for stochastic gradi-
ent Langevin dynamics that increases the convergence rate of training over SGLD and pS-
GLD. This is done by using the mini-batch statistics to construct a preconditioning matrix
used to precondition the gradients during training. We apply the algorithm to a variety of
Bayesian neural networks, showing faster convergence in the Residual network and sim-
ulation example, as well as a more calibrated model in the ResNet, while also achieving
improved results for Thompson sampling.
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6 Supplemental Material:

We restate Theorem 3.1 and provide a proof. Note this result follows the proof idea given
in Lange et al. [2022].

Theorem 3.1 Let —log p((x,y)|w) be the negative log-likelihood loss function defined from the
output of a fully-connected multi-layer neural network (2.5) with parameter w for a single network

(0)
input x. Consider the weight and bias parameters wl@, bi(f) at the (-th layer and let W = [ i( Z)]
w;

and h = |:h(g]-_1):|. Write the likelihood p((x,y)|@w) as a function of W through the activation

al) .= @Th, that is p((x,y)|@) = f(a'¥)) for some function f. When training over a mini-

batch of N inputs {x1,xp,...,xN}, let {hgﬂfl),hy*l), ... ,h%il)} be the associated h'*=Y) and
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~ 1
let hj = [h(g_l)] € R™*L. Then the empirical Fisher Information matrix with respect to @,
j
(D) := — Z Y1 VZlog p((x),yj)|@), can be written as
(@) = —HTSH,

where

1. (f
and S = Ndzag(f

Proof. With — log(p((x],y])m)) = — log(f(abTﬁj)), we have the gradient with respect to

/ /\Th

w is given by ];< ))h Computing the Hessian of the negative log-likelihood gives

F@RE @) -
( oy [ivrers h; )h . So, the empirical Fisher Information matrix can be writ-

f(@Thy)? = f(@Thy)
ten as N 1 ~T1 \2 1" ~T1,

1@) = & 3 (Lot L
=1 f(@Thy) f(@"hy)

Noting that AT = [hl, o, ..., hAN], we write




