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Abstract: Domain walls are ubiquitous in materials that undergo phase transitions driven by 
spontaneous symmetry breaking. Domain walls in ferroics and multiferroics have received 
tremendous attention recently due to their emergent properties distinct from their domain 
counterparts, for example, their high mobility and controllability, as well as their potential 
applications in nanoelectronics. However, it is extremely challenging to detect, visualize and study 
the ferro-rotational (FR) domain walls because the FR order, in contrast to ferromagnetism (FM) 
and ferroelectricity (FE), is invariant under both the spatial-inversion and the time-reversal 
operations and thus hardly couple with conventional experimental probes. Here, an FR candidate 
NiTiO3 is investigated by ultrasensitive electric quadrupole (EQ) second harmonic generation 
rotational anisotropy (SHG RA) to probe the point symmetries of the two degenerate FR domain 
states, showing their relation by the vertical mirror operations that are broken below the FR critical 
temperature. We then visualize the real-space FR domains by scanning EQ SHG microscopy, and 
further resolve the FR domain walls by revealing a suppressed SHG intensity at domain walls. By 
taking local EQ SHG RA measurements, we show the restoration of the mirror symmetry at FR 
domain walls and prove their unconventional nonpolar nature. Our findings not only provide a 
comprehensive insight into FR domain walls, but also demonstrate a unique and powerful tool for 
future studies on domain walls of unconventional ferroics, both of which pave the way towards 
future manipulations and applications of FR domain walls. 
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Introduction 

Domain walls are low-dimensional features that lie between neighboring domains related by 
broken symmetries through second order phase transitions in solids. In particular, domain walls in 
ferroics and multiferroics have attracted tremendous attention and have been intensively studied 
because of two perspectives. First, domain walls possess distinct symmetries from their domain 
counterparts and exhibit unique properties that are often absent inside the domains. For example, 
enhanced electrical conductivity (1-5), spontaneous polarizations (6-11) and exotic correlated 
magnetism (12) have been observed at the domain walls in various ferroic and multiferroic 
materials. More importantly, by coupling the ferroic orders to their conjugate fields, their domain 
walls can be controlled and manipulated, making the host materials promising for nanoelectronics 
applications such as diodes (13), nonvolatile memory (14-16), and tunnel junctions (17), where 
the domain walls play an active device part.  

Ferro-rotational (FR) order, a ferroic order made of a toroidal arrangement of electric dipoles, 
distinguishes itself from other ferroic orders by its invariance under both the spatial-inversion and 
the time-reversal operations. Because of this unique symmetry property and its axial vector order 
parameter, there are no readily available conjugate vector fields that can couple to the FR order, 
making it an extremely challenging task to detect and distinguish the degenerate FR domains, as 
well as to control the domain walls between them. This FR order has been experimentally probed 
very recently (18-21), but its domain walls remain unexplored. Conventional techniques that have 
been used to investigate different types of ferroic domain walls, such as piezoresponse force 
microscopy (22), conductive atomic force microscopy (1, 23), nitrogen-vacancy center 
magnetometry (24, 25), magneto-optic Kerr effect (26) and electric dipole second harmonic 
generation (ED SHG) microscopy (27-29), barely couple to the FR order due to its unique 
symmetry properties and its axial order parameter characteristics.  

Electric quadrupole (EQ) SHG, in contrast to ED SHG that only survives when spatial inversion 
in broken, is present in all systems while exhibiting much weaker intensities than ED SHG. EQ 
SHG can be described by 𝐸𝑖(2𝜔) ∝ 𝑃𝑖

𝑒𝑓𝑓
(2𝜔) = 𝜒𝑖𝑗𝑘𝑙

𝐸𝑄 𝐸𝑗𝑘𝑘𝐸𝑙 , where 𝜒𝑖𝑗𝑘𝑙
𝐸𝑄  is the EQ SHG 

susceptibility tensor; 𝐸𝑗, 𝐸𝑙 and 𝐸𝑖 are electric fields of the incident and SHG light; and 𝑘𝑘 is the 
light wavevector. Comparing to linear optics, EQ SHG provides multiple copies of participating 
vector fields, 𝐸𝑖(2𝜔), 𝐸𝑗,𝑙(𝜔), and 𝑘𝑘 that can combine to construct tensor fields, allowing a direct 
coupling with high-rank multipolar orders (e.g., the FR order). Furthermore, the rank-4 EQ SHG 
susceptibility tensor 𝜒𝑖𝑗𝑘𝑙

𝐸𝑄  contains more tensor elements and is thus more sensitive to point 
symmetries than the linear optical counterpart.  

In this study, based on its own merits, we apply EQ SHG to investigate the FR order of NiTiO3 
single crystals. By measuring the polarization rotational anisotropy (RA) of EQ SHG, we probe 
the point symmetries of the two degenerate FR domain states and reveal that those two states are 
related by vertical mirror operations. By performing scanning EQ SHG microscopy at the 
polarization angle with a maximum SHG intensity contrast between the two domain states, we 
manage to visualize the real-space FR domain structure in detail and quantify its physical 
properties. More importantly, by aligning the polarization angle at the vertical mirror direction 
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where the two domain states have an equal SHG intensity, the FR domain walls are clearly 
visualized in the scanning microscopy as one-dimensional lines with a suppressed SHG intensity. 
We further confirm the presence of the mirror symmetry and the unconventional nonpolar nature 
at the domain walls with local EQ SHG RA measurements.  

Results and discussion 

We investigate the FR domains and domain walls on single crystal NiTiO3. Above the FR phase 
transition temperature 𝑇𝑐 = 1560 K, NiTiO3 crystalizes in a corundom structure with the space 
group 𝑅3̅𝑐 (point group 3̅𝑚) where the oxygen atoms form a distorted hexagonal close packing 
and two-thirds of the oxygen octahedra cages are randomly occupied by Ni2+ and Ti4+ (Fig. 1A). 
The structure possesses a 𝐶3 rotational symmetry along the c-axis as well as three mirror planes 
parallel to the c-axis (Fig. 1B). Below 𝑇𝑐, ordering of the metallic ions forms where Ni2+ and Ti4+ 
are arranged alternatively in a layer-by-layer fashion (30, 31). The resulting two stacking 
sequences (Ni-Ti-Ni-Ti- and Ti-Ni-Ti-Ni-) give rise to two domain states A and B (Fig. 1C and 
1E). These distinct domain states feature net structural rotations in opposite directions arising from 
the rotational distortions of the oxygen cages with different rotation directions and degrees of 
distortion between adjacent atomic layers (Fig. 1D and 1F). These distortions, which break the 
mirror symmetries and reduce the space group from 𝑅3̅𝑐 to 𝑅3̅ (point group 3̅), result in a toroidal 
arrangement of electric dipole moments that lead to the FR order.  
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FIG. 1. Crystal structures and FR domain states of NiTiO3. (A) a-axis view of the NiTiO3 crystal 

unit cell above the FR phase transition temperature Tc. The bicolor spheres indicate either Ni2+ or 

Ti4+ while the white spheres represent O2-. (B) c-axis view of the NiTiO3 crystal structure above Tc. 
The 3-fold rotational symmetry and the three mirrors are indicated by the arrows and the dash lines, 
respectively. (C and E) a-axis view of the NiTiO3 crystal unit cells of the FR domain state A and 

domain state B below Tc. The blue, yellow, and white spheres indicate Ti4+, Ni2+ and O2-, respectively.  

(D and F) c-axis view of two oxygen cages enclosing Ti4+ of domain A and B. Only two Ti4+ and six 
O2- are depicted. Arrows indicate the rotation direction of the oxygen cages. (G and H) Simulated 
polarization-resolved fundamental reflection and the EQ SHG RA in the parallel channel from domain 
A and domain B under 3̅ point group (solid curves) and from the paraphase under 3̅𝑚 point group 
(grey shaded areas). 

 

Due to the absence of the leading order ED SHG for this centrosymmetric crystal structure, EQ 
SHG is the lowest rank nonlinear optical process that can couple with the FR order. Here, we 
simulate the EQ SHG RA results and show that it can be an effective approach to distinguishing 
the two degenerate FR domain states in NiTiO3. Figure 1G and 1H show the simulated EQ SHG 
RA together with the polarization-resolved fundamental reflection in the parallel channel from FR 
domains A and B obtained under normal incidence of light along the c-axis of the sample. The 
blue and yellow solid curves are simulations based on the 3̅ point group of the FR domains while 
the grey shaded areas are those for the 3̅𝑚 point group of the paraphase (i.e., the high-symmetry 
phase above Tc) [see Supplementary Materials Section 1]. Clearly, whereas the polarization-
resolved fundamental reflections show identical circular patterns from both domains, the EQ SHG 
RA patterns exhibit a rotation of the six-lobe patterns in opposite directions between the two FR 
domains with respect to those of the paraphase, demonstrating the advantage of EQ SHG over 
linear optics in probing the FR order and distinguishing the two degenerate FR domain states. 

Experimentally, we first perform the EQ SHG RA measurements [see Methods] on a normal-cut 
sample (Fig. 2A) whose surface normal is off from the crystal c-axis by 𝜃1 = 2 ± 1°, determined 
by the group theory analysis [see Supplementary Materials Section 1] and confirmed by the X-ray 
diffraction. Surface ED contribution to the SHG signal has been ruled out by performing oblique 
incidence SHG RA measurements on this sample [see Supplementary Materials Section 2]. We 
have surveyed multiple locations across the sample and only observe two types of EQ SHG RA 
patterns. Figure 2B and 2C show the corrected EQ SHG RA patterns under the normal incidence 
of light [see Supplementary Materials Section 3] with the data (markers) fitted by the simulated 
functional forms from the point group 3̅ of the FR domains (solid lines). Both sets of the EQ SHG 
RA patterns possess the three-fold rotational symmetry but rotate away from the paraphase mirrors 
in opposite directions by 17o, which is the evidence of the broken mirror symmetry in the FR phase. 
Remarkably, this 34° rotation angle difference between the EQ SHG RA patterns is much more 
significant than that of the tiny rotational distortions of the crystal structures between the two 
domains. This rotation of the SHG RA pattern depends on the relative amplitudes between the 
susceptibility tensor elements of the paraphase and those of the FR phase which are wavelength-
dependent (19) (i.e., Δ =

1

3
arctan

χyyzy(𝜆)

𝜒𝑥𝑥𝑧𝑥(𝜆)
, see Supplementary Materials Section 1). For NiTiO3, the 

optical gap (~ 3eV, or ~400 nm) (32, 33) is close to our SHG wavelength (400 nm), where the 
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optical resonance condition leads to the large rotation of the SHG RA patterns, compared to the 
delicate crystal cage rotation. Such large rotations in the EQ SHG RA patterns have also been 
observed in other FR materials (19, 21, 34), corroborating the benefits of EQ SHG RA in 
distinguishing the degenerate FR domains. Next, in preparation for the domain imaging, we 
prepared another tilt-cut NiTiO3 sample that was quenched to room temperature after being 
annealed at 1300 °C for 12 hours. Its cut surface is deliberately chosen to be perpendicular to one 
of the three mirrors of the paraphase, with its surface normal off from the crystal c-axis by 𝜃2 =

34 ± 6° (Fig. 2D). As shown in Fig. 2E and 2F, comparing to the normal-cut sample data, there is 
an increase of anisotropy together with a reduction of symmetry in the EQ SHG RA patterns for 
this tilt-cut sample. The six lobes of the EQ SHG RA patterns with even intensities in the normal-
cut sample are reduced to two large and two small lobes in the tilt-cut sample along with the three-
fold rotational symmetry reduced to two-fold. EQ SHG RA patterns from the two domains, 
however, are still related by the vertical mirror operation that is aligned with the a-axis of the 
crystal.  

 
FIG. 2. EQ SHG RA of the two FR domain states measured on the normal-cut and the tilt-cut 
samples. (A and D) Schematics of the laser light incident on the normal-cut and the tilt-cut sample. 
Crystal axes are labelled where a’- and b’-axis are projections of a- and b-axis onto the sample cut 
surface and c’-axis is the projection of c-axis onto the surface normal. Mirrors of the paraphase are 
indicated by the dash lines. (B and C) Corrected EQ SHG RA patterns from the normal-cut sample 
FR domain A (blue) and domain B (yellow) in (B) the parallel and (C) the cross channel. Rotations 
of the patterns away from the a-axis are indicated by the colored shaded areas. (E and F) EQ SHG 
RA patterns from the tilt-cut sample FR domain A (blue) and domain B (yellow) in the (E) parallel and 
(F) the cross channel. Mirrors of the paraphase are indicated by the dash lines. Data (markers) are 
fitted by the functional form from group theory analysis (solid lines). Numbers at the bottom right of 
the plots indicate the scale of the plot.   
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The anisotropy in the tilt-cut sample introduces a large SHG intensity contrast in the parallel 
channel at the polarization angles 𝜙1 = −17° and 𝜙2 = 17°  (insets of Fig. 3A and 3B) [see 
Supplementary Materials Section 4], allowing us to image the FR domains by the means of 
scanning EQ SHG microscopy [see Methods]. We first fix the polarization angle to be at 𝜙1 =

17° where domain A has a much larger intensity than that of domain B and perform the scanning 
EQ SHG measurement. The yielded FR domain map is shown in Fig. 3A [see Supplementary 
Materials Section 5 for color scale determination]. The two degenerate FR domain states are 
clearly distinguished with a stark contrast and are clearly separated. When the polarization is fixed 
at 𝜙2 = −17° where domain B has a larger SHG signal over domain A, a complimentary FR 
domain map is constructed and shown in Fig. 3B with the signal levels of the two FR domains 
flipped from Fig. 3A. Regions highlighted in yellow show exceptionally large SHG signals in both 
Fig. 3A and Fig. 3B. These regions correspond to the island-shaped NiO defects formed during 
sample growth [See Supplementary Materials Section 6].  

 
FIG. 3. EQ SHG scanning microscopy of the FR domains. (A and B) EQ SHG scanning of the 
FR domains in the parallel channel at the polarizations indicated by the arrows in the corresponding 
insets. The domain maps shown in (A) and (B) are flipped under the two selected polarizations. 
Regions with exceptionally large SHG signals are highlighted by the yellow color. (C) Histogram of 
the population of domain A and B. (D) Histogram of the domain lateral size of domain A and B. (E) 
Histogram of the radius of curvature along the domain walls. 
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The high-resolution FR domain imaging enables us to perform a series of statistical analysis on 
the FR domains and domain walls, which provide essential yet unprecedented information about 
the FR order and could be compared with ferroelectric (FE), ferromagnetic (FM) and the ferro-
toroidal (FT) orders. To start with, we calculate the domain populations based on the SHG signal 
level of each pixel. As is shown in Fig. 3C, the populations of domain A and B are close to each 
other (47% and 53% for domain A and B, respectively), showing no obvious preference to either 
domain when the FR order is formed as the temperature cools down below Tc. We next investigate 
the lateral size of the FR domains obtained from the whole scanned region [see Methods] and plot 
the histogram of the lateral domain size in Fig. 3D. The peak frequency of the domain lateral size 
lies in 20-30 μm range, which is larger than the typical size of the FE domains that is less than one 
micron (1, 23, 24, 35-40), close to that of the FM domains that is of tens of micron (41, 42) and 
smaller than that of the FT domains that is of hundreds of micron (29, 43). During the sample 
preparation process, we observe that by quenching the sample across 𝑇𝑐, the domains can shrink 
by more than 80% of the size of the slow cooling sample domains [see Supplementary Materials 
Section 7], with an increase of the domain wall density. The cooling-rate dependence of the domain 
sizes has also been observed by previous studies (20). This indicates that the quadrupolar nature 
of the FR order is distinct from the dipolar ferroic counterparts such as FM and FE orders whose 
domain sizes mainly result from the energy competition between long-range (e.g., magnetic 
dipole-dipole interaction for FM) and short-range (e.g., exchange coupling for FM) interactions 
(44). On the contrary, instead of the static energetics, the dominant contributor to the formation of 
the FR domains and their size could be the non-equilibrium dynamics as well as the formation of 
topological defects during the cooling process of the sample growth (45, 46).  

Besides the FR domains, thanks to the high resolution of the domain map, we can clearly visualize 
the boundaries between the two FR domains, i.e., the domain walls. From the domain map, we 
observe that the domain walls twist and turn along the way. Figure 3E plots the histogram of the 
radius of curvature extracted from each point along the domain wall [see Methods and 
Supplementary Materials Section 8]. Two peak frequencies appear at 10-22.5 μm and 35-40 μm, 
which are comparable to the characteristic lateral domain sizes (20-30 μm). This is consistent with 
the meandering of the domain wall shown in Fig. 3A and 3B, and is in stark contrast to the straight 
wall morphology that is ubiquitous in, for example, strain-induced ferroelectric and ferroelastic 
materials (1, 40, 47). However, in FT (29, 43), FM (41, 42) and many of the improper FE materials 
(12, 39, 48), the domain walls also show curving profiles, similar to the case of FR domains in 
NiTiO3. We infer from this observation that the domain walls tend to be curved when the order 
parameter is parallel to the out-of-plane rotational axis (i.e., c-axis in NiTiO3) and hence does not 
break any rotational symmetry. This is because such type of order parameters has zero component 
projected onto the in-plane domain walls and therefore is relatively insensitive to the curving of 
them.  

Remarkably, scanning EQ SHG and local EQ SHG RA measurements can be applied to selectively 
image the domain walls and probe their symmetries. As shown in Fig. 4A, within the selected 
region shown in the lower inset of Fig. 4A, by choosing the polarization in the cross channel along 
the a-axis where both FR domains yield the same SHG signal level (Fig. 4A upper inset), the EQ 
SHG scanning image shows a clear suppression of SHG intensity at the domain walls as compared 
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to the domains on both sides, highlighting the domain walls. The average SHG signal is calculated 
along the domain wall (green contour in Fig. 4B) as well as along the contours that are further 
away from it [see Methods]. The plot of the average SHG intensity as a function of the distance to 
the domain wall is then constructed and shown in Fig. 4C, with the error bars corresponding to the 
95% confidence interval. The valley of the plot corresponds to the domain wall and shows a clear 
drop of the signal, as expected from the scanning EQ SHG image in Fig. 4A. Note that the SHG 
intensities from the two FR domains are similar but not identical. This is because the polarization 
is slightly off by less than 0.5° from the angle at which both FR domains yield the same SHG 
intensity. The drop of the signal at the boundaries is the signature of mirror symmetry along the 
incident light polarization, which forbids any SHG signal in the cross channel, in contrast to the 
absence of mirrors inside FR domains. We note that similar suppression of the SHG signal at the domain 
boundaries was also observed in polycrystalline MoS2 (49, 50) due to the destructive interference between 
the SHG light from adjacent domains [discussed in Supplementary Materials Section 9 (27, 29, 50, 51)], 
in contrast to that observed on NiTiO3 that results from the restoration of mirror symmetry on the domain 
walls. The uniform drop of the signal along the domain wall negates its polar nature since polar 
domain walls break the spatial-inversion symmetry and therefore are expected to show stronger 
SHG from the leading order ED contribution. For example, the 2 nm thick polar ferroelectric 
domain wall in CaTiO3 can give rise to much more significant SHG signals than the nonpolar 
ferroelastic domains and are prominent in the scanning SHG mapping (11). The signal drop at the 
domain wall of our NiTiO3 is 7.0 ± 1.5% compared to the average signal level of the two FR 
domains, yielding an estimated domain wall width to be 0.76 ± 0.20 μm [see Supplementary 
Materials Section 10]. This estimated domain wall width lies within the range of the previously 
reported values by STEM (18). Depending on the relative orientation of the domain walls to the 
surface normal, we may have overestimated the domain wall width by probing its tilt-cut cross 
section. Therefore, our measured wall width is an upper bound of the actual value. 
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FIG. 4. EQ SHG microscopy and RA of domain walls. (A) EQ SHG scanning image of the domain 
walls in the cross channel at the polarization indicated by the arrow in the upper inset. The lower 
inset shows the EQ SHG scanning image of the domains extracted from Fig. 3A of the same region 
of interest. (B) The same EQ SHG scanning image of the domain walls as (A), where domain A and 
B are labelled. The green contour indicates the domain wall based on which (C) is constructed. The 
blue and yellow arrows indicate the positions where EQ SHG RA is measured and plotted in the 
upper row in (D). Numbers indicate the positions where EQ SHG RA is measured and plotted in the 
lower row in (D). (C) Plot of averaged EQ SHG intensity as a function of distance to the domain wall. 
(D) EQ SHG RA patterns in the cross channel measured across (upper row) and along (lower row) 
the domain wall. Experiment data (markers) are fitted by the functional form (solid curves) calculated 
from the point group 3̅. The numbers at the bottom right of the plots indicate the ratio of contributions 
from domain A, B, and the domain walls. All the EQ SHG RA are plotted on the same scale. (E) 
Simulated EQ SHG RA from a tilt-cut sample based on the point group 3̅𝑚.. The red arrow indicates 
the polarization parallel to the mirror where the cross channel shows zero SHG intensity. (F) c-axis 
view of the crystal structures of domain A, B, and the domain wall. Arrows indicate the rotation 
direction of the oxygen cages. The blue, yellow, and white spheres indicate Ti4+, Ni2+ and O2-, 
respectively. The bicolor spheres indicate either Ti4+ or Ni2+. 

 

To further characterize the domain walls, we perform a series of EQ SHG RA measurements across 
and along the domain wall. The upper row of Fig. 4D shows the EQ SHG RA measured across the 
domain wall along the blue and the yellow arrows shown in Fig. 4B. From domain A to domain 
B, there is a continuous evolution of the EQ SHG RA patterns and between the domains, the EQ 
SHG RA shows intermediate patterns which result from the superposition of the contributions 
from the two FR domains and the domain wall. Specifically, on the domain wall, the EQ SHG RA 
shows a bowtie shape which results from almost equal contributions from the two adjacent 
domains plus that from the domain wall. The lower row of Fig. 4D shows the EQ SHG RA patterns 
measured along the domain wall at the positions labelled by the numbers shown in Fig. 4B. All 
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EQ SHG RA patterns measured at different positions on the domain wall show almost identical 
bowtie shapes. This confirms the nonpolar nature of the domain wall and shows stark contrast to 
the polar domain walls of ferroelastic materials such as CaTiO3 (11) where the shapes of the SHG 
RA patterns are locked to the curving directions of domain walls.  

Having established the presence of the mirror symmetry at domain walls, we here propose that the 
domain walls retain the crystal structure of the paraphase where Ni2+ and Ti4+ are distributed 
randomly and preserves the mirror symmetries, in contrast to the FR domains where the ordering 
of Ni2+ and Ti4+ takes place below Tc. To confirm this, Fig. 4E shows the simulated EQ SHG RA 
patterns from a tilt-cut sample based on the 3̅𝑚  point group of the paraphase using the 
susceptibility tensor elements extracted from the fitting results of the FR domain data (Fig. 2E and 
2F). The red arrow indicates that indeed, there is zero SHG signal present at the polarization 
aligned with the mirror in the cross channel, consistent with the intensity suppression at domain 
walls in Fig. 4A. We then construct the superposition of the EQ SHG RA patterns from both FR 
domains and the domain walls, which is used to fit the EQ SHG RA data in Fig. 4D (solid curves). 
The weight of the contributions from domain A, B and walls are displayed at the bottom right 
corner of each polar plot. Note that across the boundary from domain A to B, the contribution from 
domain A gradually decreases while that from domain B increases, whereas along the domain wall, 
the contributions from domain A and B are consistently almost equal. To summarize the structure 
change of the FR phase transition, as the temperature goes down, ordering of Ni2+ and Ti4+ takes 
place in a layer-by-layer fashion and form two degenerate FR domain states. At the intersection 
between the two domains, there is a region (the domain walls) where the crystal structure does not 
change and connect the two FR domains (Fig. 4F). Similar situations are also present in 
ferroelectricity such as BiFeO3 where at the domain boundaries, it is more energetically favorable 
for the oxygen octahedra to remain unchanged (52).  

 

Conclusion 

In summary, we investigate the FR domains and domain walls in NiTiO3 crystals by ultrasensitive 
EQ SHG techniques. The EQ SHG RA patterns from distinct FR domains rotate in the opposite 
directions from each other and are related by the vertical mirror operations that are present in the 
crystal, demonstrating the capability of EQ SHG RA to distinguish the degenerate FR domains. 
High-resolution FR domain maps are realized by scanning EQ SHG microscopy, showing almost-
equal populations between the two degenerate domains with the domain lateral size mostly lying 
in the 20-30 μm range, much larger than the typical size of FE domains, close to that of the FM 
domains and smaller than that of the FT domains. More importantly, these EQ SHG techniques 
enable us to resolve the domain walls and probe their symmetries, despite the presence of spatial-
inversion symmetry. We observe the meandering feature of the FR domain walls and confirm the 
presence of mirrors at the domain walls, as well as their nonpolar nature. The high-resolution FR 
domain and domain wall maps enabled by the EQ SHG techniques pave the way for the future 
study on the interactions between FR domain walls as well as the manipulation of FR domain walls 
by external stimuli. Moreover, it also provides a unique tool to study the interactions between the 
FR order and other orders coexisting in a system. It has been suggested that in many type-II 
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multiferroics, the FR order is a prerequisite for subsequent noncentrosymmetric magnetic orders, 
which are the necessary ingredient for type-II multiferroicity (53-55). For NiTiO3, it has been 
reported that an antiferromagnetic (AFM) order forms below 𝑇AFM = 23 K (56-58). It would be 
insightful to explore how the AFM order is established upon the existing FR orders and how the 
AFM domains distribute in the presence of FR domains and domain walls. 

 

Materials and Methods: 

Sample fabrication: The single crystal of NiTiO3 was grown by using a two-mirror type infrared 
image furnace in air after synthesizing polycrystalline feed rod by mixing NiO (99.999%) and 
TiO2 (99.999%) in a stoichiometric ratio (20, 59). Annealing history: The tilt cut sample was 
annealed at 1300 C for 12 hours and quenched to room temperature after growth. The normal cut 
sample was not annealed or quenched after growth. Surface preparation: The surfaces of both 
normal cut and tilt cut samples were mechanically polished on diamond lapping films with 
progressively finer grain size (30 m to 0.1 m). Final surface finishing was subsequently done 
on the mechanically polished surfaces using GIGA-0900 vibratory polisher with colloidal silica as 
the abrasive. 

EQ SHG measurements: The 800 nm ultrafast laser source is of 50 fs pulse duration and 200 
kHz repetition rate. It is focused down to a 15 μm diameter spot on the sample at a power of 3.7 
mW, corresponding to a fluence of 10.5 mJ/cm2. The laser light is shined normal to the sample 
surface and are moved across the sample surface to construct EQ SHG maps at various locations 
across the NiTiO3 single crystal. For EQ SHG RA measurements, the same power and beam size 
are used. The polarizations of the incident and reflected light can be selected to be either parallel 
or perpendicular to each other, whose azimuthal angle 𝜙 can change correspondingly. The SHG 
signal is collected by a photomultiplier-tube, and then amplified by an electronic current pre-
amplifier and a lock-in amplifier in sequence.  

Domain size analysis: Multiple vertical and horizontal line-cuts have been extracted from the EQ 
SHG scanning maps shown in Fig. 3A and 3B. Lateral sizes of the domains are sampled from these 
line-cuts and are used to construct the domain lateral size histogram shown in Fig. 3D. 

Domain boundary analysis: For the radius of curvature analysis, the domain walls are first picked 
out manually and then smoothened by the Polynomial Approximation with Exponential Kernel 
(PAEK) method based on a smoothing tolerance of  0.001 pixel size using ArcGIS software (60). 
The radius of curvature is then calculated at each point [see Supplementary Materials Section 8]. 
For the SHG signal analysis along the domain wall, the domain walls are first picked out manually 
by ArcGIS software. The distances from each pixel to the domain wall are then calculated by 
ArcGIS and the average SHG signals are calculated along each contour that has a fixed distance 
to the domain walls. 
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1. Group theory analysis of EQ SHG RA  
a. On the normal-cut sample with FR order (𝟑̅) 

For domain A, the simulated EQ SHG intensity as a function of susceptibility tensors and the 
azimuth angle 𝜙 of the input polarizations are: 

𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙,𝐴 = (χxxzx cos 3𝜙 − χyyzy sin 3𝜙)2 
𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠,𝐴 = (χyyzy cos 3𝜙 + χxxzx sin 3𝜙)2. 

For domain B:  

𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙,𝐵 = (χxxzx cos 3𝜙 + χyyzy sin 3𝜙)2 
𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠,𝐵 = (χyyzy cos 3𝜙 − χxxzx sin 3𝜙)2 

 
b. On the normal-cut sample in the paraphase (𝟑̅𝒎) 

 
𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = (χxxzx cos 3𝜙)2 

𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠 = (χxxzx sin 3𝜙)2 

 

c. On the tilt-cut sample with FR order (𝟑̅) 

For domain A:  



𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙,𝐴 = (sin [𝜙](−Sin[𝜙](Cos[𝜙](−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼])

+ (−χxyyx + χyzzy)Cos[𝛽]Sin[𝛽] + (χxzxxCos[3𝛼] + χyzyySin[3𝛼])Sin[𝛽]2)

− (χyyzyCos[3𝛼]Cos[𝛽] − χxxzxCos[𝛽]Sin[3𝛼] − χyyxySin[𝛽])Sin[𝜙])

+ Cos[𝜙](Cos[𝜙](χxxzxCos[𝛽]3Sin[3𝛼] −
1

2
(χxyyy − 2χxzzy

+ χyyxy)Cos[𝛽]2Sin[𝛽] − (χxzxx + χzxxx)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2

+ χzxyzSin[𝛽]3 + Cos[3𝛼]Cos[𝛽](−χyyzyCos[𝛽]2 + (χyzyy

+ χzyyy)Sin[𝛽]2)) − (−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼]) + (−χxyxy

+ χzyzy)Cos[𝛽]Sin[𝛽] + (χzxxxCos[3𝛼] + χzyyySin[3𝛼])Sin[𝛽]2)Sin[𝜙]))

− Cos[𝜙](−Sin[𝜙](Cos[𝜙](χxxzxCos[𝛽]3Sin[3𝛼] + (χxyyy

− 2χxzzy)Cos[𝛽]2Sin[𝛽] − 2χxzxxCos[𝛽]Sin[3𝛼]Sin[𝛽]2 + χxzyzSin[𝛽]3

+ Cos[3𝛼](−χyyzyCos[𝛽]3 + χyzyySin[𝛽]Sin[2𝛽]))

− (−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼]) + (−χxyyx

+ χyzzy)Cos[𝛽]Sin[𝛽] + (χxzxxCos[3𝛼] + χyzyySin[3𝛼])Sin[𝛽]2)Sin[𝜙])

+ Cos[𝜙](Cos[𝛽]Cos[𝜙](χyyzyCos[𝛽]3Sin[3𝛼] + (−χxyxy − 2χxyyx + 2χyzzy

+ χzyzy)Cos[𝛽]2Sin[𝛽] − (2χyzyy + χzyyy)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2 + (−χyzyz

− 2χzyyz + χzzzz)Sin[𝛽]3 + Cos[3𝛼]Cos[𝛽](χxxzxCos[𝛽]2 − (2χxzxx

+ χzxxx)Sin[𝛽]2)) − (χxxzxCos[𝛽]3Sin[3𝛼] −
1

2
(χxyyy − 2χxzzy

+ χyyxy)Cos[𝛽]2Sin[𝛽] − (χxzxx + χzxxx)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2

+ χzxyzSin[𝛽]3 + Cos[3𝛼]Cos[𝛽](−χyyzyCos[𝛽]2 + (χyzyy

+ χzyyy)Sin[𝛽]2))Sin[𝜙])))2; 



𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠,𝐴 = (Sin[𝜙](Cos[𝜙](Cos[𝜙](−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼]) + (−χxyyx

+ χyzzy)Cos[𝛽]Sin[𝛽] + (χxzxxCos[3𝛼] + χyzyySin[3𝛼])Sin[𝛽]2)

− (χyyzyCos[3𝛼]Cos[𝛽] − χxxzxCos[𝛽]Sin[3𝛼] − χyyxySin[𝛽])Sin[𝜙])

+ Sin[𝜙](Cos[𝜙](χxxzxCos[𝛽]3Sin[3𝛼] −
1

2
(χxyyy − 2χxzzy  

+ χyyxy)Cos[𝛽]2Sin[𝛽] − (χxzxx + χzxxx)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2

+ χzxyzSin[𝛽]3 + Cos[3𝛼]Cos[𝛽](−χyyzyCos[𝛽]2 + (χyzyy

+ χzyyy)Sin[𝛽]2)) − (−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼]) + (−χxyxy

+ χzyzy)Cos[𝛽]Sin[𝛽] + (χzxxxCos[3𝛼] + χzyyySin[3𝛼])Sin[𝛽]2)Sin[𝜙]))

− Cos[𝜙](Cos[𝜙](Cos[𝜙](χxxzxCos[𝛽]3Sin[3𝛼] + (χxyyy

− 2χxzzy)Cos[𝛽]2Sin[𝛽] − 2χxzxxCos[𝛽]Sin[3𝛼]Sin[𝛽]2 + χxzyzSin[𝛽]3

+ Cos[3𝛼](−χyyzyCos[𝛽]3 + χyzyySin[𝛽]Sin[2𝛽]))

− (−Cos[𝛽]2(χxxzxCos[3𝛼] + χyyzySin[3𝛼]) + (−χxyyx

+ χyzzy)Cos[𝛽]Sin[𝛽] + (χxzxxCos[3𝛼] + χyzyySin[3𝛼])Sin[𝛽]2)Sin[𝜙])

+ Sin[𝜙](Cos[𝛽]Cos[𝜙](χyyzyCos[𝛽]3Sin[3𝛼] + (−χxyxy − 2χxyyx + 2χyzzy

+ χzyzy)Cos[𝛽]2Sin[𝛽] − (2χyzyy + χzyyy)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2 + (−χyzyz

− 2χzyyz + χzzzz)Sin[𝛽]3 + Cos[3𝛼]Cos[𝛽](χxxzxCos[𝛽]2 − (2χxzxx

+ χzxxx)Sin[𝛽]2)) − (χxxzxCos[𝛽]3Sin[3𝛼] −
1

2
(χxyyy − 2χxzzy

+ χyyxy)Cos[𝛽]2Sin[𝛽] − (χxzxx + χzxxx)Cos[𝛽]Sin[3𝛼]Sin[𝛽]2

+ χzxyzSin[𝛽]3 + Cos[3𝛼]Cos[𝛽](−χyyzyCos[𝛽]2 + (χyzyy

+ χzyyy)Sin[𝛽]2))Sin[𝜙])))2; 
 
For domain B:  

𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙,𝐵 = (−χyyzyCos[𝛽]4Cos[𝜙]3Sin[3𝛼] + Cos[𝛽]3Cos[𝜙]2((χxyxy + 2χxyyx

− 2χyzzy − χzyzy)Cos[𝜙]Sin[𝛽] − 3χxxzxSin[3𝛼]Sin[𝜙])

+ Cos[𝛽]2Cos[𝜙]((2χyzyy + χzyyy)Cos[𝜙]2Sin[3𝛼]Sin[𝛽]2

+ χyyxyCos[𝜙]Sin[𝛽]Sin[𝜙] + 3χyyzySin[3𝛼]Sin[𝜙]2)

+ Cos[3𝛼](Cos[𝛽]2Cos[𝜙]3(χxxzxCos[𝛽]2 − (2χxzxx + χzxxx)Sin[𝛽]2)

+ Cos[𝛽]Cos[𝜙]2(−3χyyzyCos[𝛽]2 + 2(2χyzyy + χzyyy)Sin[𝛽]2)Sin[𝜙]

+ Cos[𝜙](−3χxxzxCos[𝛽]2 + (2χxzxx + χzxxx)Sin[𝛽]2)Sin[𝜙]2

+ χyyzyCos[𝛽]Sin[𝜙]3) − Sin[𝛽]Sin[𝜙]((χxzyz + 2χzxyz)Cos[𝜙]2Sin[𝛽]2

+ χzyyyCos[𝜙]Sin[3𝛼]Sin[𝛽]Sin[𝜙] − χyyxySin[𝜙]2

+ χyzyySin[3𝛼]Sin[𝛽]Sin[2𝜙]) + Cos[𝛽]((χyzyz + 2χzyyz

− χzzzz)Cos[𝜙]3Sin[𝛽]3 + 2(2χxzxx + χzxxx)Cos[𝜙]2Sin[3𝛼]Sin[𝛽]2Sin[𝜙]

+ (χxyxy − 2χyzzy − χzyzy)Cos[𝜙]Sin[𝛽]Sin[𝜙]2 + χxxzxSin[3𝛼]Sin[𝜙]3

+ χxyyxSin[𝛽]Sin[𝜙]Sin[2𝜙]))2; 



𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠,𝐵 =
1

16
(4χxzyzCos[𝜙]3Sin[𝛽]3 − 4χyyzyCos[𝛽]4Cos[𝜙]2Sin[3𝛼]Sin[𝜙]

+ 4Cos[𝜙]2(2χyzyySin[3𝛼]Sin[𝛽]2 − χxyyxSin[2𝛽])Sin[𝜙]

− 4Cos[𝜙]Sin[𝛽](χyyxy + 2χzxyzSin[𝛽]2)Sin[𝜙]2

− 4χzyyySin[3𝛼]Sin[𝛽]2Sin[𝜙]3 + Cos[𝛽]3(χxxzx(Cos[𝜙]

+ 3Cos[3𝜙])Sin[3𝛼] + 4(χxyxy + 2χxyyx − 2χyzzy

− χzyzy)Cos[𝜙]2Sin[𝛽]Sin[𝜙]) + Cos[3𝛼](χyyzyCos[𝛽]3(Cos[𝜙]

+ 3Cos[3𝜙]) + 4Cos[𝛽]Cos[𝜙](χzyyy − (2χyzyy + χzyyy)Cos[2𝜙])Sin[𝛽]2

+ 4Cos[𝜙]2(χxxzxCos[𝛽]2(2 + Cos[𝛽]2) − (2χxzxx + (2χxzxx

+ χzxxx)Cos[𝛽]2)Sin[𝛽]2)Sin[𝜙] − 4χyyzyCos[𝛽]Cos[𝜙]Sin[𝜙]2

+ 4(−χxxzxCos[𝛽]2 + χzxxxSin[𝛽]2)Sin[𝜙]3) + 2Cos[𝛽]2(2(χxyyy

− 2χxzzy)Cos[𝜙]3Sin[𝛽] + (−4χyyzy + 2χyzyy + χzyyy − (2χyzyy

+ χzyyy)Cos[2𝛽])Cos[𝜙]2Sin[3𝛼]Sin[𝜙] + 2χyyzySin[3𝛼]Sin[𝜙]3 + (χxyyy

− 2χxzzy + χyyxy)Sin[𝛽]Sin[𝜙]Sin[2𝜙])

+ 4Cos[𝛽](−2χxzxxCos[𝜙]3Sin[3𝛼]Sin[𝛽]2 + Cos[𝜙]2Sin[𝛽](2χyzzy

+ (χyzyz + 2χzyyz − χzzzz)Sin[𝛽]2)Sin[𝜙] − χxxzxCos[𝜙]Sin[3𝛼]Sin[𝜙]2

+ Sin[𝛽]Sin[𝜙]((χxyxy − χzyzy)Sin[𝜙]2 + (χxzxx

+ χzxxx)Sin[3𝛼]Sin[𝛽]Sin[2𝜙])))2; 
 
where 𝛼 and 𝛽 are the cutting azimuth angle and the cutting polar angle, respectively. 
 

d. On the tilt-cut sample in the paraphase (𝟑̅𝒎) 
 

𝑆𝐻𝐺𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 = (−χxxzxCos[𝛽]4Cos[𝜙]3Sin[3𝛼]

− (2χxzxx + χzxxx)Cos[𝜙]Sin[3𝛼]Sin[𝛽]2Sin[𝜙]2

+ Cos[𝛽]3Cos[𝜙]2 ((−χxyxy − 2χxyyx + 2χyzzy + χzyzy)Cos[𝜙]Sin[𝛽]

− 3χxxzxCos[3𝛼]Sin[𝜙])

+ Cos[𝛽]2Cos[𝜙]Sin[3𝛼](χzxxxCos[𝜙]2Sin[𝛽]2 + 3χxxzxSin[𝜙]2)

+ Cos[𝛽] (Cos[𝜙]3Sin[𝛽] ((−χyzyz − 2χzyyz + χzzzz)Sin[𝛽]2

+ χxzxxSin[3𝛼]Sin[2𝛽]) + 2(2χxzxx + χzxxx)Cos[3𝛼]Cos[𝜙]2Sin[𝛽]2Sin[𝜙]

+ (−χxyxy − 2χxyyx + χzyzy)Cos[𝜙]Sin[𝛽]Sin[𝜙]2 + χxxzxCos[3𝛼]Sin[𝜙]3

+ χyzzySin[𝛽]Sin[𝜙]Sin[2𝜙]))
2

 



𝑆𝐻𝐺𝑐𝑟𝑜𝑠𝑠 =
1

64
(Cos[3𝛼]Cos[𝛽]((5χxxzx − 4χxzxx − 2χzxxx + (3χxxzx + 4χxzxx

+ 2χzxxx)Cos[2𝛽])Cos[3𝜙] − 2(χxxzx + 4χxzxx − 2χzxxx)Cos[𝜙]Sin[𝛽]2)

+ Sin[𝜙](−8χxxzxCos[𝛽]2Cos[2𝜙]Sin[3𝛼] + Cos[𝜙]2((−7χxxzx + 10χxzxx

+ χzxxx − 8(χxxzx + χxzxx)Cos[2𝛽] − (χxxzx + 2χxzxx

+ χzxxx)Cos[4𝛽])Sin[3𝛼] − 2(χxyxy − 2χxyyx + χyzyz + 2χyzzy + 2χzyyz

− χzyzy − χzzzz)Sin[2𝛽] + (−χxyxy − 2χxyyx + χyzyz + 2χyzzy + 2χzyyz

+ χzyzy − χzzzz)Sin[4𝛽]) − 8Sin[𝛽]((χxyxy − χzyzy)Cos[𝛽]

+ χzxxxSin[3𝛼]Sin[𝛽])Sin[𝜙]2))2 
 
where 𝛼 and 𝛽 are the cutting azimuth angle and the cutting polar angle, respectively. 
 
The susceptibility tensors for domain A and B that lead to the functional forms under the 3̅ 
point group are related by the mirror operation along the yz-plane. During the fitting process, 
SHG RA patterns from both domain A and domain B in both the parallel and the cross 
channels are fitted together and yield robust fitting results. 
 

2. Oblique SHG RA measurement on the unannealed normal-cut 
NiTiO3 

We confirm the bulk electric quadrupole (EQ) as the origin of the SHG signal and rule out the 

possibility of surface electric dipole (ED) contribution by performing oblique incidence SHG RA 

measurements on the normal-cut NiTiO3 sample. The simulated SHG RA signal as a function of 

the incident polarization angle 𝜙 in the S-P channel is given by 

𝑆𝐻𝐺𝑠𝑝,3 = 𝜒zxx2Sin[𝜃]2 + Cos[𝜃]2(𝜒xxxCos[3𝜙] + 𝜒yyySin[3𝜙])2 

for the surface ED (point group 3), and 

𝑆𝐻𝐺𝑠𝑝,3̅ = Cos[𝜃]2(−χxyxySin[𝜃] + Cos[𝜃](χxxzxCos[3𝜙] + χyyzySin[3𝜙]))2

+ Sin[𝜃]2(−χzyzyCos[𝜃] + Sin[𝜃](χzxxxCos[3𝜙] + χzyyySin[3𝜙]))2 

for the bulk EQ (point group 3̅), where 𝜒𝑖𝑗𝑘 and 𝜒𝑖𝑗𝑘𝑙 are the susceptibility tensors for the ED and 

EQ SHG process; 𝜃 and 𝜙 are the incident polar angle and the polarization angle of the incident 

light. Figure S1A and B plot the simulated oblique incidence SHG RA patterns in the S-P channel 

for surface ED and bulk EQ, respectively. We see that the surface ED SHG RA pattern has six 

even lobes in the S-P channel whereas the bulk EQ SHG RA shows six lobes with alternating 

amplitudes. Hence, the oblique incidence SHG RA technique can be used to distinguish the origin 



of the SHG signal. Figure S1C shows the oblique incidence SHG RA pattern in the S-P channel 

(markers) from the normal-cut sample, which clearly shows alternating lobe amplitudes and is 

consistent with the bulk EQ SHG RA fit (solid curve). This confirms that our SHG signal is 

primarily contributed by bulk EQ instead of surface ED. 

 

FIG. S1. Simulated oblique incidence SHG RA pattern in the S-P channel from (A) 
surface ED (point group 3) and (B) bulk EQ (point group 3̅). (C) Oblique incidence 
SHG RA (markers) fitted by bulk EQ simulation (solid line). 

 

3. Normal incidence EQ SHG RA of the unannealed normal-cut 
NiTiO3 

 
FIG. S2. EQ SHG RA of the unannealed normal-cut NiTiO3 in (A) the parallel channel 
and (B) the cross channel. Data (markers) are fitted by the functional form derived by 



group theory (solid lines). Mirrors of the paraphase are indicated by the dash lines. 
Numbers at the bottom right of the plots indicate the scale of the plot. 

 

The surface normal of the normal-cut NiTiO3 sample is off from the crystal c-axis by 𝜃1 =
2 ± 1°, determined by the fitting of the EQ SHG RA data shown in Fig. S2. Given this small 
deviating angle, we normalize the six lobes of the EQ SHG RA patterns and plot them in 
Fig. 2 of the main text. 

 

4. SHG signal contrast between the normal-cut and the tilt-cut 
sample 

Comparing to the normal-cut sample, the tilt-cut sample increases the anisotropy of the SHG RA 
patterns, making it possible to nicely see the contrast between two FR domains over a wide 
polarization angle range. Specifically, the SHG RA patterns from the tilt-cut sample only have 
two-fold rotational symmetry (Figure S3A shows the parallel channel SHG RA data) whereas 
those from the normal-cut sample have the six-fold rotation symmetry (Figure S3B shows the 
parallel channel SHG RA data). Besides, it further provides a greater SHG intensity difference 
between the two FR domain states. Figure S3C shows the SHG signal difference between domain 
A and domain B for the tilt-cut (blue) and the normal-cut (red) samples under the same 
measurement conditions. It is clearly seen that the signal difference between the two FR domains 
for the tilt-cut sample is much larger than that of the normal-cut sample. This large signal 
difference provides a sharper contrast of the FR domains in the SHG maps, as you may compare 
Fig. 3A and 3B in the main text and Fig. S6 in the Supplementary Materials. 

 

FIG. S3. SHG RA signal as a function of the incident light polarization angle of domain 
A (blue) and domain B (red) from (A) tilt-cut sample and (B) normal-cut sample. (C) 
SHG RA signal difference between domain A and domain B from the tilt-cut sample 
(blue) and the normal-cut sample (red). 

 

5. FR domain maps color scale determination 



The determination of the FR domain mapping color scale shown in Fig. 3A and 3B is described 
by the following procedure. First, we extract line-cuts from both the 𝜙 = −17° and the 𝜙 = 17° 
domain mappings at the same location (dash lines in Fig. S4B and S4C), and plot them in Fig. S4A. 
We then choose the cross-points between the two curves to be the signal level of the domain wall 
(dash line in Fig. S4A) and set it to be color grey. The upper bound and lower bound colors are set 
to be blue and orange at the average signal levels of the two domains respectively. 

 

 

 
FIG. S4. (A) Line-cuts extracted at the same location from (B) 𝜙 = −17 ° and (C) 𝜙 =
17° EQ SHG FR domain maps. The dash line corresponds to the signal level of the 
domain walls. (B) EQ SHG FR domain mapping performed at 𝜙 = −17 ° and (C) 𝜙 =
17 ° after updating the color scale. The dash lines correspond to the locations where 
the line-cuts of the SHG signal are taken and plotted in (A).  
 

6. Exceptionally large SHG signals from NiO defects 
 

 



FIG. S5. (A) Optical image of the NiTiO3 sample that was used for EQ SHG 
measurement. (B) Zoomed-in area where the SHG scanning is performed. Regions 
with exceptionally large SHG signals correspond to NiO and are circled by the red 
dash curves. (C) and (D) EQ SHG scan maps from the region shown in (B) under the 
polarization (C) 𝜙 = 17° and (D) 𝜙 = −17°. Regions with exceptionally large SHG 
signals are highlighted by the yellow color. 
 

7. EQ SHG scanning microscopy of the unannealed normal-cut 
NiTiO3 

 
 
FIG. S6. EQ SHG domain mapping of the unannealed normal-cut NiTiO3. Scale bar 
corresponds to 100 μm. The domain size is much larger than that of the annealed 
sample. 

 
8. Radius of curvature along the domain walls of the annealed 

and quenched tilt-cut NiTiO3 



 
FIG. S7. EQ SHG domain mapping from the annealed and quenched tilt-cut sample 
with domain walls highlighted. Circles with the calculated radius of curvature as the 
radius are illustrated at selected points on the boundary. Black dots indicate the 
position where the radius of curvature is calculated. Scale bar corresponds to 100 μm. 

 

The radius of curvature is calculated at each point on the domain walls by the formula 

𝑅 = |
(1+𝑦′)

3
2

𝑦′′ |, 

where 𝑦′ =
Δ𝑦

Δ𝑥
 and 𝑦′′ =

Δ𝑦′

Δ𝑥
. Circles with the radius of curvature calculated as the radius at 

selected positions on the FR domain walls are illustrated in Fig. S7. 



9. Discussion of destructive interference at the domain boundary 
We have carefully considered the possibility of destructive-interference-induced SHG intensity 
suppression at domain boundaries. In this section, we work along the following 3 steps to rule it 
out.  

I) We have designed our experiment differently from the literature 

In literature, the wide field SHG imaging technique has been used to visualize domain 
walls as dark lines (i.e., suppressed SHG intensity as compared to domains) (27, 29, 50, 51). In 
their settings, the following two conditions are fulfilled: a) the domain states on the two sides of 
the domain wall have opposite SHG susceptibility tensors, i.e. 𝜒𝑑𝑜𝑚𝑎𝑖𝑛 𝐼 = −𝜒𝑑𝑜𝑚𝑎𝑖𝑛 𝐼𝐼; b) the 
focusing objective, sample, imaging lens, and the detector form a nice imaging system that maps 
the light from the sample to the detector point by point up to the diffraction-limited resolution. 
These two conditions make the light from the two domains around the domain wall within the 
diffraction limit to destructively interfere when they arrive at the same location on the detector site, 
leading to the (fully) suppressed SHG signal at the domain boundaries. 

In our experiment, we used scanning SHG microscopy technique where the focused laser 
beam raster-scan across the sample and the reflected SHG signal is sent to a PMT detector. For 
our system and experimental setups, they are different from the literature for both conditions: a) 
our domain states are related by a mirror operation, i.e., 𝜒𝑑𝑜𝑚𝑎𝑖𝑛 𝐼 = 𝑚[𝜒𝑑𝑜𝑚𝑎𝑖𝑛 𝐼𝐼], that does not 
lead to the opposite sign of the whole tensor, and hence the full destructive interference, as the 
literature does; b) we deliberately put the PMT detector significantly off-focus from the lens in 
front of it so as to ruin the imaging condition between the sample and the detector as well as 
prevent the light across the domain walls from arriving at the same physical spot on the detector.  

Due to the difference in both a) and b) conditions, it is unlikely that our slightly suppressed 
intensity at the domain walls originates from the destructive interference as the literature does. 

II) We have performed a control experiment to rule out destructive interference in our 
scanning SHG map 

 We choose Ni3TeO6 as our test candidate which has two domain states with opposite SHG 
susceptibility tensors, fulfilling condition a) in literature. We have performed the wide field SHG 
imaging in the very same way as described in literature, fulfilling condition b), and also our 
scanning SHG microscopy with the off-focus setting between the detector and its collecting lens, 
violating condition b). We show in Fig. S8A and S8B that dark lines (i.e., a lower SHG signal 
level) appear at the boundaries between domains in the wide field SHG imaging graph whereas in 
the SHG scanning map shown in Fig. S8C, the domain boundaries are bright, i.e., at a higher signal 
level than within domains. The contrasting behavior we observed here convinces us that our 
scanning SHG microscopy removes the destructive interference effect that is seen in the wide field 
SHG imaging.  



 

 

FIG. S8. (A and B) Wide field SHG image of Ni3TeO6. Red square in (A) corresponds to the 
region shown in (B).  Red square in (B) corresponds to the region where scanning SHG was 
performed. The domain boundary appears to be dark lines in the wide field SHG image. (C) 
Scanning SHG microscopy of Ni3TeO6 taken within the red square shown in (B). The domain 
boundary appears to be bright lines instead. Yellow dash lines serve as guide to the eyes of 
the sample edges. 
 

 

III) We have performed scanning electron microscopy (SEM) measurements to check the 
domain wall width 

 We have further performed SEM measurements to check the domain wall width. Figure 
S9A shows the secondary electron SEM image at 5.0 kV that reveals the domain walls as dark 
lines, coinciding with the domain boundaries shown in the SHG map (Fig. S9B). Fig S9C shows 
the SEM image of a zoomed-in area that is indicated by the red square in Fig. S9A. By extracting 
twenty linecuts across the domain wall in Fig. S9C and averaging over them (yellow lines in Fig. 
S9C are representative line-cuts), we construct the line profile across the domain wall and show it 



in Fig. S9D, from which we see that the domain wall width lies in the range from 500 nm to 1 μm, 
consistent with the value estimated by our SHG measurements. 

 

FIG. S9. (A) The secondary electron SEM image at 5.0 kV that reveals the domain wall. Red 
square corresponds to the region shown in (C). (B) SHG map of the same region as (A) 
performed at 𝜙 = −17°. (C) SEM image of the zoomed-in section indicated by the red square 
in (A). Yellow lines are representative line-cuts that are used to construct (D). (D) Line profile 
across the domain wall in (C) calculated by averaging over twenty line-cuts across the domain 
wall shown in (C). Length that corresponds to 0.76 μm is indicated by the red arrow. The 
domain wall width lies in the range from 500 nm to 1 μm. 

With the efforts in I-III) above, we are confident that the lower SHG signal at the interfaces 
between domains in NiTiO3 in our SHG map mainly originates from the restoration of mirror 
symmetry at the domain walls, instead of from the destructive interference effect. Based on this, 
we performed an estimate of the domain wall width by computing the measured SHG intensity at 
the dip of the linecut in Fig. 4C with the weighted sum of SHG intensities from 1) domain A; 2) 
domain B; and 3) domain wall, where domains A and B have the same SHG intensity and domain 
wall has zero SHG intensity at the selected polarization angle. The beam size in our study here is 
15 𝜇m FWHM which is consistent with the width of the dip in Fig. 4C. The calculated domain 
wall width 𝑤 = 0.76 ± 0.20 𝜇𝑚  is based on the depth of the dip and the estimation model 
mentioned above.   

10. Estimation of the domain wall width 
Assuming the excitation laser beam has an intensity profile of  

𝑃(𝑥, 𝑦) = 𝐴𝑒
−

𝑥2

2𝜎2𝑒
−

𝑦2

2𝜎2 

where A is the laser intensity at the center of the beam and  𝜎 is the standard deviation of the 
Gaussian beam profile, which is related to the full width at half maximum (FWHM = 15 𝜇𝑚) of 
the laser beam by  

𝐹𝑊𝐻𝑀 ≈ 2.355 𝜎. 



The SHG generated will be proportional to the square of the incident power, namely, 

𝑆𝐻𝐺(𝑥, 𝑦) ∝ 𝑃(𝑥, 𝑦)2 = 𝐴2𝑒
−

𝑥2

𝜎2𝑒
−

𝑦2

𝜎2 . 

The total SHG generated inside the beam region without the domain wall will then be 

𝑆𝐻𝐺𝑡𝑜𝑡𝑎𝑙 = ∫ 𝑑𝑥

∞

−∞

∫ 𝑑𝑦

∞

−∞

 𝑃(𝑥, 𝑦) = 𝜋𝐴2𝜎2. 

Now, assume that there is a domain wall region with a width 𝑤 at the center of the laser beam. The 
SHG that corresponds to this region is then 

𝑆𝐻𝐺𝑤𝑎𝑙𝑙 = ∫ 𝑑𝑥

𝑤/2

−𝑤/2

∫ 𝑑𝑦

∞

−∞

 𝑃(𝑥, 𝑦) = 𝜋𝐴2𝜎2 erf (
𝑤

2𝜎
), 

which corresponds to the 7.0 ± 1.5% drop of the SHG signal shown in Fig. 4C 

𝑆𝐻𝐺𝑤𝑎𝑙𝑙

𝑆𝐻𝐺𝑡𝑜𝑡𝑎𝑙
= 7.0 ± 1.5%. 

Solving for 𝑤 we have 𝑤 = 0.76 ± 0.20 𝜇𝑚. 
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