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Figure 1: The three captioning models presented in this paper. Going beyond conventional models of captions that are limited to 
depicting only spoken words, the proposed models overlay visual depictions of prosody, prosody and emotions, and emotions. 

ABSTRACT 
Speech is expressive in ways that caption text does not capture, with 
emotion or emphasis information not conveyed. We interviewed 
eight Deaf and Hard-of-Hearing (dhh) individuals to understand if 
and how captions’ inexpressiveness impacts them in online meet-
ings with hearing peers. Automatically captioned speech, we found, 
lacks afective depth, lending it a hard-to-parse ambiguity and gen-
eral dullness. Interviewees regularly feel excluded, which some 
understand is an inherent quality of these types of meetings rather 
than a consequence of current caption text design. Next, we devel-
oped three novel captioning models that depicted, beyond words, 
features from prosody, emotions, and a mix of both. In an empirical 
study, 16 dhh participants compared these models with conven-
tional captions. The emotion-based model outperformed traditional 
captions in depicting emotions and emphasis, with only a moderate 
loss in legibility, suggesting its potential as a more inclusive design 
for captions. 
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1 INTRODUCTION 
The last decade has seen remarkable progress in automatic speech 
recognition, to the point that the word error rate for state-of-the-
art systems has surpassed that of human-made transcriptions [32]. 
These systems’ presence in a myriad of low-powered, ubiquitous, 
and portable personal devices has allowed for many use cases, 
planned or unforeseen [47, 51]. This includes their use for automat-
ically generated captions during video conferencing meetings with 
Deaf and Hard-of-Hearing (dhh) individuals. 

And yet, the way captions depict words has seen little change. 
Discussions of making captions more expressive have been ongoing 
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in the literature for at least 40 years, e.g., [55]. Although captions 
have moved beyond uppercase letters displayed white-over-black 
in coarse fonts [4], conventional captioning approaches are still 
based on a visually simple1 depiction of speech. This efect is height-
ened in automatically generated captions, as seen in conferencing 
software: whereas a stenographer might give hints of non-speech 
and paralinguistic information in parentheses, automatic captions 
invariably present a neutral depiction of words spoken. 

Human speech, however, is meaningful beyond just its words. 
Captions will typically not depict features such as prosody (how 
loud, melodic, or fast does someone’s voice sound?), vocal quality 
(does it sound old or young?), a speaker’s disposition (is it tired or 
excited?), or even their emotions (does it carry anger or joy?). While 
for asynchronous videos, it is possible for captions to be prepared 
by a human professional who could add parenthetical indications 
of this information, for synchronous video conferencing, software 
is needed that would analyze acoustic or lexical properties of the 
speech signal in real-time and then convey this information to users, 
e.g., through text styling. 

As motivation and guidance for work in this area, it is necessary 
to understand whether the current limited approach to conveying 
speech in captions negatively impacts dhh users, particularly in 
communication settings between dhh and hearing individuals. If 
this is a problem, how could caption depiction be enhanced to 
embed these (paralinguistic) features of speech? 

From this frst question stems the frst empirical study reported 
in this paper. In in-depth interviews with 8 dhh individuals, we 
probed their experience with automatic captions used for meetings 
with hearing peers, focusing on captions’ non-depiction of prosody 
and emotions, the consequences of this, and workarounds. Our 
three main fndings are that among other failings, (1) captions’ 
depiction of words is felt as leaving out meaningful dimensions of 
speech, and (2) in automatically captioned meetings, this can lead 
to dhh individuals often feeling left out. This state of afairs has 
been naturalized to the point that (3) some interviewees seem to 
accept that there are types of conversations that they won’t be able 
to participate in, as if an inherent reality of automatically captioned 
speech and not a consequence of the design of these systems. 

For our second study, we investigated what dimensions of non-
linguistic speech can most help dhh individuals decode a speaker’s 
emotions and emphasis when they are depicted in captions. For this, 
we created three realistic prototypes of captioning systems that 
represented, beyond the linguistic content of speech, its prosody 
(shown in Figure 3b), emotions (shown in Figure 3c), and prosody 
and emotions simultaneously (shown in Figure 3d). As this paper 
focuses on live video communication contexts, the stimuli in this 
study consisted of videos of a single person speaking while looking 
into a camera, a perspective similar to videoconferencing. In an 
empirical, comparative study with 16 participants, we found that (1) 
the two captioning models that included emotions outperformed 
conventional captions in making a speaker’s emotions, moods, and 
emphasis easy to identify. Also, (2) participants’ interest in using 
these emotion-depicting captions (but not for the prosody-depicting 

1For instance, while the cea-708 standard for digital tv supports many visual features, 
authoring tools still mostly support the limited, analog-era cea-608 standard [46]. 

Pataca et al. 

variants) was comparable to convention captions for the workplace 
and personal settings. 

There are two main empirical contributions of this work: We 
learned that captions’ non-depiction of speech’s emotion and em-
phasis limits how inclusive they can make video-conferencing com-
munication between hearing and dhh individuals. Also, we present 
empirical evidence of benefts from conveying emotional informa-
tion from the speaker in captions. 

2 BACKGROUND AND RELATED WORK 
Videoconferencing presents several challenges for dhh individu-
als [42]. These challenges include difculties with sign language 
interpreters and how conferencing software deals with them, such 
as their placement among other users and the clarity of their signs 
[69, 78]. dhh users may also be ignored because of the aural-centric 
nature of the medium [67]. Other issues come from translating 
sound into visuals. The visual channel can easily be overloaded in 
multimodal settings. While, for instance, a hearing person can look 
at slides while listening to a speaker, a dhh person may need to 
switch back and forth between the two, leading to visual dispersion 
and loss of information [19, 43]. 

Some of these concerns are not exclusive to sign languages and 
are also felt in communication modalities such as lip-reading or 
closed-captioning [38]. Particularly with the latter, issues can stem 
from the lack of representation in captions of non-linguistic dimen-
sions of speech, a topic that is understudied in the literature and to 
which our paper hopes to contribute. 

Prosody, one such dimension, describes much of what we per-
ceive as tone of voice [6]. It is a linguistic signal which produces a 
procedural encoding of information [82]. It guides a listener through 
a sentence, narrowing the search space of plausible meanings. It 
also helps convey a speaker’s emotions, moods, and dispositions. 
As with facial expressions, a speaker conveys prosody through 
voluntary and involuntary processes, interpreted by a listener both 
instinctively and deliberately [5, 45]. 

Prosody does not negate linguistic semantics, but it can add 
meaning of its own. This can be seen when someone removed from 
linguistic understanding can still assign meaning to speech, e.g., a 
non-native speaker decoding moods and emotions from speech in 
a language they don’t understand otherwise [22, 39]. 

2.1 Visualizing prosody and emotions through 
written text 

Since typography is the medium through which captions convey 
their message, it is worth exploring ways by which it has been used 
to represent information beyond the written word. Various authors 
have explored ways of changing typography with new graphical 
elements [2, 25], expanded palettes of letters [77] and punctuation 
marks [16]– all intended as ways to convey emotions [61, 64] or 
prosody [2, 11, 18, 23, 60, 66, 83]. 

Some systems have extracted prosody from recorded speech to 
use as an input for typographic modulations, i.e., mapping acous-
tic features to visual changes in the text. These modulations can 
come from algorithmically processing audio signals [18, 23, 66, 83], 
or by manually manipulating typography according to an artist’s 
interpretation of speech [44, 64]. 
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Emojis have also been explored to represent paralinguistic di-
mensions of speech in text [34, 44]. Hu et al. [34] mapped a mix of 
automatically extracted emotions from speech audio and semantic 
analysis of its content to one of four emojis, which were seen as 
reducing the loss of perceived emotions from sound to text. Lee 
et al. [44] worked with a flm director to manually add emojis and 
colors to represent emotions in captions. 

2.2 Strengths and shortcomings of 
automatically generated captions 

From the outset, closed-captions2 were seen as a way of making 
speech audio accessible for dhh individuals. Authors commented 
how dhh individuals could ‘watch many of the same popular tv 
programs at the same time and with the same understanding as their 
neighbors’ [17]. While other benefts of using captions were found 
since then [30], that original vision was overly optimistic. 

Captions lack expressive elements of speech, speaker identifca-
tion, latency, etc. [42] Still, even the linguistic component of captions 
is not a settled issue. Measuring its quality is tricky, particularly 
with automatically generated captions. Many automatic speech 
recognition (asr) quality metrics are quite technical, and rarely 
are they actually validated with dhh users [37, 76]. Aksënova et al. 
[1] discuss that word error rate has many overlooked subtleties, 
but by itself, it is an insufcient proxy for perceived quality, which 
can vary in the presence of regional language variation, non-native 
accents, diferent genders, ages, latency, domain-specifc lexica, etc. 
In evaluating a state-of-the-art asr system for Dutch, for example, 
Feng et al. [27] found signifcant diferences in performance for 
speakers of diferent genders, ages, regional accents, and, markedly, 
non-native accents. 

Considering automatically generated captions’ use, particularly 
in the workplace, research has shown that current technologically-
mediated communication practices between dhh and hearing in-
dividuals are cumbersome and need improvement [26]. Speaker’s 
behavior plays a role in how well asr and dhh individuals can 
follow speech. The use of asr systems correlates with speakers’ 
changing their vocal articulation [71]. Captioning styles comple-
mented with graphical overlays have aided hearing speakers in 
adapting their speaking behavior, potentially boosting comprehen-
sion both by dhh audiences and asr systems [52, 72]. 

Regarding the visual form of captions and changes to their design, 
preferences are widely spread, hinting at there being room for 
experimentation, but that some users might be resistant to changes. 
Scene occlusion and legibility are critical considerations. In small-
group online meetings, Berke et al. [9] saw a tension between 
caption styles that either favor legibility (e.g., tv captions, with 
black boxes behind text) or less image occlusion (e.g., transparency 
behind letters), with divided preferences among participants. 

Past experiments investigated visually overlaying additional di-
mensions of meaning on captioning systems. Berke et al. experi-
mented with diferent visual strategies to represent the uncertainty 
that asr systems assign to each predicted word. Participants gen-
erally preferred unmarked captions and, when captions depicted 
uncertainty levels, felt the ‘markup style was too distracting.’ [10] 

2
Closed, here, means captions that the viewer can choose whether to turn on or of, as 
opposed to open captions, which are fxed. 

While some authors acknowledge that dimensions of speech such 
as prosody and emotions are not made accessible by traditional 
captioning styles [42, 52], few studies have tackled the issue. Those 
that do tend to overlook captioning, focusing on acoustic model-
ing and speech-modulated typography [60, 70, 83], with only a 
handful of authors specifcally validating their approaches through 
dhh individuals’ perspectives [44, 64]. Even considering the lat-
ter, the concepts explored were aimed at prerecorded media. To 
the best of our knowledge, no previous studies have investigated 
depictions of prosody and emotions with captioning approaches 
adequate for automatic speech recognition, which could be of use 
in videoconferencing settings. 

2.3 Research questions 
Knowing the importance of dimensions of speech such as prosody 
and emotions, and given that they are not depicted in captions, 
Study 1 investigated: 
rq1.a In what ways do dhh individuals experience the absence of 

prosodic and emotional depictions in computer-generated 
captions, as are used in online meetings with hearing peers? 

rq1.b How can their current experiences and workaround strate-
gies inform the design of new captioning systems that depict 
prosody and/or emotions? 

Results from this frst study revealed that captions’ inexpressive 
representations of speech render it ambiguous for dhh users. Par-
ticipants’ comments were less clear in indicating what non-textual 
dimensions of speech could be most helpful to alleviate these com-
munication issues and in what settings their use would be most 
appropriate. Considering the diferent combinations of these di-
mensions, we built a set of caption prototypes that, in a second 
study, allowed us to investigate: 
rq2.a How easy to identify are a speaker’s emotions, moods, and 

emphasis when captions depict prosody and/or emotions 
beyond just words? 

rq2.b In what settings is the use of these visual depictions of 
prosody and/or emotion felt as the most appropriate from 
the point-of-view of dhh individuals? 

3 STUDY 1: INTERVIEW STUDY 
To address rq1.a and rq1.b, Study 1 focused on how dhh indi-
viduals experience computer-generated captions when in remote 
meetings with hearing peers. More specifcally, we were interested 
in uncovering the impact of these captions’ lack of representation 
of paralinguistic dimensions of speech like prosody and emotions, 
and what our interviewees’ experiences could inform us about the 
design of these representations. 

3.1 Design of Study 1 
We conducted a semi-structured interview study, divided into two 
parts: (1) an exploration of participants’ experiences with remote 
meetings, including some questions about how speakers’ emotions, 
moods, and other dimensions are handled; (2) new ideas for how 
caption design could be enhanced to include these dimensions — 
given the technical nature of a discussion about prosody-based and 
emotional models to represent speech, a brief introduction to these 
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topics was given,3 after which we also asked about participants’ 
experiences with and preferences for each. 

After the semi-structured section of the interview was over, we 
showed three early design prototypes of captioning systems that 
depicted prosody and emotion. The goal was to gauge participants’ 
initial reactions to each design. 

3.1.1 Early designs for depicting prosody and emotion in captions. 
Thinking ahead to the possibility that we may need to create some 
prototypes for how to convey dimensions of speech through cap-
tions (to show to participants in study 2), we decided to use the 
fnal few minutes of study 1 to show participants a few videos with 
some initial designs. While the caption styles used in study 2 would 
be redesigned following our analysis of the interviews in study 1, 
we wanted to gather some initial reactions that might later inform 
our work in the subsequent study. 

Given the sparse literature on the depiction of prosody and 
emotions in captioning systems, we consulted with design and ty-
pographic professionals to discuss these initial prototypes. This 
was based not on assuming they would be good judges of how the 
dhh community would respond to these designs — knowledge not 
yet well established — but, rather, because type design typically 
deals with achieving expressiveness within tight constraints (e.g. 
Erik Spiekermann’s claim that 95% of a given font has to look like 
any other font, leaving type designers with only 5% to diferentiate 
their work [35]), a setting not too dissimilar to ours. While our 
research goals were not aimed at establishing design recommen-
dations for new caption styles, we still needed designs that were 
sufciently expressive and to that end, these consultations could 
be one element helping us fnd good enough design parameters. 

In conversations that lasted up to two hours, we showed and 
discussed an initial set of ideas with four domain experts in type 
and graphic design. We received assorted feedback: using visual 
particles seemed problematic since they would demand too much vi-
sual focus from the user, an already overloaded resource (especially 
for scrolling captions [62]). Experts also suggested that we increase 
the contrast between various visual properties to make them more 
apparent. After further refnement based on this feedback from 
experts, the three designs shown in Figure 2 came out as the most 
promising to be presented at the end of the interviews in study 1. 

For these designs, we worked with videos available in the Stan-
ford Emotional Narratives Dataset [59]. These are short videos of 
persons looking at the camera and telling stories with strong emo-
tional valence (negative, positive, or both). Included with each are 
self-reported scores for valence and text transcriptions. 

Automatic captioning systems used in live meetings typically 
present text one word at a time (scrolling captions), instead of as 
block captions [54]. To approximate this behavior in the prototypes, 
we divided these 5-second text blocks into even-sized chunks, each 
corresponding to a single word. Each was then assigned a value 
for valence, interpolated from the dataset, and loudness, measured 
from each word’s timestamp. 

3For brevity’s sake, we explained a simplifed, one-dimensional version of the circum-
plex model of emotion, reduced to valence, i.e., words were said to be negative, neutral, 
or positive. The idea of contrasting which words are important was related to prosody, 
which we also didn’t break down in constituent dimensions of loudness, pitch, and 
duration. 

Pataca et al. 

(a) Colored, ondulating border 

(b) Changes to font weight and color 

(c) Promphan [61]’s valence typography. 

Figure 2: Three exploratory designs for an enhanced caption-
ing system shown to dhh interviewees. 

In terms of how valence and loudness were depicted, one design 
had a border whose thickness varied with loudness and whose 
color varied with valence (Figure 2a); in another, words had their 
font-weight related to loudness and color to valence (Figure 2b); in 
the last, a specially designed ‘emotional’ typeface with fve unique, 
but related, letter shapes, going from very negative to neutral to 
very positive (Figure 2c); etc. 

3.2 Participants and recruitment 
The irb-approved study ran from March to May 2022. One of the 
authors, who is Deaf, conducted eight semi-structured interviews 
with dhh individuals, sometimes in asl, sometimes in English and 
asl, the latter accompanied by an interpreter. Interviews took on 
average 51 minutes (� = 14′). Participants were recruited through 
social media, particularly through dhh specifc Reddit channels, 
and dhh specifc mailing lists. $40 compensation was ofered. The 
screening factor used was whether the person identifed themselves 
as dhh and had had previous experience working with hearing col-
leagues sometime in the past fve years. Out of the eight participants, 
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fve identifed themselves as female, two as male, and one as non-
binary. Three identifed themselves as hard-of-hearing, and fve as 
deaf/Deaf. Their average age was 26 (� = 8). 

3.3 Analysis of Study 1 
Research assistants fuent in asl transcribed the eight interviews. 
On this qualitative data, we performed an iterative thematic analysis 
[15] employing both deductive and inductive approaches. Informed 
by the interview questions, we developed a framework that al-
lowed high-level categorization of the transcripts and within this 
deductively formed structure, inductive bottom-up analysis was 
conducted through an iterative coding process. After refning the 
codes (e.g., loss of afective information) with several rounds of col-
lating and grouping, a list of themes was generated (e.g., Captions’ 
dull ambiguity). All authors reviewed them in meetings and fnally 
synthesized them into four themes presented in the next section. A 
summary of participants’ reactions to the prototypes is reported in 
subsection 3.4.5. 

3.4 Findings of Study 1 
With varying degrees, interviewees related having faced hardships 
when using automatic captioning systems to communicate with 
hearing peers. While some issues stem from failings of the current 
state of automatic speech recognition software, a lack of depiction 
of prosody and emotions emerged as a cause for captions’ dull 
ambiguity. Since interviewees faced this on a nearly daily basis, 
communication becomes an uphill battle, with signifcant cognitive 
and emotional tolls. 

Strategies to alleviate these ambiguities are diverse and include 
reliance on multimodal signals such as facial expressions, body 
language, and general engagement. Interviewees indicated that 
using these cues is not a straightforward, lossless process, and they 
were therefore favorable towards the promise of captions’ depicting 
prosody and emotions. There was nuance to this preference: given 
how multifaceted these features can be and given the diversity 
of what is needed in particular settings, diferent contexts call for 
diferent solutions. 

Where needed, quotes were edited for clarity and conciseness. 

3.4.1 Theme 1: Captions’ dull ambiguity. Captions’ imperfections 
are felt in diferent ways. Automatic speech recognition capabilities 
in live captions have gotten better in recent years, but they still 
leave a lot to be desired. Agatha4: ‘Sometimes it’s really, really, slow. 
Someone speaks, and when a few seconds later the caption fnally 
appears the speaker is already on the next topic.’ Eliah: ‘Often, when 
people speak with accents captions will have a lot of mistakes.’ Otto: 
‘They’re horrible, missing context and words. It takes a lot of work to 
understand exactly what they’re saying.’ 

Beyond how latency and imprecision can make the linguistic 
content hard to understand, there are also consequences related to 
how a shift in mood can go unnoticed. Alex tells us of a time when 
there was a quick shift from a casual to a serious topic that wasn’t 
apparent right away, leading to them ‘jumping in at the wrong time 
and causing my hearing colleagues to look down at me like I’m bad 
at reading people, which I’m not.’ 

4All names are pseudonyms. 

Human-made transcriptions of pre-recorded allow for greater 
accuracy, but even when written words perfectly match written 
counterparts, still, something seems missing. A common occurrence 
is failing to understand whether comments are serious or not. Alex 
says that since ‘comedy relies heavily on tone, hearing people can 
understand immediately when something is a joke, but my friend, 
who is also dhh, has a hard time because they’re missing that tone.’ 
Erin tells of a time when ‘someone was telling a story that had a 
specifc inside joke, and I had no idea what was going on because it 
was connected to the tone.’ Otto: ‘Sometimes I’ll realize it’s a joke 
after they look at me and ask whether I understood it, and I was like 
“oh, I thought it was serious because the captions seemed serious.” ’ 

Participants complained about the monotonous, droning quality 
of inexpressive captions. Alex tells that because of this they fnd 
it hard to focus on captions: ‘I can fnd it easy to zone out because 
speech is not really... emphasized?’ Erin fnds the contrast between 
captions and signing hard since she ‘grew up accustomed to some 
use of body language, so it is hard to just watch and read captions 
all of the time.’ Otto: ‘Facial and body language will show a lot of 
context, while captions are bland.’ 

All of this gives captioned speech an unapproachable ambiguity 
that disproportionately afects dhh individuals. This is particularly 
true with dimensions of communication that are already inherently 
ambiguous, such as moods and emotions. Otto thinks that this 
disconnection is analogous to texting, which ‘tends to be devoid 
of emotion. It’s better to interact with the person, to see their real 
raw emotion, while texting hides it, making it hard to be emotionally 
transparent.’ For Agatha, when reading captions she tends to miss 
‘meaning or feeling behind the words.’ To deal with this, she usually 
has ‘to read the full paragraph of what was said or have the picture 
of the speaker’s face, but even then there’s a delay in understanding.’ 

3.4.2 Theme 2: Communication as an uphill batle. Working and 
studying among hearing peers, our interviewees relate recurrent 
feelings of isolation. The frequent shortcomings of captioning sys-
tems fall almost exclusively on their shoulders, leaving them forced 
to either speak up or face missing out on what’s going on. Ira 
told us of how in meetings her peers can at times urge her to ‘use 
captioning right away, but I feel awkward because I’m the only person 
using them. Sometimes I will miss something and feel awkward to 
ask hearing group mates to repeat themselves; it just feels weird.’ 

Sometimes, it’s only when they later read a meeting’s transcript 
that what was said becomes clear. Agatha: ‘I later understood, but 
I had to go back and read the transcript to fully understand.’ Eliah: 
‘It’s nice that live captions’ transcriptions can be saved as a transcript 
so I can catch up to what was said.’ 

For some, this distance from peers has become naturalized. Erin: 
‘I am curious that I don’t know what’s happening and I just have to 
wait there. I know that I am frustrated but at the same time I know 
that I have to collaborate. I can’t expect it to be easy to communicate 
all of the time.’ She later adds ‘I tend to accept it because of work. 
Every weekend, they talk about parties and I accept that I am not part 
of that conversation and just leave it.’ 

Some environments are more welcoming than others. Otto’s 
manager makes a point of checking how their captions are coming 
out, saying ‘ “lemme check the captions... Oh no, I didn’t mean that,” 
and then repeating themselves until the captions are accurate.’ Eliah’s 
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boss writes them a summary of what is being discussed because 
even with an interpreter and captions ‘there’s a lot of overlap and I 
can’t really catch the specifcs.’ 

The fip side is that dhh persons depend on sometimes-lacking 
goodwill from their hearing colleagues to be included in the con-
versation. Ada: ‘Often, my coworkers forget that I need a good 
environment before I can understand, so they’ll be having a conversa-
tion with background noise, or not looking at me. I’ll still try, but I’ll 
feel alone and left out.’ Irene also faces issues with her coworkers’ 
carelessness with how their environment can impact accessibility. 
When she raises the issue to leadership, they might try to do some-
thing, ‘but the other members of the group are not as willing and, 
especially since covid, have reached their limits.’ Otto: ‘I try to be 
assertive, trying to talk to them, but even if I type in the chat some 
hearing people don’t know how to use it or just ignore it and keep 
talking anyway. That means I can’t do much about it.’ When she 
does intercede, Agatha feels that ‘with the captions, I’m delayed, so 
if I had questions I need to ask them to go back on the conversation. I 
feel like it’s annoying to my boss.’ 

The emotional ambiguity of captions heightened these feelings 
of isolation. Eliah: ‘With a large team, it’s hard to see their faces 
and I usually depend on captions. I don’t know their emotions, and 
I feel like I’m not there, not connected with them.’ Otto feels miss-
ing emotional representation always impacts him: ‘In general com-

munication, I can’t really participate fully. The discussion can be 
work-related but there’s also another discussion that’s humorous, and 
I wouldn’t understand. Most of them are laughing and I’m left out, 
unsure whether they’re actually joking or not.’ 

3.4.3 Theme 3: Reliance on multimodal signals. Interviewees re-
lated being very attuned to how people communicate with their 
facial expressions, body language, and general engagement. This, 
some said, is a way to tackle the shortcomings of captioning. Ira: 
‘When people are talking I can look and fgure out what their thoughts 
are based on their behavior. With masks, I sometimes miss out on 
information, so I’ll look at their eyebrows or eyes, but it’s hard.’ Alex 
says that to gauge mood or emotion they ‘have to look up from the 
captions at their expressions, body language, and how they react so 
I can tell what they mean,’ although ‘that doesn’t mean I capture 
all the information.’ In describing what makes a speaker’s emo-
tions easy to identify, Erin says that it comes out to ‘body language; 
how they’re shifting in their seat, how they’re moving, their facial 
expressions, and mouth movement.’ 

Cultural diferences come into play here. Erin: ‘Here in America 
you can defnitely identify it easily, but in other countries, it’s chal-
lenging.’ Irene: ‘It is very hard to understand hearing people’s body 
language and tone, especially through the computer. They tend to sit 
very relaxed with their hands on their face, or look neutral, while 
Deaf people are extremely expressive and clear.’ 

Technology adds to the complexity of navigating this mosaic of 
afective signals, and this is present in Agata’s comment that, ‘with 
captions, sometimes I miss the facial expressions or emotions behind 
the words.’ The delay in captions makes Ada struggle with trying 
to listen and read at the same time: ‘it’s really hard: I have a choice 
of either listening to the person or reading the captions, but trying 
both simultaneously takes more work and won’t help me.’ 

Pataca et al. 

3.4.4 Theme 4: Diferent contexts call for diferent solutions. Having 
introduced to the interviewees the idea that a speaker’s tone of voice 
can serve to signify both diferent emotions and as a contrastive 
focus to emphasize certain words, we asked them what they’d think 
would be most important to represent in captions. Answers were 
varied and were tied to what interviewees felt was appropriate for 
diferent types of meetings. 

Some, such as Otto, claimed that while both dimensions are 
important, in work environments one should prioritize prosody, 
‘because I need to understand information better, to pay attention to 
which word is important. Emotion is important, yes, but I’d rather 
hold of on that because it’s more suitable for general communication.’ 
Eliah echoed this: ‘We don’t need to depend on mood because we’re 
here for work. The working environment usually has a lot of discus-
sions so it’s important to have emphasis so that we can be involved, 
discuss more, and ask more questions as deaf people.’ 

Others were undecided. Ada, for instance, said that while for her 
prosody would be generally more important, when their hearing 
is fatigued, ‘I no longer can fgure out valence myself, so it would 
then become the more important one.’ Alex: ‘I think both should 
be included. Valence can show emotion, but not what’s important; 
prosody emphasizes what’s important, but not emotion, so how would 
I know?’ 

Others preferred the representation of emotions. In Erin’s case, 
the choice between prosody or valence was almost a tie, but ‘em-

phasis I can fgure out, while emotion is really nice to have on the 
screen so that I know what is going on.’ Ira: ‘emotion is more im-

portant since it helps to visualize the full picture, which deaf people 
usually miss, while emphasis is just for a specifc word.’ For Agatha, 
‘emotions add more depth to words,’ and are thus more important to 
be visualized. 

3.4.5 Design recommendations from the pilot study. Reactions to 
the design prototypes shown after the interviews were mixed. There 
was an appreciation of the ideas explored, but not exactly their 
execution. This issue arose particularly when there was a perceived 
mismatch between what emotions/emphasis the captions were 
denoting and what participants were seeing from facial expressions 
in the video. Eliah: ‘The woman on the video was showing distinct 
facial expressions, there wasn’t much change in the border of the frst 
design [Figure 2a], but then later on when she wasn’t showing much 
the border became pink or blue.’ 

The imprecise alignment between words and sounds did not go 
unnoticed. Irene: ‘I would see the speaker take a breath but there 
was no break in the captions.’ The display of loudness also seemed 
misaligned. Ira: ‘I liked the idea in the second design of bolding some 
words for emphasis, but it didn’t seem to match the sentences.’ 

Legibility was a major concern, with six out of the eight inter-
viewees having mentioned it. Some of this could be related to the 
colors used: Erin: ‘you get tired of reading, and then the colors start 
to change, it is confusing to try to understand the tone.’ She also men-
tioned having some degree of colorblindness, which made matters 
worse. The fonts used were also a source of concern. Ira: ‘It was 
too busy. The font and color changes made it hard to read and look at 
the person’s emotion.’ 

Some participants did not notice the border changes in the frst 
design, and some that did found it distracting. Erin: ‘The border 
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was awful. Its constant motion would give me a headache.’ Alex: 
‘Zoom or Microsoft Teams already have a border around whoever 
is talking, so if you add an additional one tied to the captions it’ll 
be extremely distracting.’ For Eliah, inversely, the border, which 
reminded him of a similar device used in the video-game ‘The Sims,’ 
was functional precisely because it didn’t get in the way: ‘I liked 
how the color change represented mood while staying out of the view 
of the captions.’ 

Reactions to the typographic designs (designs two and three) 
were mixed. Agatha: ‘I wish the third design [Figure 2c] had an 
easier font to read but I enjoyed the changing fonts because it helped 
to show the emotions.’ Ada: ‘The best thing about the second design 
[Figure 2b] was maybe the change in font thickness, whether it’s thin 
or thick to show the emphasis, I think that was helpful.’ Ira: ‘Seeing 
the caption change color was interesting because it helped me separate 
one sentence from another, while also helping me understand how the 
person is saying specifc phrases.’ 

3.5 Discussion of Study 1 
The frst goal of the study was to fnd out in what ways dhh individ-
uals experience the absence of prosodic and emotional depictions in 
computer-generated captions, as are used in meetings with hearing 
peers (rq1.a). Our interviewees discussed the many dimensions 
in which speech accessibility solutions can fail them. Captions, in 
particular, have many shortcomings. Some come from known limits 
of current automatic speech recognition systems, which negatively 
afect dhh individuals’ experience of captioning systems [42, 52], 
and include high-latency and difculty with non-‘standard’ accents 
[1, 27]. 

Beyond these failings, however, we found that captions’ depic-
tions of words are felt as if lacking something, leaving out meaning-
ful dimensions of speech. These elements are present acoustically, 
so their absence creates barriers for dhh individuals. Missing a shift 
in tone from a serious to a humorous conversation, for instance, 
was a frequent complaint — and an expected one, given that humor 
has prosodic markings [5]. 

Our interviewees deal with these challenges in a myriad of ways, 
but the strategies employed are not perfect. Reading and interpret-
ing text perceived as dull has an additional cognitive toll, and is 
commonly thought of as boring. This fnding agrees with studies 
that show that emotional stimuli draw more attention and are better 
remembered than neutral counterparts [45], an efect that extends 
to written text [41]. 

All of these issues leave interviewees feeling as if not part of the 
group when participating in meetings with their hearing peers. This 
is such a common occurrence that some have naturalized it as being 
an inherent aspect of such meetings, rather than a consequence of 
how their underlying technologies have been designed. 

Our second goal was to understand how these strategies and 
experiences could inform the design of new captioning systems that 
depict prosody and/or emotions (rq1.b). While participants agreed 
that including some non-textual dimensions of speech could help 
alleviate the ambiguities of asr-generated captions, they diverged 
as to which of these dimensions would be most helpful: either emo-
tional cues, prosodic cues, or both. A follow-up study investigating 
how these captions could look like could thus face a design space 

too vast to explore. A plausible alternative, then, was to frst evalu-
ate what non-textual dimensions are most efective to alleviate the 
communication issues that emerged from the interviews of Study 1, 
thus allowing future studies a narrower research scope while still 
measuring whether these expanded captions can help dhh individ-
uals identify paralinguistic dimensions in speech. While a ‘good 
enough’ design style for the captions may be sufcient for the pur-
poses of this ‘what dimensions’ study, its parameters must still be 
carefully considered. See subsection 4.1.2 for a detailed discussion 
of our approach to tackling this issue in Study 2. 

In discussing the prototypes shown, responses refected a diverse 
set of preferences, allowing some high-level recommendations: (a) 
Legibility is a notable concern, even when participants felt prosody 
and emotions were being well represented; (b) Even though partici-
pants will generally complement their understanding of captions 
with a multimodal apprehension of other signals, such as facial 
expressions and body language, peripheral visual elements used 
for representing prosody or emotions run the risk of being ignored. 

4 STUDY 2: COMPARATIVE STUDY 
To answer rq2.a, Study 2 exposed participants to four diferent 
types of captioning systems, each designed as the representation 
of a diferent set of prosodic or emotional features, thus gauging 
how each approach changed users’ understanding of what was 
being said. Additionally, to answer rq2.b we measured participants’ 
opinions about the ease of reading and appropriateness of each 
caption type for use in diferent settings. 

4.1 Design of Study 2 
The test was online and self-administered. An introduction was 
done between one of the researchers and the participant over email 
and/or teleconferencing, after which the link to the test was shared. 
On this website, there was an introduction about the goals and 
workings of the study, with examples and explanations for the four 
types of captions (for details, see subsection 4.1.1 onward). 

Following a demographic questionnaire, eight videos were pre-
sented on separate pages, with no sound, and captioned in one 
of the four available styles. While Python scripts pre-processed 
the speech fles to extract afective and acoustic cues, a Javascript 
pipeline running on a web browser handled the styling and animat-
ing of the captions. html video provides a series of native events 
fred at key moments of each line of text’s life-cycle (cueEnter, cue-
Exit, etc), and it was through overloading these events that we were 
able to customize each caption style. Although we found that even 
mid-end machines, such as a 2014 Macbook Pro, were able to render 
the captions in real-time and virtually ficker-free, we felt it safer 
to present them ‘burned-in’ (i.e., as open-captions) in the videos to 
account for participants’ unpredictable computer settings. 

The videos had an average duration of 50 seconds (� = 15 s). 
As with Study 1, they had someone telling a personal story with 
strong emotional overtones. To counter how each story could bias 
participants’ preferences, each video was generated in all four cap-
tion styles. While each participant saw the same eight videos, their 
order and caption style were randomized. 

After watching each video, and immediately below it, partic-
ipants indicated their agreement with the following statements 
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on a 7-point Likert scale: (1) I found the speaker’s emotions and 
moods easy to identify; (2) I could easily tell which words were 
emphasized; (3) I would be interested in using this captioning style 
for work meetings in software such as Zoom, Google Meet, etc; (4) 
I would be interested in using this captioning style for personal 
meetings; (5) I found the captions easy to read. 

After the eight videos, participants were asked a set of open-
ended questions, which were chosen according to that participant’s 
specifc answers to the Likert-scale items previously, to add nuance 
to our understanding of those answers. For instance, if for a given 
video the participant gave a below mid-point rating to the scale ‘I 
found the speaker’s emotions and moods easy to identify,’ an image of 
that same video would resurface at this last step with the prompt: 
‘Could you elaborate on why you felt that the caption design shown 
was not helpful to understand the speaker’s emotions and moods?’ 

4.1.1 Extracting prosodic and emotional features. The four difer-
ent sets of features represented were: (1) No prosodic or emotional 
features (c)—basically, a conventional captioning system depict-
ing only words in a neutral fashion—shown in Figure 3a; (2) Only 
prosody (p), shown in Figure 4; (3) Only emotions (e), shown in Fig-
ure 3c; and (4) a combination of Prosody and Emotions (p+e), shown 
in Figure 3d. We describe how data for (2), (3), and (4) was acquired 
below, with the visual design for the representations discussed in 
subsection 4.1.2. 

As in Study 1, we used videos from the Stanford Emotional 
Narratives Dataset [59]. Beyond the videos, the dataset includes a 
transcription of their speech, defned in 5-second blocks of words. 
To extract prosody and emotions, we needed timestamps of each 
word individually. To obtain these, we fed the transcriptions into a 
local instance of Gentle [58], a Kaldi-based force-alignment toolkit 
set at a word-based granularity level. 

Extracting prosody from speech. We followed the extraction and 
processing procedures outlined in Pataca and Costa [60]. Loud-
ness and pitch were extracted in the Praat software [14], patched 
through Python using the praatIO interface [49]. The algorithms 
used were root mean square for loudness and an auto-correlation 
for pitch, applied to the segmented words obtained through the 
forced alignment, from which we also determined word durations. 
We applied a rolling average with a 7-segment window size to loud-
ness and pitch, whose values were then normalized to a range of 
0 to 1 using the mid-point between local (15 segments) and global 
normalizations [60]. 

We had to modify how durations were normalized because Pataca 
and Costa [60]’s algorithm aimed at Brazilian Portuguese, and our 
experiment would be in u.s. English. In syllable-timed languages, 
as Brazilian Portuguese is in certain conditions [53], one can ex-
pect the duration of each syllable to be roughly similar, giving it a 
machine-gun-like rhythm. When there are changes in this average 
duration, one can assume a meaningful change in prosodic rhythm. 
u.s. English, on the other hand, is stress-timed, i.e., the regularity 
is in the rhythm between stressed syllables, giving the language a 
morse-code-like rhythm [57]. Here, syllables will naturally have 
diferent durations, so the same syllable-duration metric would not 
be as efective as a marker for prosodic rhythm. 

Pataca et al. 

To work around this, we used a text-to-speech synthesizer5 to 
sound each word in the transcription. This synthetic word’s dura-
tion was then used as a normalizing denominator for the duration of 
the actual spoken word, i.e., how faster or slower the actual spoken 
word was when compared to this ‘neutral’ synthetic counterpart. 
This new metric was thus used as a correlate of prosodic rhythm. 

Extracting emotions from speech. We used the circumplex model 
of emotion [68], which decomposes emotions as the product of 
variables defning two dimensions: valence, set in the pleasure-
displeasure axis, and arousal, set in the arousal-sleep axis. For ex-
ample, excitement, in this model, is a high-pleasure, high-arousal 
emotion; depression is a low-pleasure, low-arousal one. 

We ran the segmented audio recordings through a transformer-
based neural network [80], which outputted values for valence and 
arousal. Notwithstanding its state-of-the-art accuracy, we chose 
this particular model because of two key characteristics: (1) it can 
generalize better across domains, i.e., even if not trained to our 
specifc dataset6 it is expected to lose less accuracy than alterna-
tive architectures; and (2) its accuracy sufers little loss between 
speakers of diferent genders, as were present in the dataset used. 

The model was trained on sequences between 3 to 10 seconds 
long, so it would not be able to extract meaningful values from 
the audio sliced in too-short word-sized chunks. Based on a sug-
gestion by one of the authors [74], we padded each word with its 
surrounding audio at a 3-second margin on each side. 

4.1.2 Caption design. There were two main constraints to the vi-
sual choices we explored when designing the speech-modulated 
typography for the captions. First, we focused on purely typo-
graphic designs, which we saw in Study 1 were less distracting than 
independent interface elements. While this is not an empirically 
validated point, we use it here as a simplifying assumption to nar-
row our focus into a more manageable, albeit still vast, subset of 
visual approaches. 

Second, we limited ourselves to typographic parameters that 
are freely combinable. Because we had a caption style where both 
prosody and emotions are shown, visual solutions applied to prosody 
and emotion must allow for a third, combined setting where all fve 
diferent input dimensions (three for prosody and two for emotions) 
are applied simultaneously. 

Depicting prosody: loudness, pitch, and duration. Unlike with emo-
tions, there are quite a few competing models that represent prosody 
through typography [11, 18, 23, 60, 66, 70, 83]. We followed Pataca 
and Costa [60]’s model because of its fexibility in allowing the mod-
ulation of extra typographic parameters, as needed for depicting 
emotion. 

Figure 4 shows an example of how we mapped loudness to font 
weight (thin to thick equating quiet to loud words), pitch to baseline 
shift (negative to positive vertical displacements equating low to 
high pitched words), and duration to letter-spacing (tight to spread 
out letters equating fast to slow sounding words). 

5Using the Python library pyttsx3 [12], we created an instance of macOS’ native speech 
synthesizer, NSSpeechSynthesizer, set with the default voice.
6Interestingly, while the only inputs used were the audio fles, it has been shown 
that this particular architecture is implicitly able to derive afective information from 
linguistic elements present in speech, helping it beat the performance of explicitly 
multimodal neural networks [75] 
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(a) Conventional style (c) (b) Prosody style (p) 

(c) Emotion style (e) (d) Prosody & emotion style (p+e) 

Figure 3: The four caption styles used in the test. The c style has words with no additional styling (3a); The p style maps 
loudness to font-weight, pitch to baseline shift, and duration to letter-spacing (3b); The e style maps valence to color, with red 
meaning negative, white neutral, and green (not shown) positive, and arousal to font-size (3c); fnally, the p+e style combines 
the fve modulations from both the p and e styles (3d). 

Figure 4: Example of the three prosodic features mapped as 
modulations of three typographic parameters. 

Depicting emotions: valence and arousal. Challenges related to 
the ambiguity of captioned speech were a leading theme in Study 
1. For Study 2, however, our design goal was not to create a model 
of captions that would remove all ambiguity in speech but, instead, 
one that would provide users with tools to better deal with it. Thus, 
while previous authors have worked with categorical models that 
defne explicit emotions [34, 44, 63], our premise led us to work 
with a dimensional model. 

While categorical emotions can map to the circumplex plane, 
these mappings may denote distinct ‘categorical’ emotions depend-
ing on the context (e.g., fear and anger are both emotions with 
negative valence and high arousal) [65]. In fact, in Russell’s original 
paper many similar models are shown to have existed, all giving 
slightly diferent, albeit related, meanings to the two axes [68]. 

A design goal of embracing ambiguity is based on the assertion 
that to understand emotions in speech one must consider that 
meaning is not only found in an acoustic signal but also in how 
this signal is grounded in a particular socio-cultural context [13]. 
Leaving room for ambiguity can be an asset, i.e., a recognition 
that one’s interpretation of something can vary depending on the 
subjects involved and the context Gaver et al. [29]. By embracing 
how the ambiguous nature of emotions gives form to open-ended 
visual representations, we align ourselves with Höök et al.’s design 
principle of non-reductionism, and Boehner et al.’s call for systems 
that support interpretive fexibility [13, 33]. 

All of this, however, does not equate to leaving individuals con-
fused. As such, our design choices aim to be intuitive represen-
tations of both valence and arousal. The literature points to two 
common approaches: either using animation efects, especially if 
mimicking the bodily expressions of emotions [28, 50, 64], or di-
rectly manipulating type shapes, be it programmatically [48] or 
directly in their typographic designs [61]. 

Word animations would not work: they typically fragment the 
line of text, a troublesome characteristic considering that automatic 

speech recognition systems employ scrolling captions, i.e., the posi-
tion of words is already continuously shifting as new lines appear, 
creating an unpredictable compounding motion with the afective 
animations. The embedding of valence in the type shape approach 
seems better suited for use in captions, particularly Promphan’s 
Emotional type [61],7 but falls short of our second constraint in 
designing captions for this study, i.e., the typographic parameters 
must be freely combinable. These two approaches, then, while com-
petent in their representation of valence, could not be used. 

The chosen typographic parameters were color, for valence, and 
font size, for arousal. We based our choice for color on ample evi-
dence of how it can be used to represent moods and/or emotions 
[7, 20, 21, 31, 41, 44, 73]. While the use of red to represent negative 
valence seems a relatively straightforward choice [31, 41], we saw 
evidence for the use both of blue [73] and green [41] to represent 
positive valence. In Study 1 we pilot-tested a red-to-white-to-blue 
scale color scale to represent, respectively, negative to neutral to 
positive valence, but negative feedback from participants led us to 
settle on a red-to-white-to-green scale for the second study. While 
this color scheme is hard to distinguish for individuals with se-
vere types of red-green color vision defciency (protanopia and 
deuteranopia), we tinged the red with some yellow and the green 
with some blue to make them more discernible to individuals with 
the more common, milder deuteranomaly and protanomaly [56]. 
Figure 6 shows a simulation of how the palette weathers under 
diferent types of color vision defciency8, and Figure 5 shows an 
example of this color scheme applied to captions. 

Figure 5: Font-color representing valence. 

To the best of our knowledge, there are no direct examples of 
the representation of arousal by the modulation of typographic 
parameters. We opted to use font size because it has seen use as a 

7The author kindly provided us with a revised version of the typeface published on 
her thesis. It was the basis for one of the prototypes shown to participants in Study 1 
(see Figure 2c).
8Images created in the Coblis Color Blindness Simulator [81] 
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No color blindness

NEGATIVE POSITIVENEUTRAL

Deuteranomaly

Protanomaly

Protanopia

Deuteranopia

Figure 6: The valence color palette under simulation of vari-
ous types of color vision defciency. 

representation for both changes in pitch [18] and loudness [66], fea-
tures which have been associated with emotions of high (joy, anger) 
or low (sadness) arousal [24, 39]. An example of this modulation 
can be seen in Figure 7. 

Figure 7: Font size being used to represent arousal. 

4.2 Participants and recruitment 
The irb-approved study ran from July to August 2022. $40 com-
pensation was ofered. Recruitment was done through dhh specifc 
social-media channels and mailing lists, screened for by identifca-
tion as a dhh individual and not having participated in Study 1. A 
total of 16 individuals took the test. Eight identifed as male and 
eight as female. Nine identifed as being deaf/Deaf, and seven as 
hard-of-hearing. Their average age was 26 (� = 5). Asked about 
how comfortable they were with reading and writing English, par-
ticipants’ median answer (on a Likert scale going from 1 to 7) was 7. 
Participants completed the test on average in 32 minutes (� = 14). 

4.3 Findings of Study 2 
We conducted statistical signifcance testing on responses using a 
Kruskal-Wallis test, which was signifcant for all distributions. We 
then ran a post hoc Mann-Whitney U test between each caption 
type, with p-values adjusted using Holm-Šídák corrections. Fig-
ure 8 shows the distribution of answers, which comparisons were 
signifcant, and the median score for each scale. 

4.3.1 Results of analysis. Median responses for the clarity of emo-

tions and moods Likert scale for the c, p, p+e, and e styles were, 
respectively, 4, 4.5, 6, and 6, with statistically signifcant diferences 
between the c and e styles (u = 295.0, p < 0.059), p and e styles 
(u = 252.0, p < 0.01), and p+e and p styles (u = 734.0, p < 0.05). 

Median responses for the clarity of emphasis Likert scale for 
the c, p, p+e, and e styles were, respectively, 3, 5, 5.5, and 5, with 
statistically signifcant diferences between the c and p+e styles 
(u = 302.5, p < 0.05), and c and e styles (u = 269.0, p < 0.01). 

Median responses for the use in work meetings Likert scale for the 
c, p, p+e, and e styles were, respectively, 6, 3, 3.5, and 5, with statis-
tically signifcant diferences between the c and p styles (u = 801.0, 
9P-values presented adjusted using Holm-Šídák corrections. Always two-tailed tests 
with �1 and �2 equal to 32. 
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p < 0.01), c and p+e styles (u = 748.0, p < 0.01), and p and e styles 
(u = 287.0, p < 0.01). 

Median responses for the use in personal meetings Likert scale 
for the c, p, p+e, and e styles were, respectively, 6, 3, 4.5, and 5, 
with statistically signifcant diferences between the c and p styles 
(u = 790.5, p < 0.01), c and p+e styles (u = 735.5, p < 0.05), and p and 
e styles (u = 291.5, p < 0.05). 

Median responses for the legibility Likert scale for the c, p, p+e, 
and e styles were, respectively, 7, 4.5, 5, and 6, with statistically 
signifcant diferences between the c and p styles (u = 838.0, p < 0.01), 
c and p+e styles (u = 806.5, p < 0.01), c and e styles (u = 740.0, 
p < 0.01), and p and e styles (u = 311.5, p < 0.05). 

In summary, captions that had an emotional component (p+e and 
e) signifcantly outperformed conventional captions in how they 
were able to help participants identify emphasis, but only the e style 
showed a signifcant improvement on how easy it made emotions 
and moods to identify. Traditional captions were perceived as more 
legible than all three other styles, including e, which outperformed 
p. Participants were less interested in using either the p+e or p 
styles than traditional captions for workplace or personal meetings 
— for e captions, the preference is smaller, but non-signifcantly so. 

4.3.2 Open-ended comments. After watching the videos, partici-
pants were asked questions about what worked or didn’t in the 
caption styles, with specifc questions being chosen according to 
their most negative and positive answers to the Likert-type scales. 

Regarding legibility, there were comments about how the new 
styles (p, p+e, and e) were harder to read than the more traditional c 
style. Prosodic representation, in particular, was condemned, with 
specifc mention of how its use of baseline shift and changes in the 
spaces between letters made words ‘wild’ and hard to read. Some 
participants also had the impression that there was sometimes too 
much going on, making captions confusing, slower to read, or even 
headache-inducing. 

Speaking specifcally to the typographic parameters modulated 
in the three new styles, some participants commented on how 
font weight and color worked efectively to represent a speaker’s 
emotions and moods. Changes to font size were also positively cited 
as expressive modulations, with the caveat that at times they made 
captions too small to read comfortably. Lastly, and more rarely, a 
few participants felt changes in baseline shift and letter spacing 
negatively impacted legibility. 

In terms of function, and particularly regarding styles p+e and e, 
the new captions received praise. They were said to work in terms of 
making the speakers’ emotions and speech clearer. One participant 
imagined this reducing misunderstanding their friends. Another 
said that, while they are typically able to derive sufcient emotional 
understanding from facial expressions, the e-styled captions would 
be ‘awesome’ when the speaker’s face is occluded. Discussing style 
e, one participant said it was easier to tell when the mood shifted 
between positive or negative feelings, which another participant 
said changed how they understood the stories in the videos. 

More broadly, some comments pointed out that, even if the e 
style did not necessarily change their understanding, it was less 
bland than traditional captions. Similarly, p+e was felt as being more 
engaging and easier to follow along. Some participants claimed that 
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(a) Key to the responses to the Likert-type scales. 

(b) Answers to the Likert scale presented immediately below each video with the following statement: 
I found the speaker’s emotions and moods easy to identify. 

(c) As above, but for: I could easily tell which words were emphasized. 

(d) As above, but for: I would be interested in using this captioning style for work meetings in sofware such as Zoom, Google Meet, etc. 

(e) As above, but for: I would be interested in using this captioning style for personal meetings in sofware such as Zoom, Google Meet, etc. 

(f) As above, but for: I found the captions easy to read. 

Figure 8: Responses to the fve Likert-type scales. Each row represents responses considering one out of the four caption styles. 
Caption styles are abbreviated as follows: Conventional (c), Only prosody (p), Prosody and emotions (p+e), and Only emotions 
(e). A blue ** marks a p < 0.01 signifcant Mann-Whitney U test between medians, while a black * marks a p < 0.05 comparison. 
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while they personally did not see a need for these new styles, they 
felt other dhh individuals could beneft from them. 

4.4 Discussion of Study 2 
Results revealed that the Emotion (e) caption style signifcantly 
outperformed conventional captions in participants’ perceptions of 
how they expressed emotions and emphasis, with the Prosody 
+ Emotion (p+e) variant also scoring higher in its depiction of 
emphasized words. This is an encouraging suggestion that the 
e style could help make accessible these important paralinguistic 
dimensions of speech. 

Surprisingly, the Prosodic (p) style did not outperform traditional 
captions in representing emphasis. Given that it was based on a 
model that had been shown to successfully depict speech prosody 
with hearing individuals, it raises the question of how diferently 
hearing and dhh individuals will interpret these captions. 

We saw that both depictions with prosodic components had 
relatively low legibility scores, with two of its three typographic 
parameters (baseline shift and letter-space) being specifcally de-
nounced by some participants as culprits. Given that it also had 
low interest in use for personal or work meetings, the e style’s per-
formance for emotion and emphasis representation, coupled with 
its higher legibility and appeal, gives an unexpected but interesting 
answer to our rq2.a and rq2.b: 

In seeking what dimensions of paralinguistic properties could 
represent a speaker’s emotions and/or emphasis in captioned speech 
(rq2.a), it seemed plausible to expect that the p style would score 
higher at representing emphasis and the e style at emotions. We 
found, however, that a choice between showing either emotions or 
emphasis, as came out of Study 1, may be unnecessary, with the e 
style capable of capturing and representing both dimensions. 

As for rq2.b,10 while the e style did not outperform traditional 
captions in perceived suitability for work or personal meetings, 
it ranked signifcantly better than the p style for both settings. 
The assumption that there would be a divide between what was 
favored for work versus personal meetings did not pan out, with 
each style’s preference score relatively consistent between the two 
settings (this efect could, however, be an artifact of how the videos 
we used skewed towards content one would expect to see in a 
personal conversation instead of a professional one). 

5 LIMITATIONS AND FUTURE WORK 
Study 1 showed that further work was needed both towards a better 
understanding of what dimensions of speech should be visualized 
and how to design those visualizations. With Study 2, we investi-
gated the frst path, but both are intertwined, i.e., to test what to 
represent, we needed to design the options somehow, and inversely, 
if we were to evaluate diferent caption designs, they would have 
to depict some model of these dimensions. As such, while we based 
our design choices on fair assumptions from research related to 
ours, given that the feld is still sparse, further work is needed to 
investigate how to represent these dimensions systematically. 

This design process needs to consider the perspective of dhh in-
dividuals, taking into account two considerations that emerged from 

10In what settings is the use of these visual depictions of prosody and/or emotion felt 
as the most appropriate from the point-of-view of dhh individuals? 
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Study 1 and 2: First, the color schemes used may leave individuals 
with color vision defciency unable to distinguish between nega-
tive and positive valence words, as is seen in the last two rows of 
Figure 6. Future research should explore alternative color schemes 
and typographic modulations to make the style more accessible. 

Second, legibility was a recurrent concern for participants from 
both Study 1 and 2. We used a Likert-rating scale to weed out acute 
issues with ease of reading with any of the three proposed caption 
styles. This was, however, a somewhat blunt instrument, ignoring 
aspects such as gaze time (which is already high for dhh individuals 
for conventional captions [36]), reading speed, cognitive workload, 
etc. A caption design’s readability is related to users’ demographics, 
personal preferences, and use cases, so a one-size fts all solution is 
probably not an ideal approach here [8]. Still, as these designs ma-
ture, further research should investigate their reading performance 
more thoroughly. This may include exploration of diferent gran-
ularity levels for the measurement and display of the non-textual 
dimensions of speech — while, like Rosenberger and MacNeil [66], 
we employed a word-level measure, this could be fner, e.g., syllabic 
[60, 66] or phoneme-grapheme mapping [83], or coarser. 

From the perspective of the speaker, having an autonomous 
system that proactively codifes and depicts their speech based on 
an automatic analysis of their emotions carries the risk of a loss of 
autonomy, as described in Höök et al. [33]. This could be a sensitive 
issue and, as such, future studies should investigate how a user 
interface could represent and cede control to speakers about this 
emotion-sensing process, as it is ongoing. 

We asked participants how clearly they could perceive emotions, 
moods, and emphasis in a captioned video. We did not measure, 
however, how helpful these represented dimensions were. Future 
studies could investigate whether the presence of these novel cap-
tion styles could alleviate ambiguity, especially considering the 
communication breakdown scenarios our interviewees described 
in Study 1: quick shifts in mood, inexpressive body language, and 
occluded faces, among others. 

This last factor, of how a clear view of the speaker’s face can 
infuence how these captions are understood, might be an inde-
pendent line of research of its own, e.g., [3], given that, in Study 
2, videos showed speakers’ faces clearly, a condition which plausi-
bly could afect the interpretation of the captions themselves (e.g., 
similarly to how individuals with cochlear implants derive greater 
beneft from synchronous facial and speech channels than hearing 
individuals in emotion recognition tasks [79]). 

While it was not a measured dimension, the fact that some par-
ticipants of Study 2 commented about how the new captioning 
styles were more engaging is a compelling counterpoint to how 
some interviewees in Study 1 complained that traditional captions 
are boring. Considering that one of the comments specifcally said 
that the new captions did not change their understanding of the 
story but were easier to follow along, we can envision that future 
studies could focus on measuring how immersive these captions 
are compared to past measures of traditional captions [40]. 

6 CONCLUSION 
By examining the experience of dhh individuals with automati-
cally captioned meetings, we found that, in many situations, they 
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feel left behind hearing peers and unable to participate fully in the 
conversations. We saw that the way captions typically leave out 
emotions and emphasis gives speech an ambiguity that can make it 
unapproachable and dull. Unlike factors such as latency or failures 
in word recognition, however, this is not perceived as if an imperfec-
tion of how captions are designed. As such, the challenges that arise 
in captioned meetings between dhh and hearing individuals are 
seen as inherent qualities of the medium, instead of objective—and 
addressable—shortcomings of how these accessibility tools work. 

Next, we contrasted how three novel caption styles represented 
emotions and emphasis compared to traditional captions. We found 
that the best-performing option was based on the output of speech 
processed through a neural network that extracted emotional fea-
tures from it. This approach had good legibility, albeit worse than 
conventional captions. Participants’ willingness to use these cap-
tions for work or personal meetings is comparable to that of tradi-
tional captions. 

Our work has investigated a rarely explored dimension of dhh 
experience with automatic captions, putting forward three novel 
approaches for modeling, processing, and depicting speech that may 
motivate the development of more inclusive captioning systems. 
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