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I. INTRODUCTION

Affective computing [1] is an expanding field that is taking
on new forms with the development of more powerful comput-
ing devices and better modality fusion techniques. However,
most datasets — and their resulting models — are limited to
basic modalities (speech, text, and video) [2]. Additionally,
the lack of labeled emotion data inclusive of comprehensive
modalities has been a hindrance to further development in
affective computing [3]. Furthermore, emotional expressions
can be inherently ambiguous, thus resulting in multiple equally
valid representations in expression and perceptions [4]-[6].
Such ambiguity creates challenges for the modalities required
to capture the affective expression and the perceived affective
states (annotated labels).

My doctoral work aims to explore interactive Machine
Learning (iML), which allows iterative interaction between the
learner/model and one or more human users, to address issues
such as data scarcity and emotional expression-perception
ambiguity that are relevant for affective computing. I focus
on affective computing to predict and assess human emotions
using natural language [7], and natural language +X [8], [9]
which includes additional modalities such as eye gaze, speech
prosody, facial expressions, and biophysical modalities that
can be captured unobtrusively. Because language is a central
means of expressing emotions, I consider language as the
fundamental modality. And I chose it as the base modality for
my research. My current research plan is to explore how to
apply iML for affective computing that integrates NLP/speech
with other modalities to address resource and subjectivity
issues and challenges such as model bias.

So far, I have explored the effectiveness of interactive Ma-
chine Learning for text modality, for the affective computing
task of text-based emotion prediction [10], using simulation-
based meta-learning as experimental methodology [11], build-
ing on prior work [12]. The next steps will involve iML with
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human subject experiments, with the goal of developing a
framework that elicits and labels human emotions instantly
and uses human input to build more robust affect computing
models interactively. I also focus on challenging and complex
affect states, which are currently understudied.

The planned research questions for this research are:

1) How can interactive machine learning be effectively used
for affective computing that integrates NLP/speech with
other modalities?

2) What is the most efficient way of incorporating human
users in the loop to enable customization to individual
users and a generalization to multiple users and many
emotions?

3) How can an iML system incorporate Machine Teaching
strategies (an iML approach) that approximate actual
teaching-learning experiences?

I will narrow down some of the research questions as I
progress with my research.

II. BACKGROUND AND PRIOR WORKS

The iML approach can be studied under Active Learning
(AL) and interactive Machine Teaching (MT) approaches [13]
considering who is responsible for selecting the instances
used for training the learner. In Active Learning, the learner
iteratively selects highly informative instances to be labeled
from a pool or stream of unlabeled instances using various
query strategies [14] which are passed to the human user for
annotation and later used for training. Furthermore, in Machine
Teaching, the human user is in the central role of selecting
highly informative instances to be used for training and then
uses a subset of the instances selected to train the learner based
on various conditions known as teaching criteria [15]-[17].
With the selection of highly informative instances, these iML
methods allow for achieving good performance with limited
data and many other benefits. Machine Teaching has not been
studied for affective computing yet.

Interactive Machine Learning allows iterative interaction
between the users and the learning system (learner), thus
accelerating the learning process. Iterative user involvement in
generating new data instances and selecting highly informative
instances using human knowledge helps to enhance modeling
resource efficiency. So, interactive Machine Learning can help
to build highly efficient affective models in resource-scarce
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affective computing tasks [18]. In addition, user involvement
can help build models robust to ambiguous emotional cues
(consider joy and frustration: people tend to smile both
when they are happy or frustrated [19]). Continual human
involvement-based learning also allows incorporating more
emotions and features over time [12].

Poria et al. [2] reported that 90% of studies in affective
computing focus on the textual, audio, and visual modalities.
Yet, a single or few modalities may be insufficient, or in
certain circumstances, even misleading for predicting emotions
(especially in case of near emotions like boredom, sleepiness,
and sadness) [20], [21].

Using iML-based Active Learning has been explored for
unimodal settings to some extent. Zhang et al. [22], Wu and
Huang [23], and Abdelwahab and Busso [24] used Active
Learning in various settings for speech-based emotion recog-
nition. Similarly, Alm [7] has explored AL with evolutionary
computation of emotional voices, while Washington et al. [25]
and others have used facial expressions and AL for emotion
recognition. Hazer-Rau et al. [26], Kansizoglou et al. [27], and
others have reported on the use of AL for affective computing
using more than one modality.

Thus prior work shows promise, but there is still much space
for exploration in terms of more comprehensive modalities,
emotional ambiguity, model biases, customizability, and so
on. I plan to work on more modalities, explore various AL
query strategies, and build strategies specific to modalities
and fusion techniques. There is a lack of work on Machine
Teaching for affective computing, with previous work being
mostly concentrated on cybersecurity [28]. I especially plan to
focus on interactive Machine Teaching [17] for the affective
computing paradigm because of its theoretical advantages over
Active Learning [15].

III. SCOPE OF THE WORK

Rouast et al. [3] reported that the lack of labeled datasets is
impeding the adoption of deep learning for affective comput-
ing. The ambiguity of features representing human emotions
from conflicting cues (in near emotions, groups of associated
emotions [29], or quite distinct emotions [30]) poses an
issue for building a robust affective computing system. Some
affective states are over-studied, while some are under-studied
in affective computing. Moreover, emotional expressions are
connected to cultural contexts and customization can assist
with capturing this complexity.

My work aims to develop a framework that allows teacher-
learner interaction for a resource-efficient robust affective
computing system. I aim to study and introduce more teaching
strategies and teachers that can be generalized or customizable
for multiple emotional states. I am starting with verified
emotion elicitation stimuli for two affective states, frustration
and surprise, and plan to use stimuli to elicit targeted emotions
and label the collected data on the fly from the users and
integrate them into an iML framework in an online learning
scenario. I aim to build a flexible framework to include more
affective states and more emotion elicitation stimuli.

IV. METHODOLOGY AND PROPOSED SOLUTIONS

The first task in building the framework is to compile
verified emotion elicitation stimuli. For gathering verified
stimuli, an ongoing experiment is collecting multimodal data
from human subjects during emotion elicitation using multiple
stimuli meant for eliciting the targeted emotions. Each task is
followed by self-rating (and rating for partners in dyadic tasks)
as the label of the data. The study will verify the effectiveness
of the elicitation tasks in eliciting the target emotions based
on statistical comparisons of the subject’s ratings across tasks
and emotions. I will also use the collected data to test the
effectiveness of interactive Machine Learning strategies like
Active Learning and Machine Teaching. Finally, I will also
use the gathered data as a seed dataset to initially train the
learner in the planned framework.

The verified elicitation tasks will be used later in the planned
iML framework with an interactive mobile interface that can
be applied flexibly in various contexts. Subjects can interact
with the stimuli via the interface, enabling emotion elicitation
and data generation, which is concurrently labeled by the
subjects. The labeled data will be provided to the learner when
teaching criteria are met. The user also gets feedback from the
learner, which ensures iterative emotion modeling. Building on
the work of Liu et al. [17], I plan to explore the possibility of
various types of teachers with various knowledge and scope,
mimicking actual human teachers in real or simulated settings.
I also plan to explore more teaching criteria customizable to
affective computing settings.

V. PRELIMINARY WORK AND TENTATIVE PLAN

A CHI 2022 workshop (The Future of Emotion in Human-
Computer Interaction) and a NAACL 2022 workshop [11]
(Bridging Human-Computer Interaction and Natural Lan-
guage Processing) accepted my early work with my advisor.
The CHI workshop contribution (non-archivable) investigated
the roles of emotion in human-Al collaboration and ways to
involve human interaction to enhance emotion learning. The
NAACL workshop paper explored the use cases of Active
Learning and interactive Machine Teaching for text-based
affective computing tasks. I have also studied various modes
and types of emotion elicitation tasks and filtered effective
tasks for the data collection experiment described above.

I plan to complete the data collection from subjects and
analyze all the collected data and use them for preliminary
testing and emotion modeling. After that, I plan to work
on designing and creating an interface for the framework,
potentially leveraging an interface previously built in my lab
for the text modality (expanded to multi-modality). Finally,
I plan to work on simulating several types of teachers and
having actual human users along with various teaching criteria
and how to include all of them in the planned framework
effectively.

VI. CONTRIBUTIONS TO DATE AND EXPECTED

I have analyzed the applicability and benefits of iML for af-
fective computing in preliminary research. I have demonstrated
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that Active Learning works efficiently for text modality-based
affective computing tasks. Moreover, using transformer-based
models and iML together appears to allow for achieving
higher performance resource-efficiently. I simulated teachers
in interactive Machine Teaching using an Active Learning
strategy. I explored different machine teaching criteria for
the first time (from the study of prior works) in affective
computing. I am working on data collection using stimuli for
frustration and surprise generation in a lab setting, and it is
ongoing.

One of my expected contributions is to develop a technical
framework that is inclusive of comprehensive multimodal data
and generalizable to multiple affective states. In addition,
my work will also result in new data resources. I also plan
to design better teachers and teachers’ integration into the
framework and design teaching criteria specific to an affective
computing problem. Finally, achieving a robust and flexible
framework can allow for high scalability. Another by-product
will be the supporting software built for the framework that
will be able to be used for similar tasks.

ETHICAL IMPACT STATEMENT

This work would seek to create a framework that achieves
learning in a resource-efficient way. Interactive Machine
Learning can reduce the annotator’s labeling workload and
enable energy-efficient models, resulting in models with a
low carbon footprint. The data is being collected in an IRB-
approved study with informed consent. However, there are a
few possible limitations of the current study. The research
is being conducted at a university, which may limit the age
and variety of the participants. To ensure gender diversity, we
plan to have at least 50% female subjects and aim to include
subjects of diverse backgrounds.
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