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Abstract

We study the gradient flow, generated by the Landau-De Gennes energy functional, in
the physically relevant spatial dimensions d = 2, 3. We establish global well-posedness and
global exponential time decay bounds for large H' data in the 2D case, and uniform bounds for
large data in 3D. This is indeed the best possible outcome for unrestricted coefficients in 3D,
given that steady states do exist, at least for some coefficient configurations. We also establish
leading order terms and in particular sharp asymptotics for the said dynamics in 2D. In 3D, we
similarly isolate the leading order term, under the necessary assumption that a given, possibly
large, solution converges to zero as t — oo. As a corollary, we prove an asymptotic formula

Jod tQG+y. Q. ))dx 12 _1 _
T v @iar =€ ¥ HO0up(), d=

2,3 for (potentially large) solutions Q(#) obeying a natural asymptotic condition. Such a
formula was established in Kirr (J Stat Phys 155:625-657 (2014) for d = 3 and small initial
data Qp, subject to the non-degeneracy condition ng Qo(x)dx # 0.

for the correlation functional, c(y, t) =
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1 Introduction

The dynamic behavior of nematic liquid crystals is an ubiquitous and well-studied problem.
We invite the reader to consult the early and perhaps more accessible introduction to the
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modeling aspects in the book [4], while more recent accounts can be found in [9, 10, 12].
The main object of study is a second order moment of the probability density function of a
nematic liquid crystal embedded in R?. This is a symmetric zero-trace n x n matrix Q, which
describes the orientation of liquid crystal molecules. In the work of Berris-Edwards, [2], a
more sophisticated model is proposed, which includes the interaction of a of a non Newtonian
fluid with the liquid crystal. Mathematically, this is a forced Navier-Stokes equation, coupled
with a parabolic system, posed on R?—we direct the reader to the papers, [13, 14], as well
as [5, 6, 8, 12], where the well-posedness issues and long term behavior of this and related
models, has been studied in detail. As the standard Navier-Stokes equation is embedded in
these models (when Q = 0), it goes without saying that the question for the global well-
posedness and the global dynamic of the system is a complicated one, especially in the case
of spatial dimensions R?, d > 3. As our interest is in the global dynamics of nematic models
of this type, we consider the pure Landau-De Gennes model, without the fluid interaction.
Even in this simplified framework, there are numerous related models that capture its main
properties, but we choose to concentrate on the Landau-De Gennes form of the bulk energy.

In order to properly introduce the objects of interest, consider the space of symmetric,
traceless d x d real-valued matrices

d
Sod) = !@ € Maxa : Qij = Qji (@ =) _ Qi = 0} .
i=1

Additionally, we look at real-valued functions Q : RY — Sy(d), and we introduce the
relevant norms

d 2
> |ak<@,,-<x>|2dx) .
Rzl

i,j.k=1

d ll’
IQlly = (Z /R Qij(x)l”dx) (1< p<oo [VQIpz = (
i j=1

More precisely, our main object of study will be the following energy functional
EraclQl = /d E(Q(x))dx;
R

1 b
EQ@ = 3IVQP + %tr(@z) - @) + gar«@z))z

A standard, but technical calculation, [8, 13, 14] shows that the corresponding gradient flow,
supplemented by initial condition, is in the form

{ Q = _% = AQ —aQ + b (Q* — Jtr(@*)1d) — ctr(QHQ
Q(0, x) = Qo(x)

In co-ordinate form

ey

d

1

%Q;; = AQ;j —aQ;j +b (2 QikQij — dtr<@2>1d) — ctr(@*)Q;j. i, j €L, ....d1.(2)
k=1

From the physics of the problem and other modeling considerations, the parameters a, ¢ are
necessarily positive, but the problem makes sense even without this requirement, so we will
keep them as general as possible for the time being.

Our main objective in this paper is to study the local and indeed global well-posedness
properties of the dynamics of (1). The classical approach is to consider the corresponding
Cauchy problem and to establish Hadamard well-posedness in some function space, say X.
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That mostly works for local solutions, as it was shown in many recent works [3], but see
also our Proposition 1 below for a sample statement of such result. A more ambitious goal
is to establish that these local solutions do not blow up in finite time—such results are also
available in the literature [8, 13, 14], although many of them do require either small data
or else, some restrictions in the parameter space (a, b, ¢). Yet, there are further results that
seek to establish global bounds on the solution Q(z) for all times 0 < r < co—a sample and
essentially sharp result of this kind appears in Proposition 3 below, for the case d = 2, and
in Proposition 4 for the case d = 3. Note that these results apply for any H' large data,’
whenever ¢ > 0, while the case ¢ < 0 likely leads to finite time blow up, at least for some
sets of initial data [11, 12].

Another major contribution of our work is an asymptotic and explicit leading order term
formula for Q(z) for large times ¢. Namely, we show that for any reasonable large data
in d = 2, the free solution represents the main term contribution, while the non-linearity
contributes to lower order and in a very controlled way, depending on the L”,2 < p < 00
norms. For the case d = 3, under the assumption that lim,_, o |Q(?)] > = 0, we show that
for all reasonable (and possibly large) data, the main contribution is the corresponding free
solution.

This allows us to address the question for the conjectured self-similar behavior of the
correlation functional, defined as follows

_ fRd tr(@(x =+ Y, t)Q(X, Z))dx
b1 = Jra r(Q?(x, 1))dx '

This question was partially addressed in the case d = 3, [8] for small data. More precisely,
the authors have shown the following asymptotics

bl

12
cv.)y=e 5 41, y), Irt, ) ews < Ct772, (3)

which applies to the solution emanating from a generic set” of small data Qg : Jrs Qo(x)dx #
0 in some weighted Sobolev space.

In this paper, by using our asymptotics we extend (3) in several ways: in the case d = 2
and for all (possibly large) data Qp € H 1(R?), which has the asymptotic (5), we establish
(3). For the case d = 3, and under the extra assumption that QQ(¢) has the asymptotic (9), we
establish (3) for all localized (possibly large) data. It is worth pointing out that our result for
d = 3 implies the statement of [8]. In fact, we show that all sufficiently small initial data
Qo, with the property fR3 Qo(x)dx # 0 generates solutions Q(7) which necessarily have the
asymptotic (9) (Theorem 4), and hence by Theorem 5 has the property (3).

We now state the main contributions of this work. We split our results to the 2D case and
the 3D case.

1.1 The 2D Case

Theorem 1 (Global bounds for the 2D problem)
Letd = 2,c > 0. Then, (1) is globally well-posed in H'!(R?). More concretely, for each
Qo € H'(R?, 5y(2)), there is an unique global solution,

Q(t) € L ([0, +00); H'(R?, Sp(2)) N L[(8, 00), H*(R?, S(2))

! With some modest point-wise assumptions in the case d = 3.

2 Defined in appropriate sense.
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for every § > 0. Moreover, Q obeys the bounds,

1Q, x)| < e[ 2w @], IVQ@ 2 < CUQoll 1)

In particular,3

efal

Q@)L < C(||QO||H1)ﬁ, 1RO L> = CUIQoll g1)e™. “

One can actually derive asymptotic expansion, provided @ is assumed to be slightly more
localized. To this end, we introduce the weighted L? spaces Lfn (Rd), m > 2, as follows

Ly RY) = [f ‘R €Ll = (/Rd“ + |n|2>'"|f(n)|2dn>2] :

Theorem 2 (Sharp time asymptotics for the 2D case)
Letd =2,c > 0. Letalso Qg € L%(Rz) NH! (Rz). Then, the global solution guaranteed
by Theorem 1 is in the following form

B 2
Q) = el o+ 02 (1 + 1), 1o € So(2). )
In particular, the solution QQ(¢) obeys the following dichotomy:
(1) If o # 0, then

e—ll[

QN2 ~ 7’1‘ >> 1 (6)

(2) If o = 0, then

—at

Q)2 < C%,r >> 1 %)

Finally, assuming either one of the following

e At least one of the components of Qg is either non-negative or non-positive,
e Qo : [ge Qo(x)dx # 0 is sufficiently small

then, one has that j19 # and hence the alternative ||Q(#)|l ;2 ~ %, t >> 1 holds true.
Remarks e Tt is not clear to us whether or not the alternative (6) does not reduce to just the
statement [|Q(#) |2 ~ q In fact, we conjecture this to be the case either for all data
Qo or at least for a generic subset of the phase space.
The next results are about the 3D model.

1.2 The 3D Case

We start with a result that applies to any (possibly large) reasonably smooth and localized
data. Here, as in the 2D case, we expect exponential growth for a < 0. As our interest is in
bounded global solutions (and even decaying to zero ones, see Theorems 4 and 5 below), we
restrict our attention to the case a > 0.

3 Here the assumption is only that Qg € H 1 (Rz), and not necessarily that Qg € L! (Rz), in which case there
are better bounds available.
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Theorem 3 (Global behavior for the solutions in the 3D problem)
Leta > 0.¢ > 0,6 € R.LetQp € H'(R),and |Qo(x)] < C(1+|x))"2,ie. Qo € L.
Then, the problem (1) has an unique global solution Q(7), which satisfies

QW L2 w3)nLe®d) + IVQM I L2r3y) < CUIQoll gingp)- (3)

12

Remark The uniform estimates (8) may be the best optimal results for generic data Qy. That
is, one does not expect all data to produce solutions which decay to zero (in which case the
asymptotics (9) would apply). In fact, and unlike the 2D case, it is expected that for some
values of a > 0, b, ¢ > 0, there are static solutions of (1), which clearly do not tend to zero
as t — oo. In fact, we conjecture that for any fixed a > 0, ¢ > 0, there exists b* = b*(a, ¢)
so that for all b > b*, one has a stationary solution of (1). Such a region in parameter space
was suggested in [8], see the region D = {(a, b, ¢) € Ri : b* > 24ac) on page 630 [8].
Note that for the case a > 0, ¢ < 0, static solutions for (1) were recently constructed in [1],
by relying on a mountain pass approach.

In the case, when the solution Q(¢) actually vanishes at infinity, we have the following
asymptotic results.

Theorem 4 (Asymptotics for vanishing solutions in the 3D case)

In addition to the assumptions of Theorem 3, assume that Qp € L%(RS) and the solution
decays to zero, i.e. lim;_, o [|Q(?) ||z = 0, then it decays to zero exponentially fast. In fact,
there is the asymptotic expansion formula

3 k2
Q) = e 1 3e™ I o+ O (e 17 1), 1 >> 1 ©9)

where o € So(3). In particular, there is the following alternative
(1) If no # 0, then

Q)2 ~ e 173t >> 1 (10)
(2) If uop = 0, then

IQ)l2 < Ce 171 >> 1 (11)
In the following two cases,

e At least one of the components of Q is either non-negative or non-positive,
e Qo: fR3 Qo(x)dx # 0 is sufficiently small

the asymptotic expression (9) holds with g # 0, so in particular (10) is valid.
Finally, we provide asymptotics for the correlation functional

Theorem 5 (Asymptotics for the correlation functional)
Let either one of the following holds

e d =2, and Q(¢) is a solution, which has the asymptotic (5),
e d =3, and similarly Q(z) obeys (9).

Then,

‘,2
ey, 1) = e~ 5 + Op(t7D). (12)

That is, there is a constant C, so that for each ¢t > 1,

112
leCo0) = €5 ey < C(L+1)72,d = 2.3,
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Note that this covers the result from [8] as such asymptotic formula for ¢ is established for
small 3D solutions with the property fR3 Qo(x)dx # 0. However, according to Theorem 4,
such solutions have the asymptotic (9) with o # 0, and hence our result (12) applies to it.
We plan our presentation as follows. In Sect. 2 below, we state some standard facts about
the Cauchy problem (1). Next, we develop some global a priori estimates for the solutions
Q(z),inthe cases d = 2, 3, which provide unique and global solutions. The main contribution
here, proven under the assumption ¢ > 0, is the sharp exponential rate of decay for the 2D
model, as well as the uniform bound for the solutions in the 3D case. We also provide some
weighted estimates, which are useful in the sequel. In Sect. 3, we start with a short introduction
of the scaled variables approach and appropriate spectral information as well as estimates in
function spaces. These are the main technical tools for establishing the sharp asymptotics.
Sharp asymptotics in the 2D case are presented in Sect. 3.2, while the details of the proof for
the asymptotics for the 3D case are given in Sect. 3.3. In Sect. 4, we give a sharp asymptotic
formula for the correlation functional, based on the asymptotics developed in Sect. 3.

2 Local and Global Well-Posedness

We start with some preliminaries. We adopt the following definition of the Fourier transfor-
mation

o= [ e 0w =em [ fedt e,
As3; (&) = i&; f(§), we deduce that A f (&) = —|E2 £ (&).
For future reference, note that the solution of the in-homogeneous heat equation
u; — Au= F,u(0, x) =ug(x), (13)

is given by the formula
t
u=eu +/ eUTIAF (s, ds.
0

Introducing the heat kernel function G : G € = ek ? or equivalently G(x) =
I« . . .
(4n)’%e’T , we may represent the solutions to the heat equation as a convolutions opera-
tor with an appropriate re-scale of the heat kernel. To this end, let G;(x) := 175G (%) =

o2
(4nt)_%e_%. For sufficiently decaying functions f, say f € L2(R?), the solution to (13)

is given by

¢AF() = Gy x f = () /R 5 oy,

Regarding the calculus of matrices, note that

d
2 2 _ 2
lQiz. = A’Zl fR QF; (x)dx = /R r(@)dx
i,j=
The non-negative scalar quantity y (¢, x) := tr(Q%(z, x)) becomes very useful in controlling

the evolution of Q. In fact, multiplying the equation (1) by Q;; and summing in i, j €
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[1,...,d]leads to the following PDE for y,
yi = Ay —2|VQ[* = 2ay + 2btr(Q?) — 2¢y?, (14)

which will be helpful in the sequel.
Note that we can recast the evolution problem (1) as

t
Qt, ) = ! A=D Qg + f cU=9)(A=a) (b (@%) - étr(@%s»m) - ctr<@2<s>><@<s>> ds
0
(15)

We now proceed to establish the local existence and uniqueness of the Cauchy problem (1).
This result is more or less standard, but we include its precise statement for future reference.

Proposition1 Let d = 2,3 and Qy € H'(RY, So(d)). Then, there exists a time T* =
T*(|Qoll 1), 0 < T* < 00, so that there exists unique solution Q of the integral equation
(1) in a ball of L®((0, T*), H' (R, So(d))). Moreover, for every ty > 0, we have that the
solution is infinitely smooth, i.e. Q € L ((to, T*), H®(R?, So(d))).
Finally, there is the blowup alternative. More specifically,
Either T* = oo or limsup ||Q(t, M g1 ray = 00. (16)

t—T*—

Proof The proof is standard and proceeds via a fixed point argument for the map

AQ) = 490y + /

0

eli=9)(Aa=a) (b (@%) - étr(@z(snld) - crr<@2<s>)@<s>) ds

in the ball B = {Q € L®((0, T*), H'(RY, So(@))) : |Qll g1 < 2/ Qo |l 1} for some small
time 7* = T*(||Qp||) to be determined. This argument follows easily from the convolution
estimates

t(A— t t
e A= Qoll 1 < NG 1Qoll g1 = €N Qoll g1,

t
I /0 i)~ (b (@Z(s) - }r(@z(s))ld) —~ ctr(@%s))@(s)) ds|

t
<C fo e TNK Sl 2 (1Q% 1 + IV@D)I + 1t @H)Ql 1 + (VI @H Q1) ds

—a(t s)

< ClIQoll, (1 + ||@o||H1>/ s,
(t—s5)4 g
where we have used the Sobolev embedding H'!(R?) < L*(RY),d = 2,3, and | Q|| ;1 <
2||Qo|| 1. Choosing small enough4 T* will ensure that A : B — B Similarly, the con-
tractivity of A on B follows as well. One establishes the higher regularity on [#(, c0) in a
standard manner, by induction on the order of the derivative, as one is always able to place
one derivative on the heat kernel K,_;. Finally, the blow up alternative follows via the usual
contradiction argument. Indeed, assume that the some high norm of the solution blows up
at T*, while M := lim sup,_, ;« |Q(z, -)|| y1 < oo. Then, applying the local well-posedness
theory to an arbitrary f < T*, we have that for each 7 < T*, the solution may be extended for
atleast C,(1+M )’% units of time. Moreover, in this time interval, there are the higher regu-
larity estimates for ||Q||. But this and the uniqueness then contradicts the blow up assumption

1
4 In fact, from the estimates above, one can take T* > C,(1 + 1Qoll~4).
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. . . . . - _1
at T*, as we can easily overshoot it as the time interval is now at least r + C,(1 + M)~ # for
arbitrary f < T*. |

By the local existence and uniqueness the semi-linear parabolic problem it follows that the
solutions to (1) conserve Q(¢) € S4(0), if Qg € Sz(0).

Next, we state an useful preliminary result, which is classical in the literature, see for
example Proposition 1 [13].

Lemmal Letd = 2,3, Qg € H' and T* is the maximal time of existence for the solutions
of (1), guaranteed by Proposition 1. Then, for all 0 <t < T*, there is

2
060 = - [ (8Q-aQ+0@ - @ -an@he) ax. an)
R

where (1) := E(Q(1)).

Proof The derivation of (17) is immediate from (1), as

2
aew = teten=- [ Gar=- [ (a0-a0+@ - jr@)- @) o

The regime ¢ < 0 is an interesting from a mathematical point of view, as Proposition
1 guarantees that at least short time solutions do exist. Based on modeling considerations
however, see [11, 12], as well as the form of the energy functional® &, it looks likely that a
finite time blow up is a possibility, at least for some initial data. We henceforth assume the
coercivity condition ¢ > 0.

2.1 Positivity of Solutions for Quasi-Linear Heat Equations with Positive Initial Data

We state a result which might be considered classical and yet, we do not find its specific
formulation below in the literature. In fact, we first state a general result about linear equations,
and then, we give applications to the semi-linear case.

Proposition 2 Suppose d > 1, V : R, x RY — R is a bounded from below and continuous
function. Assume that

ue CPRHNLARY) : lu(t, )2 ey < Ce™', for some Ag > 0 (18)
is a classical solution of
—Au+V(t,x)u =0,u(x,0) = f(x).
Then, u > 0, whenever f > 0.

Proof The result may be obtained via the Feynman-Kac formula, but we prefer a more
elementary proof, kindly provided to us by Phan [15]. First, we can assume without loss of
generality that V(x,¢) > 0. If not, find some A > 0, V(¢,x) + A > 0. Then, we replace

u = e*w, so that we obtain the following equation for w

—Aw+ (V({,x)+ 1 w =0.
Assume now for contradiction that the function w is negative somewhere. As

lim |w(x, )= lim e Mux, )] =0,
Jx|+]1] =00 Jx|+lr] =00

5 Which makes it unbounded from below.
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the minimum is achieved at (¢p, xo) € Ry X R4, as for tg = 0, u(0, x9) = f(xo0) = 0by
assumption. It follows that w;(xg, tp) = 0, while Aw(t, xo) > 0, whereas (V (t9, xo0) +
Mw(ty, xg) < 0. This is however a contradiction with the PDE at (g, xq). O

We now have a straightforward corollary.

Corollary 1 Assume that F is a smooth function, and u : Ry x R? — R is a classical
solution of

ur — Au+ F(u, Vu)u =0, u(x,0) = f(x).

which satisfies the growth condition (18) and u, Vu € LYY (R4 X RY). Thenu > 0, whenever
f=0

For the proof, apply Proposition 2 to the case V(¢,x) = F(u(t,x), Vu(t, x)), which is
bounded from below since u, Vu € LY.

2.2 Global a Priori Estimates in the Cased = 2

The case d = 2 is simplifies matters quite a bit, if one uses the formulation (14).

Proposition 3 Let d = 2, ¢ > 0. Then, the solution Q is global, for any initial data Qo €
HY(R2). In addition, there are the following estimates

Q@ )] < e\ /Te (@)1 (x), (19)
IVQ@, )2 < CUQolly1)e™ (20)
In particular, the gradient flow (1) is globally well-posed on H' (R?).

A

Remarks (1) For the case a > 0, the estimates (19) and (20) imply exponential decay for all
1Q(, )|zr,2 < p < oo and H' norms, namely

1Q(, e < Ce™NQollLr, 1QE, gt < Ce™ Qo 1 2

We will establish much more precise results later on, see the proof of Theorem 2 in Sect.
3.2.2 below and more precisely, the proof of the asymptotic formula (55) therein.

(2) In [14] (see also the earlier work [13]), the authors work with a more general system,
namely Navier-Stokes-Landau-De Gennes, which describes the interaction of the fluid
with the nematics. They gave a proof of a similar result (see Proposition 2), but with a
general exponential, parameter dependent rate of growth of |Q(¢, )| 1.

(3) In [3], the authors consider the Landau-De Gennes, posed on RY. d > 2. They provide
existence and uniqueness of small global solutions of as well as Holder bounds.

Proof We consider the formulation (14). Note that in d = 2, we have that tr(Q3) =0fora
symmetric traceless matrix Q. Thus, estimating away various positive terms, (14) reduces to

yi — Ay +2ay <0. (22)
Note that (22) is a point-wise inequality. This is equivalent to
0 (ye ') — A(ye*™) < 0.
By the positivity of the heat kernel, this implies the point-wise inequality

0 < Q@ x)|* = y(t, x) < e 2 [ yol(x).
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Taking square roots imply (19). For the bound (20), we split our considerations in two cases
-a > 0and a < 0. For the former case, we take derivatives in the integral equation (15) and
then L2 norms. We have, using the estimate (21).

Ve A=DQgl 2 < Ce ™ |IVQoll 2

t
v /0 eli=9(Aa) (b (Qz(s) - étr(@%snld) - ctr(@%s))@(s)) ds||

—2as

t t
<C / e TINVE sl 1 (1QN 700 + Q1 s0)ds < € / e L g5 < co .
0 0

Vi—s

For the case a < 0, the same method yields an estimate C e3at

shall see next. So, we approach it in a different manner.
We use the dissipation law (17). From it, it follows that £(¢) is non-increasing, so £(1) <
£(0). However, note that in our case d = 2, whence this means, as tr(Q?) = 0,

, which is not optimal, as we

/ lIVQ(t, O + Se(@ (2, ) + S (@3 (e, x)))2dx < E(0)
R2 2 2 4

Since ¢ > 0, a < 0, this implies, according to (21)and £(0) < ||@0||§11 1+ 1Qoll 1),

/ IVQ(@, x)|> < —a/ tr(Q* (1, x))dx + £(0) < Ce™ 2!
R2 R2

The bound (20) follows by taking square root of the previous estimate. O

2.3 Global a Priori Estimates in the Cased = 3

In the three dimensional case, we the term tr(Q?) in the Landau-De Gennes energy does not
trivialize, so we need to take it into account. We have the following Proposition.

Proposition4 Let Qp € H'(R®) N L®(R3), and a > 0. Then, the local solution of (1)
guaranteed by Proposition 1 satisfies the bound

1Q, Iz w3sy = CUQoll L r3))- (23)

If in addition, we assume the point-wise bound x)| < L, that is € L, then
f P |Q0( )| = /Tl QO !

forevery2 < p < oo,

Q@ izrws) < C(||Q0”L°O(R3)OHIOL°1°)- (24)
2

Finally, one can also bound
IVQ@. )l 2w3) = CUQoll L ®3)nm1nL)- (25)
2
Remarks e One can obtain the same results (24) under a much weaker assumption on Q,
namely |Qp(x)] < ﬁ, for any € > 0.

e One can obtain, under the same assumptions, bounds on ||Q(z, -) lrr3), 1 < p <ooas
well.

Proof Recall (14), so that it suffices to establish ||y (7, -)|| .1 (g3)nz(r3) bounds. Since

3 3
@) =121 < QlahE = @@)?,

=1 j=1
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we can derive the following inequality from (14),

Vi — Ay +2ay < 2|bly? — 2cy?, (26)
In fact, taking into account the structure of the left hand side, we see that it is negative, if
y > 4!?' , whence we can further bound it by
1613
yi — Ay +2ay < 16C—3. 27)
Thus, we have the estimate
A ' e 2 b1
y(t, x) < e Pyo(x) + f eI=9)Ag=2ali=9) 16—-ds.
0 P

whence we derive the L° bound (recall that y > 0 by construction)

5
2
Iy s < Dolls + 20 (28)
ac
One can also derive L', 2 < p < 0o bounds on y, but under some extra point-wise assump-
tions on the initial data Q.

To this end, introduce a non-negative cutoff functionp € C3° : suppp C (1/2,4), p(x) =
1,1 < |x] < 2 and set yi(t,x) := y(t,x)go(Z_kx),k > 1. We now need to establish
inequalities for yy, based on (26). Ultimately, this leads to weighted inequalities for y, which
then can be bootstrapped to L?, 1 < p estimates for y.

To this end, multiply (26) by ©(27%x) results in

By — Ayi + 2aye < 2lbly? (27 x) — 271 Vo2 x) - Vy + 27% | Ap(2 K1) |y(29)

after taking into account —p (2 ¥ x) Ay = —A(yp)+2 7 V2 *x)-Vy+272, Ap (2% x)y.
Thus,

t
(0) < €2 yi(0) + f 17872y o2 )
0
27192 7*x) - Vy + 27 Ap27*x) y]ds.
Note that integration by parts yields
13 t
/ eIV 2K x) - Vy(s, Vds = —2*"/ IR AP *X) (s, )ds
0 0

t
— [ Ve s

We estimate, using the a priori bound (28) and [|e/=92 | g1y = 1, [Ve'" 92| g1y <
1
t—s

i

t t
I / TR HI AP(2 )y (5, ) lds e S / e 20 ™ds S 1
0 0
t ,—2a(t—s)

———ds <1
0 AI—s ~

t
I / V=928 =20=9)[ 2K )y (5. )ds| o <
0
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So,
k )
e, e < Nye@)llLe +27 +/ e 2y (s, ) oo
0

3
Flye—10s, Lo + 1 ye+1(s, )llLe]2ds.

Clearly, if we are working with initial data ||y (0) ||z < 2% (and we do assume that!), we
can conclude that for large k, we have that || yx (¢, )|l Lo < 2% or

ly(t, )] < C(d+x~ (30)

This already is a good enough to conclude supy_, ., 1y, )llLr < C forall p > 3. In
addition, this can be bootstrapped to a bound on the L' norm (and then by interpolation to
all 1 < p < oo. Indeed, take an integral over R3in (26), we obtain

8,/ y(t,x)dx+2a/ y(t, x)dx §2|b|/y%(t,x)dx. (31
R3 R3

Let m(t) := ng y(t, x)dx. We estimate by the log-convexity of the L” norms ||y||L% <

3 2
||y||z1 ||y||26. Noting that (30) yields a bound on ||y|| s, (31) becomes

m'(t) + 2am(t) < Com™ (¢) 32)

This yields abound, by Gronwal’s and Young’s inequalities, on m (¢), namely m(t) < 2m(0)+
2%0, whence the ||y (¢, -)||;1 bound is established. Finally, for the bound (25), we take V in
the (15), and we estimate the L2 norms by using the a priori estimates already established
for | Qllzr,2 < p < o0. O

3 Detailed Asymptotics of Q

We start our discussion with the introduction of the scaled variables, which is necessary in
the derivation of the sharp asymptotics later on. We also report on the relevant estimates for
the scaled Laplacians.

3.1 Scaled Variables and Scaled Laplacians

In order to obtain a detailed asymptotics expansion of the parabolic problems in consideration
herein, we refer to the scaled variables. In fact, we illustrate this powerful method on the
linear heat equation

vy — Av =0,v(0, x) = vo(x), x € RY. (33)

Clearly, one has the expression v = ¢/% vy, but it turns out that there is a more precise way to
write an asymptotic expansion, depending on the properties of vg. To this end, we introduce
the scaled variable formulation of (44) as in Gallay-Wayne [7]. More specifically,

X

:=In(1 5 = 4

T:=1In(1+1); 7 N (34)
1 X

v(t,x):mV(m,ln(l+t)>. (35)
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1
1+t
quently be chosen differently, depending on nonlinearity (if present) and dimensions

Note that the pre-factor is an arbitrary choice for the linear problem, and it will subse-

| |
L= Aty VY, + =
Tty

These operators, along with their spectra and the semigroups generated in weighted L2
spaces, have been considered in the literature.

3.1.1 Properties of .Z in the 2D Case

We collect all the pertinent information for the two dimensional case in the following Propo-
sition.

Proposition 5 (Properties of £ in the case d = 2)
Let m > 2 is an integer and £ be defined as a closed operator in its maximal domain, in
the Hilbert space Lfn (R?). Then,

o its spectrum is given by 0 (L) = 0¢55 (L) U 0 p. (L), where

k
opp (L) = [—E,k: 1....m— 1},%”(%) = [A A < _%]

Moreover, the isolated eigenvalues —% correspond to explicit eigenfunctions, namely
3G, a € N?, given as follows

3*G,

1
L[09G] = — -|-2|ot|

The highest e-value Riesz spectral projection is rank one, and it is given by

Pyf= (fR f(n)dn> G,

<z

e The operator £ generates a Cy semigroup e on L%, given in an explicit form by

. =2 .
L fap) = e @ flein)dy.

4ra(t) Jr2

where a(t) = 1 — e~ 7. Moreover, there are the following estimates of ¢*< a

g 1_1
||€ij||Lp(R2) < Cer(z p)”f”LP(RZ)» l<p=<oo (36)
le™ Fll 2 < Ce 202, (37)
le™ fllz < Ce T Il if f0) =0. (38)

This proposition is a compilation of results given in Appendix A, [7] (Proposition A.2),
see also [16] (Proposition 3). The reader should keep in mind that the specific operator L
appearing in [7] is of the form L = ¥ + % so the estimates stated herein always have an
extra factor of ¢ 2.

As a corollary, we display the following result for the solutions to the linear heat equation
(33) in the two dimensional case d = 2.
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Corollary 2 Ler vy € L%(Rz). Then, the solution to (33) can be written as follows

1 X
v(t, x) = vo(dy ) ——G | ———= )+ 0, (1+07). 39
a0 = ([ wmar) 16 (=) + 0w (@407 (39)
More specifically, ||v — (fRZ vo(y)dy) %HG («/17?) Iz <C(+ 0~V In particular, there

is the estimate
In fact, assuming that initial data belongs to higher order weighted spaces, one can write
the asymptotic expansions

o 1 o X k42
I (/szo(y)y dy) J t)ml;za G(m)JroLz ((1+t) ; )

0<|a|<k +
(40)

Proof We change variables according to (34), (35). We obtain a new function V : V(t, n) =
e™ V. According to Proposition 5, we have that

V(e,g)=e2 <f Vo(n)dn> GO+ 0p(e™).
Back in terms of the original v function, it follows that we have

_ 1 x -1
v(t, x) = (/vo(x)dx) 1+tG<m>+0Lz (A+n7").

More generally for integer k, we have

_ z(jal+D) _tk+2)
V= Z (/ZVo(n)n“dy>e 2 B“G(n)+0L§(e :

O<|a|<k

).

which implies (40). O

Next, we state the relevant properties of the operator .Z in the case of three spatial dimensions.

3.1.2 Properties of .Z in the 3D Case

We state a companion statement to Proposition 5 in the case d = 3. This again is a direct
consequence of Theorem A.1, [7].

Proposition6 For ¥ = A + %n -V, + %, defined as a closed operator in its maximal

1
domain, in the Hilbert space L% ={f: ||f||L% = (fR3(1 + |n|2)2|f(n)|2dn)7}, we have
the following

o its spectrum is given by 0 (L) = 0¢55 (L) U 0 . (L), where
3
O'p.p.(g) = {—1}, 0e55s (L) = {)L HR) VRS _E} .

Moreover, the isolated eigenvalue —1 corresponds to the explicit eigenfunction G, namely
ZL[G] = —G. The highest e-value Riesz spectral projection is rank one, and it is given
by P_if =(f,1)G.
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e The operator £ generates a Cy semigroup e™Z on L%(R3) as follows

3 -2 .
L f) = ﬁ /z e o fleznydn'.
mwa(tr))? /R

There are the following estimates

g 1_3
||€ij||Lp(R3) < Cet(z 21’)||f||LP(R2)» l<p=<o0 (41)
e fllpz < CeT I fll 2 42)
3 N
e fll 3 < Ce™ 2N fll 3. if £(O) =0. 43)

Next, we provide further detailed description of the asymptotic behavior of the solution Q
of (1). We take on the two dimensional case first.

3.2 Sharp Asymptotics in the Cased = 2

Recall that in the case @ > 0,d = 2, we have managed to show (see Proposition 3) that
IQllzr,2 < p < oo has exponential decay e =%, provided Qg € H'. So, in (1), we apply the
integrating factor e*’, so that we obtain the following PDE for the variable Y (1) = e*'Q(r) €
$)2)

Y, — AY = —ce 2w (Y?)Y, (44)

where® the a priori bound (19) implies

1Y Ollr < C‘/Ile’AQ(Z)IILg < ClQollLr,2 < p < o0. (45)

In fact, we can obtain better estimates for || Y (#)||Lr, 1 < p < oo, in the following way. By
the Duhamel’s formula,

t
YY) =eQo—c¢ f ™98 72051 (Y2 ()Y (5)ds (46)
0

Using the a priori bound (45) leads to the following estimate for the forcing term

! : 1
|| f TRV ()Y ()dsLr < € / ——— € Y () ads +
0 0 (1—s5) 7
t
+cﬁ e XY (5) |7 o ds

2

for any 1 < p < oo. Applying the a priori bound (45) yields the estimate

1Y (OllLr = (47)

R

In the next section, we establish weighted estimates for Y.

6 Recall that the b term drops out in the case d = 2.
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3.2.1 Weighted Estimates for Q

Proposition 7 Let Qp € L%(Rz). Then, Q € L;X’LJZC(Z). That is, there exists an absolute
constant C, so that for all t > 0,

1Q. )z < CllQoll e~

Proof We proceed similar to the weighted L°° estimate established earlier, see (29). Namely,
introduce a non-negative cutoff function ¢ € C3° : supp ¢ C (1/2,4),9¢(x) = 1,1 <
|x| < 2andsety = tr(Y2(z, x)), v (¢, x) := y(t, x)(p(Z’kx), k > 1. It follows that
t
k(1) < ey (0) + / 1TV (27Mx) - Vy + 27 Ap(2 T x) ylds.
0
(48)

Integration by parts and estimating in L I(R?), using the a prioribound ||y (#) [ .1 = |Q()|| 2 <
C, yields the bound, as in (29),

e e S Iyl + 275 (Iye—r @ )l + Iy o + e () lzn)

Due to the a priori bound [|yx (1) |1 < [Y]|7, < C, we conclude

Iy Dl < CllywO)

Multiplying by the appropriate weights, squaring and adding in k yields || Y|| L2 < C|Yoll L2
Translating back in terms of QQ, we get the result. O

3.2.2 Asymptotics in the Scaling Variables Formulation

Consider the solution Y (¢) of (44), with data Yy € L% N L*. We now apply the scaling
change of variables as described in (34), (35). Namely,

Y(t,x) = ,In(1 + t)) . (49)

1 X
V4
V141t <v1+t
Note that as a consequence of Proposition 7, Z € L% and also due to the bound (47), we have
that

IZ(z, ) Lr < Ce 2,1 < p < o0. (50)
Clearly, the unknown function Z (7, t) satisfies the PDE
Ze — L7 = —cée X (2 Z.

Since the precise form of the constant ce>? is inconsequential, we replace it with ¢;. We get
the initial value problem for Z,

{ Ze — L7 = —cre 2 (72 Z. 1)
Z(0,1) = Qo(n)
Equivalently to (51),
T o
Z(t) =e"? Qo —ci / T 20 (72 (5)) Z (5)ds. (52)
0
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As the operator . is dissipative, it is clearly beneficial to project (52) along the eigenvalues,
as in Proposition 5. This would require interpreting (52) in the Lfn context for large m.
Instead, we would just judiciously use the estimates (36), (37), (38). To this end, apply (52)
to the function 1. This is justified as Z € L3(R?) C L'(R?). As Z*[1] = — 1, we have

(Z(1),1) = (Qo, 1)e™ 2 — ¢ f Co e (tr(Z*(5))Z(s), 1)ds. (53)
0

It follows that

eI (Z(1), 1) = (Qg, 1) — ¢ /T e3e 2 (tr(Z2(s)) Z(s), 1)ds.

0
whence, by (50),

0o ;
00 == (Qo, 1) — c1 / e (tr(Z*(5)) Z(s), 1)ds.
0
exists and we have o¢ = lim;_, o e: (Z(7), 1). In fact, by a very rough estimate,
T o0 S 5
le2(Z(1). 1) — ool < c1 / e3e 2 ir(Z3(5)) Z(s), 1)ds < Ce™™,
T

so that |(Z(7), 1) — aoe’%l < Ce™ . Writing Z(7) := Z(1) — (Z(7), 1)G, we obtain

Z(x) = "2 [Qo — (Qo, )G — €1 f Tt e [tr(Z*(s)) Z(s) — (tr(Z*(s)) Z(s5), 1)G1ds.
0

Note that for each L3 function & € L3, we have that [p.[f — (f, 1)G1dé = 0, whence the
estimate (38) is applicable to it. We obtain

T
IZ@l Se ™+ /O eI Z(1) | ads

since ||tr(ZZ(s))Z(s)||L% < C||Z(S)||%oo ||Z(s)||L%. It follows that IIZ(r)IIL% <e "
Thus, if 09 # 0, we have the representation formula

Z(t) = (Z(1), )G + Z = e 2 G(§) + 0p2(e™),
which implies that
1Z(z) = 00e 3G (@)l 3 < Ce ™.

In particular,

Z(1.8) = 00e 2G(§) + Op2(e 7). (54)
In terms of the original variables
2
Y(x) = G( Al >00+ 0,00+ =" o401+
’ I+n \VT+1 L dx(1+1) L
2
= e o+ 0 (1 +1)7).

Finally, in terms of QQ, we get the formula

)
Q) = e~ 1 e o+ 0,2~ (1 +1)7Y). (55)
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as stated in (5). Clearly, this representation implies the required result. Unfortunately, it is
hard to find general enough conditions on the initial data, which guarantee that j1o # 0.
It is in fact, quite possible that this behavior is in some sense universal, and we conjecture
that that it happens for every initial data Qq or at least on a generic subset of it.
Note that, if it happens that ;o # 0, we get the sharp asymptotic formula [|Q(#)|/;2 ~
—at

\e/l—?. while for g = 0, we get the bound [|Q(#)]l;2 S % In the next section, we show

that pp # O for a wide class of initial data.

3.2.3 Asymptotics for Positive Data

For this section, assume that at least some of the entries of Qg are positive, say Q(l)l (x) > 0.
By the results of Proposition 2, QY(r,x) > 0 forall + > 0. We now show that for large
© > 79, we have | 2" ()]l 12 = 3lle™¥ Qg (o)l 2.

Takeasmall0 < € < 1,tobe specified momentarily and large enough 7, so thate™ ? <.
Consider the Duhamel’s formulation (52) starting at time 7o, with initial data Q' (zp) > 0,
that is

z" (1) = QM (1) — e /T eTTIL o2 (72 (5)) 2 (s)ds. (56)

70

Clearly, for small increment times 79 < T < 7o+ 6, we certainly have the point-wise bounds
1Z" (@) <2077 Q" ()] = 277 Q" (v0), (57)

where we took into account the positivity of the semigroup e~ . We claim that § = oo, that
is we can extend the validity of (57) for all T > 7¢. Indeed, up to any 7 so that the estimate
(57) holds, we have the point-wise bound

T 5 & & &
12 ()] < e Q) (w0) + 2¢ / e 2T T Qo (w)lds < (1+ Cere™ Q' (w)

70
where C is an absolute constant. Clearly, a choice of € : Ce < 2 would suffice to conclude
that (57) holds for all T > 7¢. This of course implies the estimate

1
§||eff@5‘(m)|m < 1Z" (D)2 < 20e™ QY (o)l .2,

for all sufficiently large 7. Thus, as Q(l)l (t9) > 0,

IZM ()l 2 ~ €™ Qb (zo)ll 2 ~ ( / Q) (v, £)dE)e™>

In terms of the original variables

e—al‘
J1+1

This clearly implies that the limiting matrix 1 identified above, has g # 0.

QM2 ~

3.2.4 Asymptotics for Small Data with Non-vanishing Mean
We now prove that if

fRZ Qo(x)dx # 0 and Qq is small enough, then o # 0. This is in fact not hard to see from
the Duhamel’s representation (52).
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Indeed, in such a case, we have the bound

<z 3 <z 3
1™ Qoll 2z = CIZ 32 0 < 1Z 12000 < 11677 Qoll2nz0 + CIZI3 2 -

As we assume small data, it follows that || Z||;2~;.« << 1, whence we have
NZ|l 2ape ~ e™Z Qo ;2 - Furthermore, as is clear from our subsequent analysis,

e Qo = (Qo, NGe 7 + 02 ()

whence we conclude || Z | 2z ~ [(Qo, 1le™2 +03(e™%) ~ [(Qo, D)le™2,if [(Qo, 1)] #
0. Translating back in terms of Q(z), we see that it implies the bound (6) for Q(z), which
means that o # 0.

3.3 Sharp Asymptotics for the Cased = 3

The analysis in this case is pretty similar to the previous one, with a few exceptions. First, we
do not have an exponential decay rate, as stated in Proposition 3 for the case d = 2. Instead,
we have an a priori uniform bounds as stated in (23), (24), (25), provided we require an
additional point-wise bound on the initial data Q. It has to be mentioned that this is the best
one can do in general - as it is well-known, that at least for some values of a > 0, b, ¢ > 0,
there are stationary solutions Q of (1). Hence, no time decay is expected in general.

However, if it is a priori known that a solution Q(¢) is attracted to zero (in a sense to be
made precise below), then we can actually compute its leading order asymptotic, similar to
the 2D case. To this end, assume that for a given Q, its unique global solution guaranteed by
Proposition 4 satisfies lim; 1.0 [Q(Z, )| po(g3) = 0. Then, for all € > 0, there is T, so that
1Q(t, )|z~ < € forall t > T¢. This immediately leads to smallness and in fact time decay,
for the ||Q(z, )|lLr, 2 < p < oo. Indeed, taking into account that lim;_, o0 ||y (#)||L = 0,
we get that for all € > 0 and for all sufficiently large times t > T¢,||y(t)||L~ < €, whence
from the inequality (26) for y, we derive the bound

3
y(@) — Ay +2ay < c1y2.
Applying the Duhamel’s formula in intervals 7, t) leads to the bound for r > T, and
1 <g =<oo,
t
Ily@)llze < Ce >N y(To)lla + C /e / eI y(s) | Lads.
Te
It follows from Gronwal’s that we have, foralle > 0, thebound ||y (#)| L« < Cee 2@t 1 <
q < oo. In terms of Q, this means
Q) lIr < Ce™ ™" 2 < p < o0. (58)

Then, we introduce, as in the two dimensional case, the variable Y (t) = e*Q(t), which
satisfies the equation

1
Y, = AY + be <Y2 - gtr(1/2)1d> — ce”MMr(Y?)Y. (59)
Note that as a consequence of (58), we have the a priori bound, valid foralle > O, [|Y (#)||Lr <
Ccef',2 < p < oo. This can be of course immediately bootstrapped to || Y (¢)||r < C,2 <
p < oo (using the Duhamel’s re-formulation of (59)), if say the initial data Qyp = Yy €

L'n L2
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At this point, we basically repeat the argument from Sect. 3.2.2. We use the transformation
(49), which leads to the equation

T T 1 T
7, — L7 = beleze (22 - gtr(22)101> —ce2em2 (7N 7. (60)

Again, the precise form of the constants be?, ce>® are unimportant and we denote them
generically by by, c1. Also, the formula (49) allows us to translate the bound || Y (#)||.r <

C,2 < p < oo to (the very inefficient!) a priori bound
T 3
1Z@) Ly < Ce?' ™7 2 < p < 00 (61)
The Duhamel form of (60) reads as follows

Z=6’T”¥}Q0+/

T S 5 1 5
eT9Z [blefe_”e (22 — gtr(Zz)Ia'> —cre e tr(Zz)Zi| ds
0

(62)

We again project along the eigen-direction, corresponding to the largest in real part e-value
of ., which is —1. We have, similar to (52),

T

(Z(). 1) = Qo e + / o~ (T=5) g gae
0

S

l S S
((bl <22 — gur(z2)1d> —cle" 27 tr(ZZ)Z> , 1)ds.

The a priori bound (61) for Z implies that og := lim;_, o €*(Z(7), 1) exists and in fact it
can be calculated

s

o0 S S ] S
o0 = (Qo, 1) +/ e%emae (<b1 <22 - gtr(zz)ld) —cre 1e79¢ tr(Zz)Z> , Dyds.
0
It follows that

o0 3 s 3,5(173) _
|eT(Z(1'),1)—00|§/ e2e  max(e?" »,1ds < Ce™".
T
Thus, using the decomposition Z(t) = (Z(t), 1)G + Z(r), we have the equation
~ b T @
Z(z) =" [Qo — (Qo, DG1 + f eTTILF(ZIs]) — (F(Z(5)), 1)G]ds
0

where F(Z) := bje2e (z* - %tr(Zz)Id) — cre ¢ (Z2)Z. As in the 2D case, we
have the estimate (43), which allows us to gain better decay estimates for le™Z h| 12 when

h: ﬁ(O) = 0. Specifically, we have the bound

~ _ 3t T _3—=s) 3 5 0~ ~ ~
IZ(@)ll 2 = Ce2 +/0 e 7 ez e CZS) e+ 1 Z) )1 Z(s)] 2ds

Due to the a priori estimates for || Z|| .o, and hence for || Z | oo, we conclude that Z(r) € L%
for all times, and moreover

~ 3
1Z@ll3 < Ce™ T
It follows that

3t

Z(t,§) =o00e "G() + Op2(e” 7).
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This is then easily translatable in terms of Q(z), recalling Q(z) = e~ (1 + t)’% Z (ﬁ,
In(1 4+ 1)), as follows

Q) = e o0+ Opa(e (14171

1 X
G
(+1)2 <\/1+t>

x|

= e_‘”t_%eiTMO + Op2(e™ (1 + ’)_%)’ 1o € So(3).-

Again, a condition that guarantees o # 0, especially in terms of initial data, is not easy to
come by. However, the proofs of the claims that o # 0, provided that either Qg has an entry
with a positive data or Qg is for sufficiently small, proceed in an identical manner as those
in the 2D case, see Sects. 3.2.3 and 3.2.4.

4 The Asymptotics of the Correlation Functional: Proof of Theorem 5

We consider the denominator first, and we show the following result.

Lemma2 Letd = 2 and Q(t) has the asymptotic (5). Then,
/Rz Q%(x, ydx = 2me 24~ 12 4 O (7217 3) 63)
If d = 3, and similarly Q(t) has the asymptotic (9), then
/R Q(xndx = Qm)3e 27312 4 0 (e 2172, (64)

Proof We have from either (5) that

X2 2
/ Q*(x, )dx = e‘z‘”/ <t‘1e_%M0+R(t,x)> dx
RrR2 R?2
x2 ~
= e—2att—2M(2)/ e~ 5 dx + R@),
RZ
where
~ Xz
R(t) = e 2 / <2t_le_%M0R(f, xX)+ R, X)> dx

As ||R(t, )2 < Ct~!, we can bound the residual by
~ 3
R < Ce "3RG, 2 + e IR(, I3, < Cem2073,
The main term is thus provided by the expression
e
efszzu(z) / e 2dx = 27[@72”’171;%
R2

For the case d = 3, we use the asymptotic formula (9) and a similar analysis of the one
presented We obtain

lx 2 ~ 3
/ Q*(x, 1)dx = e_z‘”t_3u(2)/ e dx + R(t) = @m)3 e 3 12 + 0(e™2172).
R3 R3

[m}
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The next step is to compute the precise asymptotics of the numerator in the correlation
functional. To this end, we have the following lemma.

Lemma3 Letd = 2 and Q(t) has the asymptotic formula (5). Then,
12
/ Qx,HQx + y, HHdx = 2nt_le_2atu(2)e_% + O (e_z‘”l_%). (65)
R? ’
Ifd = 3, and Q(t) has the asymptotic formula (9), then

/R . Q. NQx + y, Ndx = Q)3 3720 2™ b + Ore(e17%). (66)

Proof For the case d = 2, we start with the same asymptotic expression provided by (5). We
obtain

Qx,HQ(x + y, t)dx
R2

—2at o1,k _p b
=e tTem g+ R(t,x) ) [t e T puo+ Rt x+y) ) dx
RZ

2 ey w

efszzug / e~ e 4 dx+ R(,y),
R2
Similarly, we can estimate, uniformly in y,

~ _ _1 _ _ _3
IR(, )L < Ce 1 2|[R(, 2 + e R, ) 72) < Ce™12

Thus, it remains to compute the main term. We have

—2at ,—2, 2 P eyl dat.—2 2 _mz \X—%z
¢ t 7o e e Wodx=e I "npe e dx
R? R?
—1 —2at _ﬁ
=21t e uge” I
Similarly, in the 3D case,
/3 Qx, NQx + y, D)dx
R
Mz lx+yl= v\ 3 3
_ e_2aft—3llv(2)/ e 4 e dX+R(t y) (27‘[)2[»_26 2at’u2 - 81 + OLOO(E —2at —2)
R3

[m}

Putting together the asymptotics from Lemma 2 and Lemma 3 easily implies the asymptotic
formula for c(y, t), t >> 1. Indeed, for the 2D case, we have

‘,2
27'rfle_%tr(u(%) + OLgO(f%) b2
c(y, 1) = = =e ¥ 4+ Opxe(r” 2)
2t~ Mr(ud) + 0@t~ 2)

while for the 3D case, we similarly have

VZ
(2n)%[—%e—%tr(u%) + OLio(t_z) _b? -3
c(v.1) = . S =€ OplT).
Qm)2t 2 (ud) + 0(~2)
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