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Abstract: We study current fluctuations of a two-species totally asymmetric exclusion
process, known as the Arndt—-Heinzel-Rittenberg model. For a step-Bernoulli initial
condition with finite number of particles, we provide an explicit multiple integral ex-
pression for a certain joint current probability distribution. By performing an asymptotic
analysis we prove that the joint current distribution is given by a product of a Gaussian
and a GUE Tracy—Widom distribution in the long time limit, as predicted by non-linear
fluctuating hydrodynamics.

1. Introduction and Main Results

Asymmetric exclusion processes on Z, in which many particles perform asymmetric
random walks with only one particle allowed on each lattice site, are considered to be
among the most fundamental processes in the theory of stochastic interacting particle
systems [66,67,88]. Originally introduced as biophysical models for protein synthesis on
RNA [68,69] they also have many other applications in biology and in other disciplines
such as physics and engineering [42]. These processes have attracted much attention over
the years and various large scale behaviours have been studied such as the hydrodynamic
limit, large deviations and other properties [52].

More recently many studies have focused on the non-Gaussian fluctuation properties
of asymmetric exclusion processes, which are related to the Kardar-Parisi-Zhang (KPZ)
universality class [7,48]. In 2000, Johansson showed that the current distribution of the
totally asymmetric simple exclusion process (TASEP) with the step initial condition is
given by the GUE Tracy—Widom distribution in the long time limit [47]. As a corollary
he proved the fluctuation exponent 1/3, which is characteristic of the KPZ class in one
dimension. ! The KPZ dynamical exponent was also observed in Bethe ansatz studies
of the spectral gap of the asymmetric simple exclusion process (ASEP) with periodic

' In two dimensions the ASEP has a log(t)z/3 law [100].
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and open boundary conditions [31-33,43,44,50]. Since Johansson’s result there have
been a number of generalisations of his results for various types of asymmetric exclusion
processes, including the ASEP and ¢-TASEP, under several different initial conditions,
see e.g. [1,6,12,24,79,83-86,94].

Most of these results on limiting distributions have been established based on explicit
exact formulas for appropriate quantities before taking the long time limit. For example,
for the case of TASEP with step initial condition, the current distribution is written as
a multiple integral related to random matrix theory [47,76]. For ASEP and ¢-TASEP,
certain g-deformed moments admit a multiple integral representation, which leads to a
Fredholm determinant expression for the g-deformed Laplace transform [12,13]. The
reason for the existence of such explicit formulas for certain classes of models is related
to the underlying integrability of such models. In fact, almost all models for which
limiting distributions have been studied have turned out to be a special or a limiting case
of a stochastic higher spin six vertex model (HS6VM) [18,29,71,78], whose similarity
transformed non-stochastic version has long been known to be (Yang-Baxter) integrable
[53,59]. Very recently a method to prove universality without resorting to integrability
has been proposed [81] (cf. also [98]).

Despite these remarkable developments, most of the asymptotic results have so far
only been obtained for models in which there is only a single species of particles. It is
a quite natural and important problem to try to generalise the analysis to multi-species
models. Given the above situation for single species models, it would be natural to start
our studies on integrable multi-species models. In fact several multi-species models
have been already known. Multi-species asymmetric exclusion processes were intro-
duced a long time ago, see e.g. [34,49,70], and several other multi-species stochastic
processes have been proposed recently in [61]. Among these, those related to U, (sl,,)
(n-ASEP) have been most studied. Their stationary measures on both the infinite line
and the ring were studied in [36,80] and in [26] these were put in the context of Macdon-
ald polynomial theory, the Knizhnik—Zamolodchikov equation and bosonic solutions of
the Yang-Baxter equation. The n-TASEP was shown to be related to the combinato-
rial R-matrix and solutions of the tetrahedron equation in [60,61]. In [8,9,28,54-56]
methods have been developed to construct multi-species duality functionals, and many
other algebraic properties and connections to non-symmetric Macdonald polynomials
and partition functions are discussed in [19]. The transition probability has also been
discussed [57,64,96].

Much less is known rigorously about dynamic properties for multi-species models.
The fluctuation exponent of n-ASEP was addressed in finite size scaling of the gap of its
generator [2], and the Bethe ansatz for the 2-ASEP with open boundaries was considered
in [101]. Limit distributions for a single second class particle have been studied in
[35,77]. To our knowledge, full limiting distributions for multi-species models have not
been derived other than where there is a relation to a single species model such as shift
invariance and colour-position symmetry [11,17,21-23,40,58].

In this paper we consider the two-species Arndt—Heinzel-Rittenberg model on Z.
This is a solvable lattice model and we first derive its transition probability (or Green’s
function) in the form of multiple contour integrals over two families of integration
variables by diagonalising the time evolution generator using the nested Bethe ansatz
method. Summing over initial and final positions leads to a joint current distribution in
the same form. Then we use a proposition which allows us to rewrite one set of multi-
ple integral into a Fredholm determinant. Finally we rigorously derive a limiting joint
current distribution for late times from an exact formula for a total crossing probability.
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Fig. 1. Configuration of + and — particles and hopping rates in the AHR model on Z

This limiting distribution factorises in a Tracy—Widom GUE distribution function and a
Gaussian.

1.1. The Arndt—Heinzel-Rittenberg model. In this paper we study a two-species asym-
metric exclusion process which is different from n-ASEP, and establish a result on the
long time limit for a certain joint distribution of currents. The model we consider was
first introduced in 1997 by Arndt—Heinzel-Rittenberg in [3] and we refer to it as the
AHR model below. We study (a special case of) the AHR exclusion process 2 on the
one dimensional lattice Z, with two species of particles. Namely, each site can be either
empty or occupied by one of the two kinds of particles, which are called “+” (plus) and
“—" (minus) particles. The plus particle can hop forward while the minus particle can
hop backward. In addition, an adjacent +— pair of particles can swap to —+, but the swap
can only occur in one direction (see the explicit jumping rates below). Obviously, since
the AHR model is defined to be a Markov process, the hopping and swapping occurs
according to exponential clocks. Additionally, the hopping and swapping is suppressed
if the neighbouring site is occupied, i.e. a site cannot be occupied with more than one
particle so that the model is a proper exclusion process. The explicit jumping rates are

listed below.
(+,0) — (0,+) with rate g,

0, =) = (—, 0) withrate «, (1.1)
(+, =) = (—,+) withrate 1.

See Fig. 1.

The Yang-Baxter integrability of (this case of) the AHR model was proved in [25].
In [3], the authors studied the stationary state of the model on a ring and observed an
interesting condensation phenomena [4,5], which was further studied in [82] by using a
connection to the Al-Salam-Chihara polynomials. The hydrodynamics of the AHR was
studied numerically in [51], where it was observed that the model can be described by
two coupled Burgers equations that decouple at large length scales. Here, we specifically
consider the case where the rates « and 8 sum up to unity, & + 8 = 1. It is known that
in this case the stationary measure is factorised. In addition, this condition drastically
simplifies technicalities in the construction of the eigenfunctions of the time evolution
generator in the form of a product of plane waves, and hence also in the derivation
of the transition probability of the AHR model. It would be a quite interesting and
challenging problem to generalise our results to the case with more general values of
the parameters.

2 In the original AHR model, the reverse exchange (—, +) — (+, —) is also allowed with rate ¢g(> 0). In
addition we impose « + B = 1 as mentioned below.
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Fig. 2. Step-Bernoulli initial configuration of the AHR model on Z

1.2. Transition probability. In Sect. 2 we give a formula for the transition probability
(or the Green’s function) for the AHR model on Z in the form of a multiple integral.
This formula is a generalisation of the formula for the single species TASEDP, first given
by Schiitz in [87], see also [93]. Our proof will also be similar to the ones in [87,93], i.e.
we show explicitly that the multiple integral satisfies the correct time evolution equation
and initial condition.

The origin of the integrand of the formula may be understood by considering a
connection to the Bethe ansatz, as explained in Appendix A. A big difference from the
single species case is that the form of the transition probability depends strongly on the
ordering of particles at initial and final times. In this paper we will focus on a special
case in which initially all + particles are to the left of all — particles, they swap their
positions completely and at final time all — particles are to the left of all + particles. For
this particular case, the interaction effects between the + and — particles are contained
in a nice product form in the integrand of the transition probability. For the moment it
seems difficult to do asymptotics for general orderings.

As for the initial condition, we consider a mix of random and step initial conditions,
namely, we consider the situation in which initially there are n of + particles with density
p to the left of the origin while m of — particles occupy the first m sites to the right of
the origin (see (3.4) for a precise definition). See Fig. 2. Let P, ,, denote the probability
measure for this initial condition and N4 (¢) the number of + particles which passed the
origin up to time ¢. For this setup, our first main result is the following theorem.

Theorem 1.1. For the AHR model with a + B = 1 and the above step-Bernoulli initial
condition, the probability that all particles passed the origin at time t is given as the
following multiple integral,

Py m[N+(t) =n, N_(t) =m] = (— 1)"+my§ l—[ dz; 1—[ dwy e Anmt

2 2mi

o" 1_[ (zi —zj) 1_[ (wz—wk)nzl;_jl_[wll:_l
=1 ke

y _ 1<i<j<n 1<k<t<m (12)
[T - (1 -a-pz) H(wk—l)kl_[l_[(azj+,3wk)
j=1 j=lk=1
where Ay = B Z/ 1(z —D+a ZZ:l(wk_l — 1), and the contours Cz g, are chosen

such that Z-contours enclose only the poles at 0 and w-contours enclose only the poles
at 0 and {—azj/ﬁ}’}:].

A proof of this theorem will be given in Sect. 3.

Remark 1.2. To ease description we sometimes employ the notation ngl ) for the
contour integral along the contour enclosing only the poles at x1, ..., x;. For example,

integrals in the statement of Theorem 1.1 are written as

fA HdZ/Hdwk—fl_[de ) l_[dwk ygndwk%l—[dz/

b =1 0.4—azj/BYj_1 k=1
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Note that in the right-most expression the poles round the origin only need to be
taken.

We can also choose the opposite contours Cy z such that w-contours enclose only
the poles at 0 and Z-contours enclose only the poles at 0 and {—Bwy /a}]_,. See a few
sentences after (3.3) in the proof.

1.3. Transformation to Fredholm determinant. Let us recall the definition of the contin-
uous and discrete versions of the Fredholm determinant, which we will use in this paper.
Let K be an integral operator acting on functions f € L2(s, oo) with kernel K (¢, &)
given by

(KF)(©Q) = / K (. &) f(&)de.

s

A Fredholm determinant of the operator 1 + AK is formally defined as the series

O sk poo roo 00
det(1+AK =1+ — det |K(&,&;)|dé;...d&.
et(1+2K) 2 o0) ]; - f / f det [K(E.8)]dé .. d&y

(1.3)

A discrete analogue for a kernel acting on Zz(N) = Kz(l, 2, ...) is defined by

oo o0

det(1+AK)ez(N)_1+Z ZZ Z dt K(x,,x])] (1.4)

T x=lx

The series converge when K satisfies certain conditions, e.g. when it is trace-class. For
further details on Fredholm determinants in the context of Macdonald processes we refer
to [12], and to [41,63] for more general theory.

Inthe case of single species models, a useful approach to establish late time results is to
rewrite multiple integral expressions into a Fredholm determinant for which asymptotics
is easier to perform. For example, for the most standard case of the GUE random matrix
eigenvalues, or in fact for general determinantal point processes, such a rewriting is well
known and is explained in [39,72,87,92].

In our multi-species case it has not been known whether the AHR model is associated
with a determinantal process or not, but the following rewriting in terms of auxiliary
variables (or Fourier modes) has turned out to be useful in our analysis. A very similar and
related manipulation was stated in [46] for the case related to the g-Whittaker function
(see also [45] for its application to a more general setting), but here we give a statement
and its proof (in Section 4) for the case with several parameters but without g. In the
following, we denote by [N, M] the set {N,..., M} C N for N, M € N satisfying
N < M.

Proposition 1.3. Set

v

"
c . _ n—v—s K Y¢
g(“s’”)—nl_u,/;nuvg N (O A AN ¢ )

j=1 k=1
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S(—e,r)

h

Fig. 3. An illustration of the contours and poles in Proposition 1.3. The black circle is the boundary of the
disk S(—c, r), the blue circle is C, and the red circle is D

where v, u,k € N, s € Zand ¢, c,uj, v,y € Cfor j e [1,v],k € [1, u] and
g(¢,s) = g, s; 0). Let 1, be a multiple integral of a form

1 oodg Thzigi=o( = 86/8) 5 8@Givs)
I, = — ' =7/= 1.6
nygc.l]hwfé“i [Ti<ij<r(I—ai/)) Hg(az,S) (0

where a; € C, i € [1, v] and the contours C include 0, a;, u;, —1/vi fori € [1,v], j €
[1,v], k €[1, u].

We assume that there exists ¢ € C such that an open disc of radius r = minj<j<,
(laj +c|) centered at —c, denoted by S(—c, r), includes the poles at 0, u; and —1/vy
for j e[l,vlandk € [1, u].

Then this multiple integral can be written as a Fredholm determinant

I, = (Ha, )det — K)oy (1.7)

where the kernel is written in the form

v—1
K, y) =) ()i ()
k=0
with
dE Sk—v
‘)= — , 1.8
P jgn2ﬂigc(§,s;x)(r§—al)---(E—ak+1) (18

C d;‘ C .
YE) = apen fc e E s A —a). (19)

The contour D includes the poles at a; for i € [1,v] and the contour C, includes the
poles atO,uj, —1/vy for j € [1,v], k € [1, u] (see Fig. 3).
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Existing applications of Proposition 1.3 so far have used only the case ¢ = 0 where
the conditions on the contours D, C, translate to those used in [46]. In this paper, ¢
is introduced to prevent the right hand side of (1.7) from diverging when a; goes to
unity for all j € [1, v] and v approaches 1, which later makes it possible to perform
the asymptotic analysis of 7, in Sect. 6. Concretely, introducing ¢ guarantees that the
Fredholm determinant formula in (6.1) converges and that the inequalities (6.20) hold,
which plays a significant role in the proof of Proposition 6.3.

1.4. Limiting distribution and nonlinear fluctuating hydrodynamics. We can perform
an asymptotic analysis of the multiple integral formula from Theorem 1.1 using the
rewriting in terms of a Fredholm determinant as in Proposition 1.3. A novel feature
compared to the single species case is that one encounters dynamic poles, i.e. poles
located at additional integration variables in the kernel of a Fredholm determinant. In
our case we will see that, by taking certain poles at the beginning, one can evaluate
the effects of the interaction and observe that in fact the two sets of variables decouple
asymptotically as the parameter ¢ tends to infinity. As a consequence we can study the
long time limit of the joint distribution, which is our second main result.

To state our result let us recall the definitions (1.4) and (1.3) of the Fredholm deter-
minant, and set Ai(x) to denote the Airy function [20,38,74,91] defined by

1
Ai(x) = %/Cexp<z3/3 —zx)dz, (1.10)

where the contour C starts at oo e~ "/3 and goes to coe”™/3.

Definition 1.4. [91] The Fredholm determinant F»(s) := det(1 — A) 2, o) is a distri-
bution function called GUE Tracy-Widom distribution. Its kernel is the Airy kernel:

Alx, y) :/OOOAi(x+A)Ai(y+A)dA. (1.11)

With these preparations, our result on the limiting distribution is stated as follows.
Some comments about the scalings of variables will be given right after the theorem.
Theorem 1.5. For the AHR model with ¢« = B = % and the step-Bernoulli initial

condition above, we have, in the long time limit,

Am Py [N+ (1) = n, N-(t) = m] = F2(s2) - Fg(sg), (1.12)
where on the left hand side we use the scaling

. 1 1/3 1/2
n = j(p)t— m(chzszt B+3- p)CgSgt 2,

: 1 1/3 1/2
m = j-(p)t = 5 (22 — peasat P (14 p)egset'’?),
with ¢z, ¢g and j+(p) defined in (5.11) and (5.13).
F> and Fg on the right hand side are the distribution functions of the GUE Tracy—
Widom and the standard Gaussian distributions respectively.
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The specialisation to « = 8 = % is just for a simplicity. One can generalise our whole
calculations and arguments to the case witha + 8 = 1.

This theorem can be proved as written, but one may wonder what the meaning are of
the scalings 7'/3, #'/? and variables s, s and also the reason for the appearance of the
limiting distribution in (1.12). In fact, these can be understood from nonlinear fluctuating
hydrodynamics (NLFHD) which is a heuristic physics theory for studying the long time
behaviour of one dimensional multi-component systems.

NLFHD was first proposed in [89,97] to provide concrete predictions for the long
time behaviour of one dimensional Hamiltonian dynamics with nonlinear interaction.
One first writes down the hydrodynamic equations for three conserved quantities of
the original system, stretch, momentum and energy, and takes fluctuation effects into
account by adding white noise. By taking appropriate linear combinations of the three
conserved quantities one switches to normal modes which have intrinsic propagating
speeds.

It is natural to study fluctuations of the normal modes. A key idea of NLFHD is
that if the speeds of the normal modes are different, then the interaction among them
should be irrelevant in the long time limit and thus the fluctuations for each mode
would be described by the single species noisy-Burgers equation (a.k.a. KPZ equation).
Fluctuations in the long time limit would then generically be of order O(¢!/3) and given
by the Tracy—Widom type distributions.

NLFHD has also been formulated for stochastic models and gives concrete predic-
tions for the distribution of currents for multispecies models [37]. A prototypical model
is in fact the AHR model, which has two obvious conserved quantities, the number of +
and that of — particles. The hydrodynamic equation is given by

05 1) 9j(P(x.0) _
ot ox B

0, (1.13)

where 5(x,1) = (p4(x, 1), p—(x, 1)) is the density vector and j(5) = (+(). |- (5))
denotes the macroscopic current of + particles given by

j+(0) = ps(1 — py — p) +2p4p0—, (1.14)
j-(0) = —(1 = p+ — p-)p— = 2psp— . (1.15)

The normal modes for the AHR model follow from diagonalisation of the Jacobian
matrix 9 /00.

In [73], a step initial condition was studied. As a particular case related to our study,
let us consider a mix of Bernoulli and step initial conditions, namely, we consider the
situation in which initially the left half of Z is filled randomly with + particles with
density p? while the right half of Z is filled with — particles, as in Fig. 2. This seems the
simplest nontrivial initial condition for the AHR model. Note that the special case with
p = 1 is simpler but this case can be easily seen to be equivalent to the single species
of TASEP with step initial conditions since there are no holes and “—" particles behave
as holes.

For the step-Bernoulli initial condition, one can consider fluctuations of the nor-
mal modes, and NLFHD predicts the following. Firstly, the variables s¢ (2, m, t) and
s2(n, m, t) defined below (5.13) are just the scaling variables for the fluctuations in the

3 This p should be distingished from g, which appears only in this subsection.
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normal directions, and the resulting prediction of NLFHD relevant to our problem is the
following:

Poo,c0[ N4 () =n, N_(t) = m]
dsy(n,m; t) 0sy(n,m;t)

~ |det 8sg(r?,nm; 0 asg(g,mm;r) dF>(s2(n, m; 1)) - 9F G (sg(n, m; 1)). (1.16)

on om

For the s, mode, one expects the Gaussian rather than Tracy—Widom due to the strong
effects from the initial randomness.

In the case of single species TASEP, the study of the current distribution for the
step initial condition is reduced to a problem of finite number of particles because each
particle in TASEP can not affect the dynamics of particles in front. For the AHR model
this kind of property does not hold any more and therefore the problem for the step
type initial condition in the previous paragraph cannot be reduced to one with only
finite number of particles. We can therefore not directly establish the above prediction
of NLFHD using the formula (1.2) for the transition probability because this holds only
for a finite number of particles.

Instead we can generalise the prediction of the NLFHD to the case with large but
finite number of particles. This generalisation is nontrivial and a full discussion will
be given elsewhere. The main idea is that we may assume that after the two species of
particles become separate the fluctuations are transported by the hydrodynamics. Then
the probability of interest lim;_, oo Py i [N+(t) = n, N_(t) = m] would be written as
a sum of contributions of lim;_, oo Poo 0[N+ () = i, N_(¢) = j] from a certain region
only. Integrating (1.16) over the independent modes s3, s leads to a product of F» and
F¢, which is exactly the limiting distribution appearing in Theorem 1.5. In this way, the
probability P, ,,[N.(t) = n, N_(¢t) = m] studied in this paper has a direct relation to
predictions of NLFHD, providing a justification of our investigation of this quantity.

The main results in this paper were announced in [27]. The purpose of this paper is to
provide full details of the intricate and elaborate calculations as well as the mathematical
proofs that establish our results. As already mentioned above, details of the physics
oriented discussion of NLFHD for the case with finite number of particles falls outside
the scope of this paper and will be given in a separate publication.

The rest of the paper is organised as follows. In Sect. 2 we give a multiple integral
formula for the transition probability, or Green’s function. In Sect. 3, we give a multiple
integral formula for a certain joint distribution of the currents. In Sect. 4 we explain
a rewriting of a multiple integral to a Fredholm determinant. In Sects. 5, 6 and 7 we
perform asymptotics and establish Theorem 1.5. In the appendices we provide further
technical details about asymptotic estimates as well as details related to the Bethe ansatz
for the AHR model, and symmetrisation identities for multi-variable rational functions.
In addition we provide a detailed derivation of a crucial decoupling identity. Details of
some calculations and proofs are given in Appendices from A through F.

2. Transition Probability

We consider the AHR model with n particles of one type, denoted by plus, and m particles
of a second type, denoted by minus. Define the set of coordinates by

WK ={¥=(x1,....x0) €ZF :x1 <x2 <+ < xx). 2.1)
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Suppose P (X, y; t) is the probability that at time ¢, plus partlcles are sitting at position
X = (x1,...,x,) € W", while the minus part1cles are at y = (v, ..., ym) € W™,
and let Q”*m be the physical domain of (¥, ¥), i.e. we write (X, y) € """ if (¥, y) €
W" x W™ with the additional condition that X Ny = . From the dynamics of the
system described above, we can write down the master equation for P (X, y; t) in the
AHR model for the cases where all particles are far apart from each other,

—P(x t)—,BZP(xl i) +a Y P@E 30— (Bn+am)PE.yi1), (22)

where x x =(x1,...,x;=£l, ..., x,). We emphasise again that (2.2) only describes the
time evolutlon of hops but without swaps and exclusions.

On the right hand side of (2.2), the positive terms describe the arrival part of the
change in P(X, y; ). Namely, the state (X;, y) turns into the state (X, y) at rate 8, while
(x, 55;') turns into (X, y) at rate . The negative term on the right hand side comes from
the loss part of the change in P (X, y; t). Specifically, the state (X, y) evolves into the
state (X}, ) at rate B and the state (X, §j_) at rate «.

In order to describe the interactions between particles, i.e. the exclusions and swaps,
one could include appropriate Kronecker delta functions on the right hand side of (2.2).
Alternatively, one can impose the following boundary conditions. For all appropriate
i J

e Interactions between plus particles:

P(-xla"-v-xl'vxl'+l =xi,---,x;1;5;)=P(x],...,.xi,xi+] =xi+17"~7xn;§)'
(2.3)

e Interactions between minus particles:

P(X3 Y05y Yied = Yis Yis oo Ym) = P51, ooy Yict = Yi = L Yis oy V).
(2.4)
e Interactions between plus and minus particles:
PXiyt,....yj=xi+1...,ym) =BPEiy1, .o Y = Xis ooy V) 25
+aP(xp, o X, X L X, X YL -, Y =X L ). ’

We observe that (2.2)—(2.5) are well defined for P(X; y) on Z" x Z™. However, we
know that the position states are defined only on the physical coordinates (¥, y) € £2"",
The solution of (2.2)—(2.5) indeed gives the transition probability of the AHR model on
™M but P(X;y) is no longer a probability on (Z" x Z™) \ (£2"*"). We refer to
Appendix A for further details on the boundary conditions.

Imposing the initial condition that the positions of plus and minus particles at t = 0
are given by @ and y©, respectively, the probability P (X, y; t) is called the transition
probability or Green’s function of the model. We emphasise that this probability is inde-
pendent of the absolute values of positions, but depends only on the relative position of
the initial and final states, and we denote it by G(X, y, t; @, ). The initial condition
is given by

G, y,0; %@ 50y = l_[8(x —x(o))l—[(S(yk ). (2.6)
j=1
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A transition probability G (X, ¥, t; X@, 3©) is the function that satisfies the master
equation (2.2), the boundary conditions (2.3)—(2.5), as well as the initial condition (2.6).
Generally, the transition probability is constructed as an integral form

dz dwk N SN
GG, 3,150, “”)—f 1‘[271’l S et aC D). @D

where ¥ (X; ¥) and A, are the Bethe wave function and eigenvalue of the Markov
generator found by the Bethe ansatz, respectively, see (A.12) and (A.13). A(Z, w) and
the contour C are chosen so that the initial condition is satisfied where Z and w denote
the collection of variables z;’s with j € [1, n] and wy’s with k € [1, m], respectively.
This construction of the transition probability can be seen as a generalisation of those
for the single species TASEP and single species ASEP in [87] and [93], respectively.
In Appendix A we provide details of the construction of the transition probability using
the Bethe ansatz. Here we give the final explicit integral form for G (X, ¥, r; ¥©, 3©)
and prove that it satisfies all desired properties (2.2)—(2.6).

Theorem 2.1. Consider the AHR model on Z with o + § = 1 which has n plus and m
minus particles. Define r; as the number of plus particles to the right of the 7™ minus

particles at time t, and r](.o) the same quantity att = 0, i.e.,

- 0 0 = 0 0
ri=#x; €x|x;i >y}, r](- ) :=#{xi( ) e 3O | xi( ) > y; )}.
Then the transition probability is given by (2.7) where
_ (0)_1 m JO_ n om )
AG. ) = ]_[(ﬂwk) 3 l"[z wt A=) [Ta—wo™,
k=1 j=1 k=1
(2.8)
n m
Aum =BY &G =D+a) (' =1, (2.9)
j=l1 k=1

and (X; y) is given by (A.12), and the contours C in (2.7) is chosen as Cz. defined
below (1.2).

Proof. The proof consists of four parts. We show below that (2.7) satisfies the master
equation (2.2), the boundary conditions (2.3)—(2.5), the initial condition (2.6) and finally
that the solution is unique.

(i) Proof of master equation (2.2)
Clearly the integrand is C' continuous in time. By interchanging d/dr with the
integral and the explicit form of A, ,, the evolution equation (2.2) follows.
(ii) Proof of boundary conditions (2.3)—(2.5) The proof of the boundary conditions
(2.3)-(2.5) is elementary but detailed, we give it in Appendix B.

(iii) Proof of initial condition (2.6) Firstly, we show by mathematical induction that
(2.7) at t = 0 has vanishing residues unless 7; = i and x; = xi(O) for all i by
carrying out the Z-integrations before w-integrations. To see this, we first prove
the case fori = 1.

Ifx; > xfo), then since the components of X are well ordered, x ; = xlo) forall j.
Consider now an arbitrary permutation 7 such that r; = 1. The exponentof 71 in
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2O

the integrand of (2.7) is given by z)fk - ,and the exponent in this expression

is always non-negative unless k = 1 and x| = x,; O If these conditions are not
met, then at time ¢ = 0 the integrand is analytic at z; = 0 and therefore has a
vanishing residue.

For the induction step we assume first that (2.7) vanishes at# = Ounless x; = xl.(o)
andm; =i foralli <€ — 1. If 7 = £, the exponent of z; is x; — xéo) —1,and
by the induction hypothesis we have that k > ¢, and hence the exponent is non-
negative. This implies that (2.7) is zero unless ¢ = £ and x¢ = x, © . Therefore,
we can conclude that G (X, ¥, 0; @, ©) is nonzero only when x; = xi(o) for
alli and w = i%.

When x; = xl.( ) for all i € [1,n] and m = id, the after integration over the
Z—variables the transition probability (2.7) at t = 0 becomes

G, 5,0, X 50

dwk (ﬂwk)" a wr — 1 -+ - }k) 1
ﬁé Z s1gn(o)l_[ ﬂ ak)rk n(wak _1> w,kw; ,

kl oSy k=1

where the integral symbol is used as explained in Remark 1.2, namely the w-
contours include only the poles at the origin. We now prove that the above
function is nonzero only when y; = yJ(.O) forall j € [1,m] and o0 = id. While
plus particles hop to the right, minus particles always hop to the left and so we
have that y}o) > y; for all j € [1, m]. Consider an arbitrary permutation o
such that oy = j with j > k. At time ¢t = 0, the exponent of w; in the inte-
<0)_ P
grand in (2. 7) is glven by w; YT because T =1y O forall k e [1,m]
when x; = x* and y; = y(o) forall i € [1,n] and j € [1, m]. By the def-

inition of r;, we must have yj — Y +rj —rr > 0 forany j > k. Hence

y](()) —y+rj—rc—12>y; —y+rj —ry —1 > 0. Therefore, the expo-

nent of w; is always positive unless 0; = j. When o = id, the exponent of

0 0

wj becomes yio —Yi— 1, which results in a vanishing residue unless yi =Y

It remains to show that the transition probability is normalised as G (X (LN ;(0), 0;
¥© 5Oy = 1 This can be easily seen by the residue theorem.

Proof of uniqueness The transition probability is a solution of a master equa-
tion with bounded initial condition, and the number of particle jumps for a given
time ¢ in the AHR model is bounded by a Poisson random variable with pa-
rameter given by a constant times ¢. The global existence and uniqueness is
therefore guaranteed by general considerations as provided in Proposition 4.9

and Appendix C of [13].

This concludes the proof for the Green’s function (2.7). |

3. Joint Current Distribution

In the following, we are interested in the probability that all plus and minus particles have
crossed the origin at time ¢. Exact expressions for such joint current distributions under
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different initial conditions can be derived using the transition probability. We will focus
here on the case in which initially 7 plus particles are distributed by the Bernoulli measure
with density p at negative integers, and the first m sites at the non-negative integers are
occupied by minus particles. We called such initial condition the step-Bernoulli initial
condition in the Sect. 1. Note that setting p = 1 corresponds to an initial condition
which we may call a step-step initial condition because initial conditions are step type
for both plus and minus particles. In the following we will denote the probability that
all particles passed the origin at time ¢ by P, ;, ,(2), i.e.

Pn,m,p(t)zz]}pn,m[N+(t) =n, N_(t) = m], 3.1

and call it the joint current distribution. In terms of P, ;, ,(¢), we recall Theorem 1.1:

Theorem 1.1. For the AHR model with o+ 8 = 1 and the step-Bernoulli initial condition
with density p, the joint current distribution P, ,, ,(t) is given by

Prno(®) = (- 1)"*’”y§ l_[dz’ T 9

27r1 27r1

" [T @-2p ] wrwwﬂffﬂw
j=1

1<i<j<n 1<k<t<m

H(z (= 1= z) [ T — 0F TTTT (o + )
k=1 j=lk=1
(3.2)

where Ay is given by (2.9), and the contours Cz g are chosen such that Z-contours
enclose only the pole at 0 and w-contours enclose only the poles at 0 and {—otzj/,B}’}:1

This theorem is proved by summing over the initial and final coordinates of the particles
in the transition probability, and by making use of the following lemma. We provide the
proof of this lemma in Appendix C. Remark that it can also be obtained by specialisation
of the equation (9) in [95].

Lemma 3.1.

RN o T — 1
Zslgn(n)]_[(z”’ 1) L :Hlsm?x(@ z) [Tz )

TES, i=1 Ly 1_(1_10) Hlj:l Z?Tj Hi:l Z:l(l - (1 - 'O)Zl)

Proof of Theorem 1.1. For the given initial and final coordinates, all the plus particles
initially are to the left of all the minus particles, and at time ¢ end up to the right of all
minus particles. We therefore have that ry = n, r,io) = 0 for all £k € [1, m] and the final
transition probability is given by
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dz dwk mo 1
G t: 0 (0) % J An,ml -
SRS )= H2m - 2711 Ejlj[lazj+ﬂwk
X Z sign () l_[ (

J 0
Xj TXj
ZJTJZJ
TeS,

m wy — 1 —k , yIEO)_]
i Yk . (33
X Z mgn(a)H(wpk_l) w, wy 3.3)
oeSy, k=1

When r; = n and r,ﬁo) = 0 hold for all k£ € [1, m], the calculations carried out in the
third step of the proof of Theorem 2.1 are valid also for the case where the contours
are chosen as Cy, ; defined in Remark 1.2 by carrying out the w-integrations before the
Z-integrations. Hence it is allowed to exchange the order of Z-integrals and w-integrals
in (3.3).

In the Bernoulli measure, the distances among the initial positions of the plus particles
are independently distributed and each is distributed as a geometric random variable with
parameter 1 — p, i.e., the probability that plus particles locating at ¥ is given by

n—1 n
. © __(0_ O )
nG®:0)=p" [Ta=p)sn ™ " —p) ™ ! = (L> (1=p) ™. (3.4)
; 1—p
j=1
The joint current distribution P, ,, ,(¢) thus is the sum of
G, 5,639, 307 3©: 0),
over all final coordinates 0 < x; < x2 < -+ < Xp, Y1 < Y2+ < Yy < —1 and all

initial coordinates x( ) << xD < — 1L with G, 7, 15 3@, 50 given by (3.3) and

yﬁo) = j — 1. The sums of initial and final coordinates are calculated by taking geometric

series, and the sums of permutations 7, ¢ in (3.3) are computed using Lemma 3.1 with
p = 0, which coincides with the totally asymmetric case of (1.6) in [93], resulting in,

Bodzy [ dug
P ) = (—1 n+m J % Apmt
n.m.p( ) (=D fi) /l_ll 727l’i Okl_l1 727ri €

n—j k—1
o" n]§i<j§n(zj_Zi)H1§k<é§m(w( wk)ﬂ, 1% Hk 1 Wi

X - .
[Toi (= D=7 (A= =p) TT_; 20 TTiy (we = DF [T TTis (“‘Z/’Jfﬂwk)

Slnce the change of variables z; — z,; forall j € [1 n] does not affect the value of
Z-integrals for all permutations o € S, summlng up z- 1ntegrals in which Z-variables are
changed in suchaway overo € S, is equivalent to multiplying Z-integrals by n!. Because
of ]_[]Skjfn (zgj — Zg;) = sign(o’) Hl§i<j§n (zj — ;,-), the sum over permutations
o € S, can be computed using Lemma 3.1 and we obtain

k—
dz dw/< l_[1<k < (weg — wk)nk 1 Wk
P = 1n+mp % J% e Anmt <t=m
n,m,p() (=1 l_[ 27ri l_[ 27 Hk 1(wk _ l)k

1

n n 2
o j=1%j [Hl§i<j§n (zj = Zi)} 3.5)
;5:1(2j - -1 -p)zj) ]_[;*:1 g (ozzj +ﬁwk)
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Consider the symmetrisation identity

J .
Z sign(r) l_[ ( ) l_[1<z<]<N (zi )’ (3.6)

N
HESN Hj:] (Z] - 1)

which can be proved using a Vandermonde determinant. Since the right hand side of
(3.6) for N = n appears in (3.5), we can substitute the left hand side of (3.6) into it. By
the change of variables z; — z; i forall j € [1, n] for each term of the sum with respect
to € §,, it turns out that all terms are equal and we can get the conclusion (3.2). 0O

In order to prove our main result, Theorem 1.5, we rewrite the joint current distribution
Py m,p(t) in the form (3.2) as (5.2) in Sect. 5. It is suitable for asymptotic analyses when
n < m, which is compatible with our scaling (5.12). In the remaining part of this section
let us consider the opposite case n > m, because this case is simpler to analyse and is
still useful to understand what kind of asymptotics will be considered for the n < m
case. When n > m, at late times we would only observe plus particles crossing the
origin while all minus particles have already crossed. Hence Py ,(¢) in this region
is expected to be asymptotically close to the current distribution of the single species
TASEP [15,47,79].

Suppose now that n > m holds (in fact the following arguments are valid when
n > m — 2 holds). In this case we can evaluate the contour integrals over the w-variables
in (3.2) for the following reasons. The eigenvalue A, ,, given by (2.9) introduces an
essential singularity at the origin. It is therefore convenient to replace the contours as
enclosing all other possible poles except the origin, and including co. First let us consider
the residue at co. The degree of wy near oo in the integrand of (3.2) is (m — 1 + k —
1) — (k+n) = m —2 —n < 0so that the residue at co is zero. Next consider the simple
poles at wy = —az;/B. Such residues will cancel the variable z; in Ay ,,, making the
integrand analytic in z; and hence give rise to a zero residue at z; = 0.

The only poles with non-zero contribution are therefore at wy = 1. The residue of
the simple pole at w; = 1 can be easily evaluated. The factor [ [;"_,(w; — wy) in such
residues will decrease the order of each pole at w; = 1 by one. Hence the second order
pole at wy = 1 becomes a simple pole and its residue can therefore be simply evaluated
subsequently. The integration of w; again reduces the order of the pole at w3 = 1 by one,
and hence it also becomes a simple pole. Evaluating all poles at w; = 1 sequentially,
we arrive at the following result,

d ez —7))?
Pn,m,p(l) fl_[ Z/ Ay ot n l_[1<z</<n U /n _ for an_z’
2ni © [Ti=i (= =p)zp)(z; =" [T}y (az; + B)

(3.7)

and we have made use of the symmetrisation identity

Z sign(m) 1_[2 (Zn, — /7t = l_[ (zj — zk)»

TES, 1<j<k<n

which can be proved using a Vandermonde determinant.

Standard asymptotic analysis [15,47] then shows that the long time limit of P ,,, , (f)
is governed by the GUE Tracy—Widom distribution [39,72,91], which is the same as the
asymptotic current distribution for the single species TASEP, as expected.
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For a special case, we also have an exact correspondence to the single species TASEP.

Corollary 3.2. Whenn =m, o = = 1/2 and p = 1, we have, by applying the change
of variable z; = x /(2 — x;) in (3.7),

dx; 1_[1<z< <n(Xi — xj)z
Ponp(t) = f —L et = , (3.8)
o n! 1—[ 27i [T}oi(xj — D

where
n
&= X:OCJ._1 —
j=1

and this integral can also be evaluated by reversing the orientations of the contours and
considering the contributions from the poles at 1, co.

This recovers the distribution for the single species TASEP for the step initial condi-
tion, namely, the second equation in the remark following the proof of the corollary of
Theorem 5.2 in [93]. This is understood easily because the AHR model for this particular
setting is equivalent to the single species TASEP by regarding + particle as a particle
and and — particle as a hole.

4. Fredholm Determinant

In this section, we describe a general method of converting a multiple contour integral into
a Fredholm determinant. In other words, we will give a proof of Proposition 1.3, which
was stated in Sect. 1. The main idea is to transform the integrand into determinants using
the Cauchy determinant identity. The integral can then be converted into a determinant
according to the Cauchy—Binet formula, and subsequently into a Fredholm determinant.

For v € N, let us now first write down again the v-fold integral (1.6) we want to
consider, which reads

_ l?g ﬁ dgi Thcigjer(1=4i/8) 5 g, s) @1
2mia;¢i [Tz j<o( —aifg)) ) 8(airs)’ '
where g(¢, s) = g€(¢, s; 0) with
C( . )_ . 1 : 1 [L—V—S( + )K Y¢ (42)
g, sk _jl.:[ll_uj/{,l:[ll+vké-xg ¢ +c) e, .

and u,xk € N,s € Zand ¢,c,aj,uj, v,y € Cfor j € [1,v] and k € [1, ). The
contours C include 0, a;j, uj, —1/vi for j € [1,v] and k € [1, u].

Let us assume temporarily that all a;’s are distinct. The factor ]_[i# i(=gi/gp)/ ]_[l i
(1—a;/¢;) inthe integrand can be written as a product of two determinants via the Cauchy
determinant identity,

[Tz (1= &i/8) [z @i = ¢p) ( 1 ) ( 1 ) [, & —ap
= = det det .
ni &i 1_[,'__,'(] —ai/tj) l_[,‘,j(fi —aj) ¢ —aj 1<i,j<v Sk —ae ) 1<ko<v H,‘#j(“i —aj)
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Recall the Cauchy—Binet identity (or Andreief identity):

I<i,j<v

1 v
E/clet (fi(xj))lfl.,jgv det (hi(x,f))lsi,jfu ]_[ du(x;) = det </ fi(x)hj(x)du(x)>
i=1
from which, the v-fold integral is written as a single determinant,
1 Sl gL Tle —ap) 1 1
SN[ s T Qy () ()
vhle [y [ 2Tiag g@aj.s) [ezjla; —ap) G — 1<i j<v Sk —ae ) 1<k.e<v
4 % dg a;’ g@.s) Tl —ap)
= det — .
C 27 (¢ —ap)(& —ap) glaj.s) [Tpz(a; —ap) 1<) k<v

From this explicit form it is clear that the poles at { = a; and { = ay are removable
unless j = k, hence after evaluating residues at { = a; for all j, we obtain

P dg 1 gt 9) 1, —ap
I, = det|§; — ’
Hal e ( Jjk +fcr 2mi (& —a;)(& —ay) glaj, s) ]_[#j(aj —ae)>1<j’k<v

=1
4.3)

where the contour C, includes only the poles at 0, u; and —1/vy, but not those at a;.
To transform the integral around C, into a product of two operators (or matrices) we
rewrite the factor —1/(¢ — a;) in the form of a geometric series,

—1/@¢ —ap) =) (&+c)" " /aj+0)". (4.4)

x=1

Therefore the integral I, becomes

g, 53 x) o€ —ao)
I, _l_[al det( jk — Z% 2n1(§+c)g (aJ,S,X) l_[f;éj(aj ay) ik .
S]a <v

(4.5)

Note that, by the assumptions of Proposition 1.3, one can deform the contour C, and
find ¢ such that |(¢ +¢)/(a; +¢)| < € < 1 holds for some positive constant € and all
J € [1, v], so that the geometric sum converges uniformly.

The sum over x > 1 in (4.5) can be interpreted as representing a product of two
matrices, A€ and B¢, of dimensions v x 0o and co x v. Namely one can write

I, —(l_[a )detl—AL C)lsj,ksw

where the matrices A“ and B¢ are given explicitly by
dg
A, x) = ——— (L, s; —ap).
k0= s [[€ —a)
r Lk
-1

B (x, j) = | ajg(a;. s;x) [ (aj — an)
]



76 Z. Chen, J. de Gier, I. Hiki, T. Sasamoto, M. Usui

Then by swapping the product order of these two matrices, the integral 7, is converted
into a Fredholm determinant,

= (l_[a ) det KL)KZ(N)’

where the kernel of the operator K¢ := B¢ A€ is given by

v
K, y) =Y B (x, HDA(, ). (4.6)
j=1
Note that, although A¢, B¢ and the kernel B€A€¢ depend on ¢, I, is independent of ¢
because ¢ stemmed from the non-unique way that 1/({ — a;) can be represented as a
geometric series in (4.4).
For the purpose of asymptotic analyses using steepest descent method in Sects. 6
and 7, we will show that the kernel of the Fredholm determinant can be written into a
product of two contour integrals. The kernel K¢ is given by

KC(x,y) =Y B(x, NA(, )
j=1

=2 s 1 : -dg @[] —an

=1g (a],s,x)]_[e#j(a]—ag) ¢, 2mi(¢ +¢) oy
f yg 1 Hf—aeg"(;“,szy)
C 2711(;“ +¢) Jp2mic — £, —ag g°(&,s; x)

=?§ ! S“ﬁ —ae ) '8N siy)
C 2711(;“ +0) 2771{ £ i E - £Vg°(&, 55 x)
@.7)

In the sequel the condition [(¢ +¢)/(a; +¢)| < € < 1is not necessary for the contour

C,. The contour D for the & integration includes the poles at a; and should therefore

be separated from C,, namely, be chosen such that D does not intersect with C, and

also that neither D nor C, encloses each other. The term —1 inside the parentheses is

inserted for convenience of the next step and does not change the value of the integral.
Using a simple identity in [46],

1 (& & ay (¢ —ap)--- (& —ap)Ek
- + ) 4.8
= E(C"Hé—dz ) Z“"‘(fs € —aweer 4V

=1

the kernel can be written in the form,

v—1
K, y) =Y oy, (4.9)
k=0
with
) d%- %-k—u
cory— 95 , 4.10
) 7%2nig€(s,s;x)(s—a1)~-~<s—ak+1> (10
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d
Vi (x) = ak+1§£ 3

) o @GR OE ma) € —a. @D

Note that at this stage one can set some of a;’s to be the same in these expressions. In
the proof we have assumed that the a; are distinct but Proposition 1.3 remains valid also
when some or all of the a; are equal. Also after the use of (4.8) the contours C, and D
do not need to be separate but D excludes zero for the final result.

5. Asymptotics: Preparations

In this section, we will rewrite the joint current distribution in Theorem 1.1 to a form
which is suitable for an asymptotic analysis. For technical simplicity, from now on, we
set B = % Using shorthand p’ = 1 — p, recall the integral formula of the joint current

distribution given in Theorem 1.1 (witha = 8 = %):

n
dz dwy
P ) =(—1 n+m% J% An,mt
nm,p (1) =(=1) ojU]Zm 01‘[%1
ot ] @-zp I (we—wk)]_[/' ’]_[w
j=1 k=1

« I<i<j<n l§k<2<m
n n m
]"[(z,~—1)”“*/(1—p’z,~>]"[(wk—1> Hﬂ 3(zj+wp))
j=1 k=1 j=1k=1
=(-pymm L 7§ ?4 " A"mfAn(zmn( 2 1) A (=)
nlm! '
]‘[(1—pz,) l_[(z] - " ]"[(wk— D™ Sp.m (2, w)
j=1 j=l1 k=1

(5.1)

with A, ,, defined as (2.9) where the second line follows from symmetrisation using
the Vandermonde determinant in the Z-variables as well as in the w-variables, and we
defined the following abbreviations to make the formulas more compact,

de dwk
andmw:HZ_ﬂ’i 2_7'[i’ An(z): l_[ (Zi_zj)’
j= k=1 I<i<jzn
n m
Sn,m(za w) = l_[ 1_[ (%(Zj + wk))'
j=1k=1

Before performing an asymptotic analysis, we first perform some rearrangements in
(5.1) to disentangle the integral over the Z-variables from those over the w-variables.

We choose the contours in (5.1) to be Cy, z, explained at the end of Remark 1.2. The
Z-contours enclose the poles at 1, 1/’ and oo with the anti-clockwise orientation hence
we can evaluate the integrals in (5.1) by reversing the orientations of the Z-contours
and considering the contributions from these poles. Since we will be interested in the
asymptotics with the scaling (5.12), we can focus on the case when n < m +2, for which
one can check that there is no pole at z; = oo and the only other poles are located at
zj = land z; = 1/p’. Therefore in this case the target distribution becomes

Pn,m,p(t)—( D™p "7{ fil/ n e Anml Ay (2) An(—2) Am (W) A (—w)
P

nlm! nr;:] 11— P/Zj) Hl}:] (Zj - nzl:] (wy — 1)mSn,m (z, w) ’
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where the integral symbols are used as explained in Remark 1.2, namely the Z-contours
include only the poles at z; = 1 and z; = 1/p’ and the w-contours include only the
poles at the origin. The poles at z; = 1/p’ are simple poles and hence can be easily
evaluated. Since the Z-integrand is a symmetric function with respect to an exchange of
Z-variables, the contributions of the poles at z; = 1/p forall j € [1, n] are the same, and
thus the sum of them coincides with n times that of the pole at z,, = 1/p. It can be easily
seen that after evaluating the pole at z, = 1/p’, the Vandermonde product produces
a factor [ [, (zj — 1/p’ )2, which cancels all other poles at z; = 1/p’. Therefore we
obtain, whenn < m + 2,

_ —1)"p" m CA"""’An(Z)An(_Z)Am(w)Am(_w)
P, p(t) = nvml fod"w ¢ d" ST A=) T =TI (k= S o)

o te P2 e am ne1, eM=1m' Ay 1 (2) Ay 1 (=2) Am (W) A (—w)
_W+ w d Z n— m
)T (n—Dm! fO fl l‘[/_ }(Zj—l)nnkzl(wk_l)m

[1jZ1—p'z))
S T (Fpwn)

(5.2)

In the next two sections, we will determine the asymptotic behaviours of each term of
(5.2). To that end we first rewrite them into a form which is more suitable for asymptotics.
Let Z; and 7> denote the first term and the second term of (5.2), respectively. Then the
results of rewritings are summarised as follows.

Lemma 5.1. The probability Py ;. ,(t) can be written as
Pn,m,p(t) :Il _1-2’ (53)

where L1 and I, are given by

_=n" m eA0m’ Ay (w) Ay (—w)

Ti= m! %d v H;n:](wk - l)mSn,m(ls w), (54)
—pt/2 _ m o 1yn—1 An-1.0t A, _ A 1= 0'z:
= (2(1 p)) o 'fdn_lze " 11@ oD T GATLVNES

(r") 2—-p (n—1D! 1_[_/':1(2/ - D"Su—1m(z, 1)
(5.5)
- f L LG, G), (5.6)
1
with
- —1m e/omt A Apm(—w)S, D 1+1/p
Iw(Z)IZ( ) ffdmw m(w) 1(m w)S,— lm(Z )1—[ + /:0/’ (5.7)
m! Hk 1 (we = D"MSy1.m(z, w) iy wr+1/p
. B e—rt/2 21 — p)\" edn-100 A _1(=2) ]_[”;1(1 —0'z})
L@ = ()" ( ”) - L (58)
(" 2-p [Tii@j = DSt m(z, 1)

As stated below (2.7), here and in the following Z denotes the collection of variables z ;s
with j € [1,n — 1].
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Proof. First, we show that the first term Z; is written as (5.4). Consider the symmetri-
sation identity (3.6). Since the right hand side of (3.6) for N = n appears in the first
term of (5.2), substituting the left hand side of (3.6) into it and considering that a Van-
dermonde product A, (—z) is anti-symmetric under the exchange z; <> z; for any pairs

(i, j) € [1, n]?, we obtain

D" [ " efnmt Ay (2) Ap(—=2) A (W) Ay (—w)
o d"w d"z = IR 1] —_pm 1—0/'z:)S
Im! Jo 1 [Tj=1 G = D TToy (we = D™ [T 21 (L = 0'2j)Sp,m (2, w)
_ =" % aw & ans enm! Ay (=2) A (W) A (—w)
m! 0 1 r;:l(Zj — 1)J TTe (wg — D™ ;:1(1 = 0'2))Sp,m(z, w)

(5.9)

On the right hand side, the pole at z; = 1 is first order and its residue can be evaluated
in an easy way. In doing so, the Vandermonde product produces a factor zo — 1, making
the pole at zp = 1 first order. This pole can be subsequently evaluated in an easy way.
Proceeding successively all poles at z; = 1 can be easily evaluated from j = 1to j = n,
giving (5.4).

Second, we show that the second term Z; can be written as either (5.5) or (5.6). (5.5)
follows immediately from the second term of (5.2). Since the right hand side of (3.6) for
N = n — 1 appears in the right hand side of (5.5), in the same fashion as the derivation
of (5.9), we can obtain the anti-symmetric formula (5.6). Unlike the right hand side of
(5.9), the pole whose order is the lowest is at z; = 1 and its order is 2 so that we can not
evaluate the poles at z; = 1 explicitly in a compact manner. O

5.1. Scaling limit. Nonlinear fluctuating hydrodynamics [30,62,75,90] for this model,
predicts that integrated currents for the scaled normal modes defined by

1
) = s ((+ PN = G = IN-(+ 51 = (1 = = ) /4)1).

1
N (1) = cgt—uz( =202 = PN +2pN-(0)+ 2 = p)(1 = p)pt ).

(5.10)
where the constants ¢, and ¢, are given by
02 =3/3)'P(1=p)G - p*Pa+p?,

cg =271 = p)*/p2 - p),

would tend to finite limiting random variables in the large time limit. Put differently the
joint distribution for the scaled normal modes, P[12 < s2, ng < 5] is equivalent to that
for the original variable P[N.(¢) > n, N_(t) > m] if we take the scaling for n and m as

(5.11)

1
n = ji(p)t — ————Q2pcrsat'* + (3 — p)egsgt'?),
12(1 = p) (5.12)
m= () — Q@ — peasat + (1 + pegsyt /),
12(1 — p)
where the macroscopic currents ji are defined by
. pB—p>* . (1+p)*2~p)
J+(p) = ——— j-p) = ———. (5.13)

16 16
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Denote the result of solving (5.12) for s, and s; as functions of n, m, t by sg(n, m, t) and
s2(n, m, t) respectively. Then they are nothing but the right hand sides of (5.10) with
Ni(t), N_(t) replaced with n, m.

The scalings with 13 and 112 in (5.10) and (5.12) stem from the KPZ and Gaussian
fluctuations respectively, which are predicted in nonlinear fluctuating hydrodynamics.
Moreover, we will show that, in the long time limit with the scaling described above,
the probability (5.3) tends to a product of the Gaussian distribution and the GUE Tracy—
Widom distribution. In other words, we will prove the following theorem.

Theorem 5.2. With the scaling (5.12), the terms Iy and I, given by (5.4) and (5.5),
respectively, tend to the following limits,

lim Z; = F>(s2), (5.14a)
11— 00
lim 7, = [1 — Fg(sg) ] Fa(s2). (5.14b)
11— 00

Here we recall that I, and Fg denote the cumulative distribution functions of the GUE
Tracy—Widom distribution in Definition 1.4 and the Gaussian distribution, respectively.

As a corollary of this theorem, we obtain the final result.

Corollary 5.3. With the scaling (5.12), the probability Py ;. ,(t) converges to the product
of the Gaussian distribution and the GUE Tracy—Widom distribution, i.e.,

lim Py, (t) = lim (Z) — I2) = Fg(sg) Fa(s2). (5.15)
t—00 t—00

The proofs of (5.14a) and (5.14b) will constitute the contents of Sects. 6 and 7, respec-
tively.

6. Limit of Z;: Proof of (5.14a) in Theorem 5.2

Let us start from the simplified formula of Zi, (5.4). The asymptotic behaviour of the
right hand side of (5.4) can be obtained in a standard way with an extra parameter
¢ where we first transform it to a Fredholm determinant according to the procedure
outlined in Sect. 4, and then perform a steepest descent analysis of the Fredholm kernel.
The change of variables wy — 1/wi maps the origin to co and the contours after
this mapping now enclose the poles at —1, 0, 1 but with the clockwise orientation. By
changing the orientations of the contours, we get a —1 sign for each variable. Thus we
have

_1\ym Ao,mt _
7, = (=1 %d’” e 0mt Ay (W) A (—w)
0

w
T (wie — D™ Sy (1, w)
1 edon! [T1 <kt <m (we — wi)

m

= w )
m! Joa—1 TTS witGor = D7 [T G+ 1/wp))”
where A, , = % Y@=+ % Y i (wg — 1). This expression can be written as
the standard m-fold integral (1.6) in Proposition 1.3,
1 % d™w ngk#zim(l — wi/we) = g(wg, 0)
odapr -t [z we TIE = (D —ac/w) ) g, 0)

m!

I =

m!

with
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v=m,u=n, y=t/2, s=0,
ui =0, 1<i <m,
a=1, 1<i<m,
=1 1<k<n,

where g(wg, x) = g°(wg, x; 0) and g€ (wg, x; y) is given in (1.5),

c . _ " m—x y wt/2
g (w,x;y) = w (w+c)e .
w+1

We take an arbitrary ¢ > 0 and let S(—c, |1 + ¢|) be the open disc of radius |1 + ¢|
centred at —c. Then one can check that the conditions for ¢ in Proposition 1.3 are
satisfied, namely, S(—c, |1 + ¢|) includes poles at 0, —1 since | — ¢| < |l + ¢| and
| —1+c¢| < |1]+]|c| = |1 +c]|. Thus applying Proposition 1.3, the integral 7| defined in
(5.4) can thus be written as a Fredholm determinant:

m—1
Ty =det(l = K ) gy KO, 9) = ) ¢ (), ©6.1)
k=0
with
dz 1 1+z\" [ z \*
(0= ( ) ( ) el (62a
UO=P i o e\ 2 1—z 2
dw (w+c)*"! w o\ (1 —w\F
c — - wt/2 62b
Vi) fi‘)’_l 2mi w (l+w> w © (6.20)
in which the pole at w = 1 is separated from the poles at w = —1,0. As will be

mentioned, we choose the contours of the integrals with respect to z and w as ", more
precisely I'’, and X that will be introduced in Lemma 6.1. By performing the sum ZZ’;OI
in (6.1), we obtain a double contour integral expression of K“(x, y) as

K(x,y) = ?{K : Lre)(= me*U/2
’ 1 27l (z +¢)F z 1—z
m
xyﬁ d—w(w+c)y_1( w )" Lo w63
0.—1 2mi I+w w w—z

In the following, we will show a rigorous asymptotic analysis on the first term 77,
(6.1), by computing the scaling limit of the kernel K “(x, y), (6.3). Recall that the scaling
of n and m we consider has been set in (5.12). Accordingly, we rescale (x, y) as

x =t Pe, y =2, (6.4)
where
3 1/3
e =0—=p+20) (—) . (6.5)
4(1+p)3 — p)

The scaling t1/3 in (6.4) is chosen according to (5.12), which may be found by nonlinear
fluctuating hydrodynamics (NLFHD), and shows the KPZ nature of fluctuations. The
constant A, in (6.5) is chosen for convenience to ease notation in Proposition 6.2. The
basic strategies can be taken from the previous works [15,16] and are given as follows:
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— Firstin Sect. 6.1, we define a steepest descent contour of K¢ with the scaling (5.12)
and (6.4).

— Using the steepest descent, we prove the uniform convergence of K(x, y) to the
Airy kernel (1.11) for bounded &, ¢ in Sect. 6.2.

— Then we evaluate the bounds of K(x, y) for large &, ¢ in Sect. 6.3.

— Finally by the convergence and bounds of the kernel K “(x, y), we are able to obtain
the long time behaviour of 7| with (5.12) given in (6.23).

However, we can not simply follow the arguments in the previous works. A novelty in
our treatment of Fredholm determinants is that we introduce an additional parameter ¢
(greater than 0) to avoid divergence of the Fredholm determinant stemming from the
singularity at —1. After that, as will be stated in Proposition 6.3, we evaluate the whole
kernel K¢ instead of ¢ and v/ to show that it is bounded by an exponential decreasing
function in a similar manner to the previous works [14—16].

Before continuing to a rigorous analysis, let us first introduce the following notations
for convenience. We rescale kernel by

/3(e_
KE(E, £) = (wy + o) " EO ) B P 0t 30, (6.6)

where K€(x, y) is given in (6.3), and w, := (1 — p)/2 is the saddle point (which we
will see in Lemma 6.1). Then with the scaling (5.12), the rescaled kernel (6.6) can be
rewritten by collecting the terms according to the order of ¢:

ke (& ;)=A6t1/3¢ Eef(z,,,g)_f(w*,t,gngd,(z)f AW f .0+ f wer £y (w)
> 1 2mi 0,—1 2mi w—z

(6.7)

where f(z.1,8) = g1(2)t + g2()t1/? + g3(z, £)t'/3 with the functions gi(2), g2(2),
83(2, &), g4(2) and gy (z) defined by

_pB=p)? (1+z) (1+p)>Q2-p) z z
g1(2) = T ln< p >+ T ln<1_z>—§, (6.8a)
_ (B — p)cgsg 1+z B (L + p)cgsg z
©O=""na-p 1“( z ) a-p " (1 - z) ’ (©5)
_ —peas2 I+z\ 2—plas z 3
83(2,5)—6(1_/0) 111( . ) 60— p) 1n<1_z) EdcIn(z+c¢), (6.8¢)
gy () =—In(z+c), g¢(z) =0. (6.8d)

The appearance of O@/?) term in f(z,t, &) above is related to Gaussian nature of
fluctuations, as mentioned after (5.12).

In the vicinity of a saddle point wy, the functions g;(z), g2(z), g3(z, £) and g(z) can
be represented as the following Taylor expansions which are useful in the later analysis:

1(2) = g1(wy) +2a1(z — wy) + (2 — w)*hy (2), (6.9a)
£2(2) = ©2(wy) +ba(z — w)? + (2 — w) ha(2), (6.9b)
83(2, &) = g3(wy, &) + b3 £ (z — wy) + (2 — w)h3(2, £), (6.9¢)
gy (2) = gy (W) + by (2 — ws) + (2 — w) hy (2), (6.9d)

86 (2) = gp(wy) + by (z — wy) + (2 — w*)2h¢(z), (6.9¢)
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~

Fig. 4. Steepest descent contour of Kf

where hy, ha, h3, hy and hg are some functions, and constants ay, ba, b3 ¢, by and by
are given by

1

- 6.10
TS (©10
— 24Cgs’°’ , (6.10b)

30— P21+ 93— p)
4caso Ehe

by =— — , 6.10

¥ETU 000G —p)  wite (€109
1

by=—ro by =0 (6.10d)

Note that a; is positive.

6.1. Steepest descent. To obtain the scaling limit of ¢, (6.7), we first need to find the
critical point as well as the corresponding steepest descent contour. Since t — 00, we
only consider the term in the integrand of (6.7) that is of the largest order of ¢:

K&, ¢) = t”37§ 2m§£ = exp gl(Z)t_gl(w)f"‘O( 1/2)),

0.—1 2mi

where g1(z) is given in (6.8a). Regarding to gj(w), we define the following descent
contour, along which Re(g;(w)) has a global maximum.

Lemma 6.1 (Steepest descent contour of Kf). For 0 < p < 1 set

_pB—p?F (1+w) (1+p)?Q2—p) w w
gi(w) = T ln( ” )+ T ln(l—w>_5'

Then gi (w) = 0 has a double root at wy, = (1 — p)/2 = p'/2 and a single root
wy =p—1=—p. The path ' = U?:l I; (see Fig. 4) given by (6.11) below is a
steepest descent path of g1 (w) passing through w,. Namely, w = wy is the strict global
maximum point of Re(g1) along I', i.e., Re(g1(w)) < Re(g1(wy)) except when w = wy.
Moreover, Re(g1) is monotone along I" except two points where it reaches its maximum
and minimum. Meanwhile, the path X = U?=1 X (see Fig. 4) given by (6.12) below is
a steepest descent path of —g1(w) passing through w.
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1"1:{we(C|w:l_Tp—sei”/3,se[—HTP,O]}, (6.11a)
Fzz{wemw:];p+se_i”/3,s€|:0,1;p]}, (6-11b)
F3={we(C|w=l+l+Tpei9,06 [f%”%”]} 6.11¢)

X = we(C|w=1_Tp+se2”i/3,s€|:0, (l;p)i“’ (6.12a)
5 ={weCw= ?(1 —p)e? 6 e [% 1?” U {w eClw=-1+ HTpeie,e e, 271]},
(6.12b)

5 =lwecly= “Tp g2 5 ¢ [—“;J,o“. (6.12¢)

The proof is given in the Appendix D.1.

6.2. K on a bounded set. With the steepest descent contour given above, we arrive at
the uniform convergence of Kf for bounded &, ¢. We first show the contribution from the
contour away from the saddle point w, = p’/2 vanishes as ¢ — 00, then the convergence
is obtained by a Taylor expansion near w, = p’/2 and a change of a variable.

Proposition 6.2 (Uniform convergence of K{ on a bounded set). Let m, n be scaled as
(5.12). Then for any ¢ > 0 and fixed L > 0, the rescaled kernel K (¢, ¢) defined in (6.7)
converges uniformly on§,¢ € [-L, L] to

lim S 0) = A +52,¢ +52), (6.13)

where A(x, y) is the Airy kernel defined in (1.11) and s, is given in (5.10).

Proof. We give a sketch of the proof idea and provide a rigorous proof in Appendix D.2.
Owing to (6.9) and (6.10), the function f(z, t, £) can be expanded with respect to z in
the vicinity of a saddle point w, as

F@t,8) = fwe, 1,8) = b3 ¢z — w)t'P + 2 — w0 +2a1 2 — w) @t + O ) + ..

where a; and b3 ¢ is given in (6.10). The same is true for f(w, t, ¢).

To show that the uniform convergence of kernel rigorously, concretely to evaluate
an upper bound of 1/(w — z) in the integrand of the kernel K given by (6.7), we need
to choose z-contour such that it does not touch w-contour. Hence we choose z-contour
as I/ which is defined by (D.1) and obtained by slightly deforming I such that it does
not pass a saddle point w,. Let us define the scaled variables v and u along the contours
I''n{zeC||z—wil <(1+p)/2}and X 3, respectively, by

v u
Z—w*zm, w—w*zm.

We choose A such that 6a; = A3, namely A = (6a;)'/3. Recall the coeffcients given in
(6.10), we obtain
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6 1/3
r=—oo ) . (6.14)
((1+p)(3—p)>

Therefore by simple calculation, we have b3,g)ﬁ1 = —50 —Elc(wy + c)’l)fl. ‘We now
choose XA such that A.(w, + c)_l)»_l =1,1ie.,

3 1/3
he = (we +c)A = (1 —p+26)<m) ’

which agrees with (6.5). From the integral form of the Airy function (1.10) and the
identity 1/a = fooo dx e™%* for Re(a) > 0, we arrive at the final result,

lim Ml/s?§ 92 rers—fwaers) o Ml/s% AW oy gy )L
=00 r 27i ¥ 27 M3 (w —z)
= lim div e %Uz—(52+§)v+(9(1_]/6) dl e —%143+(sz+{)u+(9(t‘]/6) o dic e ~KW=1)
t—>00 VAr]/3 2 garl/3 2mi 0

/ Ai(s2+&+k)Ai(sy+ ¢ +k)dk.
0

In the second line, the paths of contour integrals are defined as y 4 R {veC|ws
+v/('3) € I'AYand o' = {u € C | wy +u/(11'3) € £4) where "4 and £4
are given by (D.2) and (D.3), respectively, and we can choose A = r~1/9 (see Ap-

pendix D.2). Above, we showed only pointwise convergence on a bounded set [—L, L]>.
In Appendix D.2, we prove uniform convergence rigorously. O

It is enough to show that (6.13) holds for &, ¢ € [0, L] in order to prove the first
claim of Theorem 5.2 given by (5.14a). In Proposition 6.2 we have shown (6.13) holds
for &€, ¢ on any bounded set, to keep the statement as general as possible.

6.3. Estimate of kernel. In the following, we will give an estimate of the rescaled func-
tion Kf (¢, ¢) for unbounded &, ¢, namely, we will prove Proposition 6.3. Unlike Propo-
sition 6.2, an additional condition ¢ > 1 is imposed in Proposition 6.3 in order to
guarantee the inequality associated with w of (6.20) to hold. Actually, we can make the
condition stricter but we choose sufficient one for simplicity (see Appendix D.4).

Proposition 6.3 (Estimate of KCf (&, ¢) forunbounded &, ¢). Let m, n be scaled as (5.12).
Then for any ¢ > 1 and large enough L and t, the rescaled kernel IC{ (€, ¢) defined in
(6.7) is bounded by

K5, 0] < e+,

when (£, ¢) € [0, 00)2\[0, L]

Proof. We first need to deform the contours. In the proof of Proposition 6.2, which is
provided in Appendix D.2, we deformed only I" to I'’, since we only needed to bound
|w — z| there. Here we need to deform both of I', X to I'/, X’ to be away from w, (see

WytC

Fig. 5), because now we want to estimate terms which involve both ¢ and &, i.e. ‘ v

and ‘ l;f;cc ‘ The deformed contour I’ is obtained by replacing, the segments which are

within 2w, § from the saddle point w,, with a vertical line through w, (1 + §). Similarly
we have the deformed contour X’. Explicitly they are given by
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~

Fig. 5. Deformed contours I’ and X’. I'’ is obtained by replacing the edge of I' (= U?:l I';) near the point

wy by a vertical line I'yer¢ (the blue line), and X’ is replacing the edge of ¥ (= U?: 1 %) near the point wy
by Zyert (the blue line)

I'={zer|lz=w, > 2w.8} Uz € Clz = w. + w,s(1 = si),5 € [-v3,V3]}.
(6.15a)
T ={ze Ble—wid > 20,8} Uz e Clz = w, - w,s(1 =55 € [-v3,V3]].
(6.15b)

Then we will separate the integrand into two parts: those containing ¢ or &, and those
independent of ¢ and &. We first estimate the second one (independent of ¢ and &) along
the deformed contour in three parts: I = (I'"\I""*) U (I""*\ I'vert) U I'yer, Where

Dier = [z € Clz = wy + wy8(1 —si), s € [—ﬁ, ﬁ]] r*={zer|lz—w < a}.

Respectively, we have X/ = (Z/\ X'4) U (2/2\ Zyert) U Dverr. We require that 2w.8 <
A, so that ey is inside I (and Zyey is inside X’4). The reason we separate the
contour I’ into three parts is that g1 (z) decays exponentially far away from the saddle
point z = wj (the black arcs in Fig. 5), while for those near the saddle point, the contour
along the vertical line (the blue line in Fig. 5) and the one along the direction e*/3 (the
red part in Fig. 5) need to be considered individually. Here we choose A =t~/ for ¢
is large enough. Then we bound the factors which contain ¢ or & by its maximal value
along I’ (and X’). Combining these two results, one can arrive with the bound e ¢ ¢
by choosing appropriate value of § according to ¢ and &.

We let g3(z) :=g3(z, &) + A In(z + ), i.e., g3 is the first two terms in g3, which
is defined as (6.8c), that do not involve ¢ or &. Correspondingly, f(z,t):=g1(2)t +
g2(2)t 1/2 +g3(2)t 173, Then the Taylor expansion in (6.9) now becomes g3(z) = g3(w4)+
b3(z — wy) + (2 — wi)?h3(2), where b3 = b3 g +EAe/(ws +¢) = —4cas/[(1 — p)(1 +
p)(3 — p)]. Now the rescaled kernel is written as

KEE, £) = Aot 7§ d_?e.f<z,z)—.f(w*,r>+g¢(z>7§ dw s Fwanrgy ) 1
0

1 2mi —1 2mi w—z

1/3 1/3
Wy +C Ect w+ e\ et

X .
Z+cC Wy +C

(6.16)
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Clearly from Fig. 5,
1

1
’ = (6.17)
w—z 2w, 6
holds along I"" x X’. In the following, we will give estimate of f(z, ¢) along I"" and X’
first, and then the estimate of ‘—“;j_tc and ) ulj’;i .

(i) Estimate of terms independent of &, ¢ . Recall the Taylor expansion of the g’s functions

givenin (6.9). Assuming that z is not close to the critical point w,, i.e., given a restriction
. 3

on §, one can bound the term independent of &, ¢ by ¢’ eCli=w«’t wwhere ¢ and ¢’ are

some constants to be fixed. We will give the results directly and a detailed calculation

can be found in Appendix D.3. When § > %t‘lﬁ =c} t~1/3 where aj is given in
(6.10),
‘ef(z,z)ff(w*,mgqﬁ(z) < WAt o) for 2 e [ (6.18a)
‘ef(z,n—f(w*,rngw) < e @1/2 ggp(ws). forz € I"\Fwen,  (6.18b)
‘ef(z,t>—f<w*,z>+g¢<z> < e ad)2, forz € I'\I"'?, (6.18¢)

where in the second inequality, 7 = wy + v eF7/3 1t follows that

t1/3/
F/

We consider the first term on the right hand side of the equation. Choosing ¢ large
1/3 g—ai A3t/2

dz

A
=z §t1/3|1—-/\1—-/A|e—a1A31/2+2tl/3eg¢(w*)/ e —a1v’1/24,
1 0

‘ o F@D—fws)+8p()

3
11173686 (W) ¢ Bay (wad) | py

enough and substituting A = r~'/°, we can see ¢ is bounded by some
constant. Then for the second term, we use the change of variable ve!/3 = . Thus

we have ¢1/3 fotil/g e~V 12 4y = fotw e~4/2dy < oo. The second term is also
bounded by some constant. We assume the sum of the first two terms is bounded by
a positive constant r3. Let us consider the last term 173 ¢80 (ws) 628“1(“’*5)3 [ Tert| =
1173080 (W) 28a1(w.0)’t 233w, :=r 11138 6’253’, where r1, rp are some positive con-
stants. Specifically, r; = 2«/§w*eg¢(w*), ry = 28a1wi. Collecting all the results, we
have

dz

t1/3§£ daz
1"/

2mi

3
1/3 er25 t

IA

r3 +ridt

‘ef(z,z>—f(w*,z)+g¢ @

3
(r3 +11811/3) 2%t

IA

< R(1 +6811/3)ndt,

where R = max{ry, r3}. In order to put the § and ¢ into the exponential, we use the

inequality 1 + x < e® and e* < e*’ when x > 1. Namely, if § > t~1/3,
t1/37§ ﬁ ‘ Fan-funtge@] < g bt gt o pordt
| 2mi

where r = r, + 1 is a positive constant. Please bear in mind that the above inequality
holds only when § satisfies the restriction: § > c¢1#~'/3 where ¢; = max{cj, 1}.
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EIA\E F,A\ vert

vertz

e

7’
max,, e s |w+ ¢ 4

~

—c min, ¢ |z + c|

Fig. 6. The dotted green and black curves are circles of radius 2w4§ and A, respectively, centred at w. The
green lines represent the paths I en and Even, while the black lines in the black dotted circle are the paths

F/A\ vert and EA\Z“S. The length of blue line is the minimum values of |z +¢| on I’ and that of red line is
the maximum value of |w + ¢| on X'

Such estimate can be repeated for the deformed contour X’. Combining these two
results together, one obtains

203 ?g
Z‘/

where R and r absorb the constants from the deformed contour X’.

(ii) Estimate of terms dependent on &, . The estimate of these two terms is straightfor-
ward. We simply take the minimum value of |z +c| along I"’, and the maximum value of
|w + c| along X’. The reason why we introduce the parameter c is that max,,c s/ |w| >
maXyecy |Wyl,i.e., | w%| can not be bounded by some number that is smaller than 1. But
introducing an appropriate extra parameter ¢, we have | U‘Z;‘CI < 1 forw € X' (see Fig.
6).

From Fig. 6, one can see that (we refer to Appendix D.4)

dw

oSN+ W) +gp(@) | < g ordt
2ri - ’

27

’ — Fw, t)+f(w*,t)+g¢(w)} ?{

(6.19)

Wy +C |

<e Zwae® for (z,w)eI'" x X and § € (0, 1/4).
(6.20)

S e 2 wxtc s

1 _wx g ‘w+c

Z+c Wy +C

In conclusion, the integrand depending on &, ¢ has the following bound along I"" x X',
Given 0 < § < 1/4, we have

!/ Chet3
Wy + C w+cC w: 1/3
( : ) ( ) < e 2hen e GO (6.21)
z+c Wy + C

(iii) Total estimate. In part (i), we have the bound of ef @D=fwe)+gp(2) (and

e_f(w*’)*'f(w*”)*g‘ﬁ(w)) along I'’ (and X"), given in (6.19). Then the bound of |(w, +
¢)/(z+c)| and [(w+c)/(wy+c)| is analysed in part (ii) and given in (6.21). The integrand
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(2r/s)t1/3

\
(2r/8)t1/3 5
Fig. 7. [0, 00)2\[0, L12, L < £ +¢ < (2r/s)t!/3
NS
(2r/s)t1/3

L¢----- ,
. 5
O L (27‘/8)t1/3 3

Fig. 8. [0, 00)2\[0, L1%, £ + ¢ > (2r/s)t1/3

of the rescaled kernel is left with 1/(w — z), which is bounded by Qwyd)~! given in
(6.17). It follows that when ¢1~1/3 < § < 1/4,

. | N 3 ,
&, )| < het TVPRED oo Themie E03' _ rodn g —s+0)8i!
W

ety : ot AR —1/3 iti
where s := 5 et and we impose another restriction that § > ol . The condition

on & now becomes ¢’t~/3 < § < 1/4 where ¢ is given by ¢/ = max{;;}lj, c1}. We are

only left with showing that the left hand side of (6.3) is smaller than e =% ~¢. To achieve
this result, we choose a different value of § depending on the value of & + ¢ (see Figs. 7,

8).
o When & +¢ < 51'/7, we choose § = \/@f‘ﬂ. Then /Ls/2r)t~'3 <8 <

t~1/6_ Then restriction ¢'t ~'/3 < § < 1/4 is satisfied if we choose L large enough such
that L > (2¢'r)? and choose ¢ large enough such that r~1/® < 1/4. Therefore from
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(6.3),
K&, 0 < &Y/ =) PN TR (0 /2)Y 2

< e~ G622/ o=kt
where in the second line, L < & +¢ since (£, ¢) € [0, 00)%\[0, L]?. The final inequality
follows by choosing L large enough such that L > r(2/s)>.

e When ¢ +¢ > 2413 ie, r < s(£+¢)/(2t'/3). We choose § = 1 ~1/6. I ¢ is large
enough, then the restriction ¢’r~1/3 < =1/ < 1/4 is automatically satisfied. From
(6.3), we have

K&, 0 <P oS EONE @O 2@ s OO @O 0s/2  o—E-t

where the last inequality holds when 7 is large enough such that # > (2s)0. O

6.4. Long time limit of the first term in (5.3). We now are ready to conclude the limiting
kernel is the Airy kernel [91] given in (1.11). From Sects. 6.2 and 6.3, we obtain the
following theorem.

Theorem 6.4. Consider the rescaled kernel defined in (6.6)
Ki &, 0) = (o + )™ 1B K G P 3ot o),

with A¢ given in (6.5). Then we have

(i) We know

tl_l)rgo det(1 — ) = lim det(1 — KY)

L2(0.00) T Soo N/ (et /3))? (6.22)

where N/(Act'3):={x € R | x = n/(Aet'/3), n € N}. Here note that the operator
KCf on the right hand side is regarded as acting on ZZ(N/(ACII/3)) while the one on
the left hand side on L*(0, 00).

(i) For any fixed L > 0

Hm KEE©) = A +52, +52),

uniformly on (&, ¢) € [0, L)%
(iii) For t large enough,

IKE(E, ©)] < Ce™6F0),

for some constant C > 0 and (&, ¢) € [0, 00).

Proof. One can show (i) by rescaling (x, y) = (A.t'/3&, A.t1/3¢) in the Fredholm
kernel in (1.4) and replacing the Riemann sums tlim (Aet'3 )71 Z with the integral
—00
xeN
fooo d&. Statement (ii) is obtained by replacing [— L, L]2 with [0, L]2 in Proposition 6.2.
Statement (iii) is obtained by combining Propositions 6.2 and 6.3 because the Airy
kernel is bounded above by an exponential decreasing function e ~¢*%) when & and ¢
are positive. o



Limiting Current Distribution 91

A general statement on the convergence of a Fredholm determinant is given below.

Lemma 6.5. Suppose a kernel K, satisfies
(i) For any fixed L > 0

t1—1>IgO IC[(Sa C) = H(é/-:a ;)7

uniformly on (€,¢) € [—L, L%
(1) For any fixed L > 0 and t large enough,

K (&, 0)| < € e max{0.8)—max{0.5},

for some constant C > 0 and (§,¢) € [—L, 00)2.

Then we have

lim det(1 — ;) = det(1 — H).
11— 00

See Lemma C.2 in [46] for a detailed proof. Lemma 6.5 holds even if we replace [—L, L]
and [—L, oo) with [0, L] and [0, 00), respectively. Consequently, we can conclude that,
with the scaling (5.12) in Sect. 5.1, the Fredholm determinant 7| with kernel K¢ defined
in (6.1) satisfies

. _ . _ C
Jim Zy = Jim det(1 = K7) 2/,

= tllnolo det(1 — /C;‘)LZ(O’OO) = det(1 — A)12(5,.00) = F2(52), (6.23)
where A is the Airy kernel defined in (1.11) and s> is given in (5.10). Obviously, the
equality (6.23) itself coincides with the first claim of Theorem 5.2.

7. Limit of Z,: Proof of (5.14b) in Theorem 5.2

In this section, which consists of three Sects. 7.1, 7.2 and 7.3, we consider the second
term in (5.3), i.e., Zp, given by (5.5). In Sect. 7.1, we will rewrite Z, of (5.5) to a
form suitable for studying asymptotics with the scaling (5.12). We will state and prove
Proposition 7.2 which allows to decouple the z dependence of K¢ into a fairly simple
rank one perturbation. This is the key to establish the asymptotic decoupling of the two

modes in our paper. Using this we can divide 7, into a main contribution IS) and a

remaining part Iéz) as in (7.27). In Sects. 7.2 and 7.3, we will show that the main term
converges to the GUE Tracy—Widom distribution whilst the remainder tends to zero.

7.1. Rewriting of . As we just saw in the analysis of Z; in Sect. 6, a Fredholm deter-
minant formula which appears as a result of procedures in Sect. 4 is often suitable for
studying asymptotics with the scaling like (5.12). For 75, this approach cannot be applied
at least directly, due to the presence of a factor involving both w; and z; variables. But
as we will see below, I, (7) can be transformed into a Fredholm determinant following
the procedures in Sect. 4, and we can show that the long time limit of 1,,(7) is dominated
by the same multiple integral with 7 = 1. It follows then that 7, can be asymptotically
the same as the product of I, defined in (7.9) below and [, (T), and asymptotics of each
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multiple integral can be valuated independently by following similar arguments as in
the previous section.

Let us start from the multi-fold integral formula of I, (), namely (5.7). In order
to rewrite I, (Z) to a Fredholm determinant, we first show that the right hand side of
(5.7) fits the standard form (1.6). Changing the variables wy — 1/wy in I,,(Z), the w-
contours around the origin are deformed to contours around the infinity. Hence, we can
replace these contours to surround the poles other than the ones at the infinity, namely
wy =0,1, —p’, —z}l for all j € [1, n — 1], resulting in
" ?g g S0 A () A (—w) St (2, 1) ﬁ 1+1/p

Iy() =
Y m! TT7 | (W — D™ Sy (2, w) w + 1/p!

k=1

1

Ao mt —1
w0 gz (we —wO T2y Tk z)™ 41y
m! Jo1,—p/ (=71 !

w
] 1 N
J tjm [Ty wy ™" e = D" T2 Ty (1 zjwi) ey 1+ we/e

where /L,,m = % Z'}:l (zj =D+ % Z;{":l(wk — 1). This expression can be written as
the standard m-fold integral (1.6) in Proposition 1.3,

m

1) 1 d™w H]Sk;égfm(l — wg/we) 1—[ g(wg, 0)
7) = — ’
w m! o,{aj};ﬂ:l,—p/,{—z;l};;i nzl=1 Wik Hzezl(l —ag/wk) kel g(ax, 0)

with
v=m, u=n, y=t/2, s=0,
u; =0, 1<i<m,
a =1, 1 <i <m,
UkZZj,lfkfn_]» Unzl/p/’

where g(wg, x) = g°(wk, x; 0) and g¢(w, x; y) is given in (1.5), namely

n—1

g x;y =]

j=1

w w m—
W (w + 0)Y eV

I+zjwl+w/p

As is clear from (5.5) and (5.6), the contours of Z-integrals include only the poles at
unity, and hence it is allowed to choose them as ones which lie in the vicinity of unity.
When we choose such contours, —1/z;’s are close to —1 and then, as with the case of
7, treated in Sect. 6, there exists ¢ € C for which S(—c, |1 + ¢|) includes 0, —p’, —Z;I
forall j € [1, n — 1] and excludes unity. Therefore, the conditions stated in the claim of
Proposition 1.3 are satisfied. Thus applying Proposition 1.3, the integral I,,(z) defined
in (5.7) can be written as a Fredholm determinant:

with kernel
m—1
K0, 3,0 = ) i DY (y, D), (72)
k=0
and
-1 k
. dz l+z/p ] 1+z-z< z ) _
((x,2) = f — / e /2, 7.3
(6. 2) 12n1(z+c)xz(z—1)1_[ z 11—z (7.3)

j=1
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! w 1 —w\X
( ) eWt?2 . (7.4)
1+zjw w

In the right hand side of (7.2), the summation over k € [0, m — 1] can be performed

easily as
- [z(l - w):| _w(l—2) [1 B (z(l - w))m]
P w(l —2z) w—z w(l —2z)
The first term does not contribute to the kernel because the pole at z = 1 of the integral

with respect to z is removed. Hence, by performing the summation ZZ:ol in (7.2), we
obtain

n

dw (w+c)*

Civ 7)) =
‘/fk(x’Z)_?g -zt 2ri w(l+w/p)

||:|

ol

n—1

¢ o dz . 1+z;z I+w
K (x,y,2) = f -F(z, )l_[ Tz fi),f,o’,{ ] miC )] 1 1+ijw_z
where the functions F¢(z, x) and G°(w, y) are defined as
+0 e +1 oc
Férx) = L efG0 G, y) = — Sy (75
z+1 (w+p)(w+c)
with f“(z, x) given by
1+z 4 't
fe(zx) =nln (—Z>+mln (%) —xln(z+c)—%. (1.6)
z _

Let us substitute the Fredholm determinant formula of 7,,(z) (7.1) into the non-
symmetric expression of Z; given by (5.6). Recalling the definition of the Fredholm
determinant (1.4), 7, now reads

m 00 00 00
Iz=£d”—1zL(Z) 1+ Z Z Z Z K (xl’x]’z)]lii‘jgk
k=1 ==l x=1

(7.7)

Here L(Z) is defined in (5.8). Next we show that the summations over x; € N for any
i € [1, m] and z-integrations commute, i.e., we prove the following Lemma.

Lemma 7.1. Forany p € (0, 1), t > 0 and n, m € N, the following equality holds:

fd” 12L3) x
-THEL-

Proof. See Appendix E.1. O

(=¥

Ms
M2
Mg

00
. Z det [Kc(xis Xj» z)]1<i,j<k
xe=1 o

k 1

HM8 -

=

I
H M8 ﬁ

fd”—lzL(z) det [K“(xi, x}, 3)]15,;,51«
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Owing to this Lemma, we can rewrite the right hand side of (7.7) as

=1+ Z 2_: Z Z%d" L@ det [KC (i, ). D] o (T8)

xp=1
where

I:= 7§d”—1z L®). (7.9)
1

In the following, we will prove that the asymptotic behaviour of Z, given by the
right hand side of (7.8) is same as that with K°(x;, x;, Z) replaced by K“(x;, x;, 1). To
establish this, the following Proposition for each term in (7.8) plays a central role.

Proposition 7.2. For any (x1, x2,...,xx) € Nk, pe0,1),t>0andn,m e N, the
following equality holds:

fd"‘lzL(Z) det [K°(x;, x;, 2)]151',/'sk

n—1

/
fd” 1zL(z)det{K (xi, xj) — [ZH(Zk - I)Ac(xz):| Bc(xj)}
I=1 k=1

1<i,j<k
Here the functions, K¢(x, y), A;i (x) and B€(x) are defined as
o C c 7 dz c c 1
K(x,y):=K(x,y, 1) = p —F(z, x) —G (w, y)—,
1 2mi 0,—p',—1 2 w—2z
. dw . w \Jj-1 1
AS(x) = —.F‘(w,x)(—) , (7.10)
1 1 2mi 1+w 1+w
B( )'—}g 2 6w, y)—— (7.11)
Y= 0.—p/—1 271 ARCVINTE '

where the functions F€(z, x) and G°(w, y) are defined in (7.5).

Here let us recall L(Z), defined in (5.8), and rewrite it as

e 2(1—p)>’”” DT A (=)
L n , 7.12
@ =y ( 1_[ @) [TiZi(zj — hi*! e

where A,1(2) = [[j<;<j<n—1 (@i —2;) and

2 \" -
a2 e
1+z

In order to prove Proposition 7.2, we need to take some steps which consist of proving
Lemmas 7.3, 7.4 and 7.5. In the proofs of these Lemmas, the asymmetric part of L(Z),
Ap—1(—2)/ ]_[;’;} (zj — 1/, plays a crucial role in algebraic manipulations. We utilise
the properties that A, 1 (—z) is anti-symmetric under exchanges z; <> z; for any pairs
(i, j) € [1,n — 1]* and z-integrand, namely L(Z), has the poles of the order j + 1 at
zj = 1 forany j € [1,n — 1]. On the other hand, the detailed form of the other part of
L(Z), which is symmetric function of zs, is not important on algebraic manipulations
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because it does not produce any additional singularities at unity, whereas it is important
on asymptotic analysis.

As a first step, we separate each entry of the determinant into the main contribution
coming from z; = 1 and the other.

Lemma 7.3. For any (x,y) € N2, p e O, 1),t > 0andn,m € N, the following
equality holds:

?gd”_lz LEK (x,y,7) = ?{dn—lz L@ [K(x,y) — (z1 — DA(x, D) B(y)].
1 1

(7.13)
where A(x, 7) is defined as
—1
, dz . 1 T l+zz
A°(x,7)i= @ —F(z,x) — Ly
(x-2) 7€2m (Zx)1+zjl_[2 T+2
Proof. We carefully consider the contributions of the poles at z; = 1. Considering

L(7) is expressed as (7.12), the left hand side of (7.13) except for the constant factor,
e—pl/2

—[M}m is explicitly given b
(_p/)n—l 2—p ’ p yg y

dz] Ap_ 1( z)
n—1

1+zjz 1+w
—~F%(z, / ?§ e 7.14
X?§2m @ )1_[ 1+z2 2mi (w, y)l_[1+z ww—2z > )

where C is the contour obtained by substituting k = 1 into Cy which is defined as the
contour enclosing the poles in w at 0, —p’ , —1 and {—z;1 }’};}c. When k = n, C, is the
contour enclosing the poles at 0, —p" and —1.

In the following, we choose the contours of Z-integrals such that they are included
in the open polydisc S(1, 1)"~! where S(a,r):={z € C | |z — a| < r}. Since the
integral with respect to w has an essential singularity at the infinity and its contour
is chosen such that it excludes the infinity, the contour of the integral in terms of the
variable 1/w includes oo, —1/p’, —1, —z;’s and excludes the origin. Forz € S(1, r)"_l
with r € (0, 1), to compute the residues at z; = 1, we choose the contour such that
r < |1+ 1/w] holds. On such a contour, the following expansion converges uniformly,

l+w w(l — i
= , max
I+zjw Z( I+w ) 1<j<n—1

and sum in (7.15) and integration with respect to z;’s can be interchanged. First, using
(7.15) for j = 1, we perform the expansion of integrand in (7.14) with respect to z;
around unity. Because the pole at z; = 1 is of order 2, only the terms corresponding to
i =0andi = 1 in the expansion (7.15) give a nonzero contribution to (7.14). Therefore

(7.14) can be written as [ 1(2) + 12(2) where we define / l(k) and Iz(k) for k € [2, n] as

w(l —z;)
w+1

<e<l, (7.15)
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) dZ A=) 1( z)
c I+zjz
¢_F(ZX)H 1+z f 27
dZ Ap—1(=2)
10 _ yg dz; 1=
? 1_[ 27i ]_['!;; (zj — DM@ =1

dw
2mi

f —Fc(x 7) 1_[

1+z,z?§
1+z

n—1
w
—G%w,
(w y)Hw]]"[

n—1

G (w, y)l_[

1+w

1+szw—z

1_[ h(z;)
=1

1+w 1

:k1+zjww—z

We should explain more in detail how we get this decomposition. As a convention we

1+w

set the factor [ ;2 e o

to unity for k = n.

Secondly, we will show that / 1(2) +12(2) is the same as / 1(”) +12(") ,in which w-integrands
do not depend on z;’s. To show this, we prove that the equality

10+ =

14+w
I+zpw

holds for any k € [2,n — 1]. We expand

I(k+1) +

A (7.16)

in I( ) around zk = l asin (7.15). The

terms of order k + 1 or higher in this expansion make the integrand analytic in z; and
hence give zero residue. The remaining terms become

Ap_1(=2)

1o = Z ?gl—[ dz;

xf—FC )1_[

The terms withi =1, ...,

1+z,z¢ dw
I+z Je,., 27i

2mi l_[/ 1,j#k (Z] - 1)j+1(Zk —1
—w i n—1

C —
(w,y)<l+w) .]_[
Jj=k+

k — 1 vanish because for each of those terms the integrand is

n—1
yeri=i l_[ h(zj)
j=1

1+w 1

 Irzjww—z

anti-symmetric under exchange zx_; <> zx. Hence only the terms withi =0 andi =k

survive,

1
J® %’i—[ dz; Ap—1(—2)

l . _ B
2w T2 e (@ = D7 G —

7§ dw G
x oy
Crn 27T

Likewise, expanding li;k“’w around z; =

symmetry properties of the integrand, we obtain

Ap—1(=2)

H @) s >H i

. 1 -
“”’”((zk—l)k <1+w> ) 1:[

1+w

(7.17)

+z,ww—z'

1 in Iz(k) and making use of analytic and

) _ % dZJ
I
? ﬂ 211 e (@ = D @ = D2 = )

k—1 n—1
dw 1 —w 1+w 1
Xf TGL( ,))1 k—1 +<1 ) || 1 . :
Cre1 271 tw \(z =D +w ) +Zjww—z

1
<z, f—Fc(z x)n i
(7.18)
Jj=k+1
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The second terms of (7.17) and (7.18) differ only in terms of the orders of the poles
atz; = 1 and zx = 1. It is easy to see that the integrand of the sum of these terms is
anti-symmetric under the exchange z; < zx and thus it is equal to zero. On the other
hand, the first terms of (7.17) and (7.18) coincide with [ l(kH) and 12(k+1), respectively.
Thus, it turns out that the equality (7.16) holds for any k € [2, n — 1]. Using the equality
(7.16) from k = 2 to k = n — 1 consecutively, we obtain

1(2) +I(2) I(”) +I(”)

1+zlz

Thirdly, we further manipulate I, ™ and I, ) . Considering the equality 1= = 1 +

z2(z1—=1) I(n)

e can be divided into two terms as

n—1

(n) ?gl—[ dzj  Ap-i(=2) l—[ @)
n—l ) i+1 J
2mi Hj: — 1)/
1+zz dw . 1
_Fé , J % —G(w, y)——
% (@ )l_[ 1+z2 0,—p',—1 2mi (w y)w —Z
—1
dz; Ap—1(—2) T
%1_[2”1]—[)‘1—1( _1)]+]( _1 Hh(zj)
j=2 Zj <1 )j:l
n—1
xfd—Z,FC(Z,x) _L l—[ l+z/Z?§ d_w.GC(w,y);. (7.19)
1 2mi 1+z i 1+z Jo_p —12mi w—z

Applying the expansion

n—2

n—1 i J
l+z;z z )’
[M-s _H,Z:l (1_-1-z> Y [lew-bn @20

j=2 2<ty<lyp<--<tlj<n—1li=I

to the first term of (7.19), unity remains and all terms in the sums vanish because for each
term there exists a pair (i, j) € [1,n — 11? such that the Z-integrand is anti-symmetric
under the exchange z; < z;. Indeed, since (z¢, — 1) in the numerator of each term
of (7.20) reduces the order of the pole at zy;, = 1 to £ and the order of the pole at
Z¢,—1 = 1 is definitely £ because of £1 > 2, the factor depending on z, -1 and z¢, in
the denominator becomes (z¢,—1 — l)e1 (z¢g; — 1)‘Zl and then the Z-integrand becomes
anti-symmetric under the exchange z;,—1 <> z¢,. Hence, (i, j) = (€1 — 1, £1) is one of
such pairs. In addition, if ¢; — ¢;_; > 2 were satisfied for some i € [2, n], the factor
depending on z¢, 1 and zy; in the denominator becomes (z¢,—1 — I)Z" (z¢; — 1)&- for the
same reason as above and then (i, j) = (¢; — 1, ¢;) is also one of pairs for which the
Z-integrand is anti-symmetric under the exchange zg,—1 <> z¢,. Thus, the first term of
(7.19) reduces to

dz;  Ap—1(=2) ¢ dw . 1
fl_[m R ,+11_[ D smrend | mewmy

(7.21)

and it coincides with the first term of the right hand side of (7.13).
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Likewise, considering the equality 1;'22 =1+ Z(leﬂl) I ™) can be divided into two

terms and the second term vanishes because the z| 1ntegrand is regular in the vicinity of
71 = l, i.e.

dz Ap_1(=2) n
"= - ?§ / o h(z
2 Hzmn'%;l (Z-—l)’”(m—l)jl:[l @)

1+z;z dw w 1
s )H NS f 2 Gew, y)

_p—1 2mi l+ww—z

From the above, the sum of 12(") and the second term of (7.19) can be described as the

product of a function of x and that of y, i.e.

dz; Ap_1(=2) -
- h(z;)
jgl_[Zm]_[?;l (Z-—l)]Jrl(Zl—l)jl:[1 @)
. 1+z;z2 dw w 1
jg_F(Zx)n 1+zf)p12nG(’y)|: 1+z 1+w}w—z
d A, (— n—1
MR e

2mi 12, (25 — Dz - Dz
-1
dz . 1 I+z;z d
g | R =
1 2mi l1+2z i I+z Jo,—p,—1 2mi

and it coincides with the second term of the right hand side of (7.13). Putting everything
together, it follows that

dz; Ap_1(=2)
fl_[ 27'[]1 1_["_:1 (Z 1)]+1 l_[ (Z])K (x,y, 2)

— 1(2) +I(2) I(") +I(")

d Ap—
?gl_[ e 1( 2 H @) [RE0x,y) = (21 = DA (. DB )]

27i ] i )J+1

O

From the claim of Lemma 7.3, we can easily obtain the following Lemma 7.4. Although
this looks similar to Lemma 7.3, they will be applied in different manners in the proof
of Proposition 7.2.

Lemma 7.4. For any (x,y) € N2, p e O, 1),t>0andnm € N, the following
equality holds:
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POl Ko@) - (= DA DB )

. n—1 j
:fid”_lzL(Z) Koy = | T]G=DA5w | B0 . (7:22)
j=1i

—1i=1
where A? (x) is defined as (7.10).

Proof. Applying the expansion (7.20) to A¢(x, Z) in the left hand side of (7.22), for any
J € [1,n — 2], the only terms of which (£1, £z, ..., £;) is the consecutive numbers
(2,3,...,j+ 1) remain and the others vanish for the following reason. All the terms
satisfying £; > 3 vanish because Z-integrand turns out to be anti-symmetric at least
under exchange z¢,—1 <> z¢, by the same discussion as that used in the derivation of
(7.21). On the other hand, all the terms of which (2, £5, ..., £;) are not anti-symmetric
under exchange z; <> 77 because (z2 — 1) in the numerator reduces the order of the pole
at zp = 1 from 3 to 2 and the factor depending on z; and z; in the denominator becomes
a non-symmetric function, (z1 — 1)(z2 — 1)2. By the same discussion as above, we can
sequentially show in the order from i = 1 to i = j the fact that the terms satisfying
£; > i +2 vanish foralli € [1, j]. Hence, the only terms satisfying (£1, £2, ..., £;) =
(2,3, ..., j+ 1) remain. That is, the second term of the left hand side of (7.22) except
for the constant factor can be described as

n—1

dz; An—1(— Z)H h(Z dw F€(w, x) n—2 j+l
%H — i 12% 1J’j’wx IHEI( )H(zl—l) BC(y)

2 1125 Gz, —1>f+1(z1 1

dzj n—1(— Z)Hj lh(Z] -1 J dw F¢(w, x) w \Jj—1 c
%H i 2] = D! H(Z’i )me l+w +w) B

j=li=1
(7.23)

From (7.10), the definition of A; (x), it turns out that the right hand side of (7.23)

coincides with the second term of the right hand side of (7.22). Therefore, the equality
(7.22) holds. O

As a second step, we see that K(x;, x;, 7) is a holomorphic function in the vicinity of

T=11It guarantees that Lemma 7.4 is extended to the determinant as will be mentioned
in the proof of Proposition 7.2.

Lemma 7.5. Forany (x, y) € N2, p€(0,1),t>0andn,m € N, thekernel K(x, y, 7)
defined as (7.1) is a holomorphic function of 7 = (21, ..., Zu—1) in S(1, D", where
S@a,r):={zeC||z—a| <r}foraeC.

Proof. See Appendix E.2. O

Proof of Proposition 7.2. It now follows from Lemmas 7.3, 7.4 and 7.5. Details will be
given in Appendix E.3. O

In the following, we will divide Z; given by (5.5) into the dominant contribution and
the subdominant term, which converge to the GUE Tracy—Widom distribution > (s2) and
zero in the long time limit, respectively, with the scaling (5.12). Applying Proposition 7.2
to each term of the series in the right hand side of (7.8), we obtain
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m (—l)k 0o 00 o)
IZ:IZ+Z k! ZZ Z

d" 12 L@ det [KC(xi, x5, 2)]

S

1<i,j<k
k=1 x1=1xp=1 xp=1
m ( l)k oo o0 oo
_ B d— 1 -
SO DD SERD DY LEETIC
k=1 x1=1 xp=1 xp=1
n—1 p
xdet § K G x)) — | Y[ ] g = DAS () | BC(x)) . (1.24)
p=lq=1 1<i,j<k

Here, we note the Matrix Determinant Lemma:

n

det (a;,j — uivj), jap = det (@), i<n Z Z (=" Fugv x det (ai, ;) 1<i, j<n
(=1 k=1 i#L, j#k

(7.25)

holds for any matrix whose entries are given as a; ; € C, i, j € [1, n] and any vectors
whose components are given as u;, v; € C, i, j € [1, n]. (7.25) can be easily proved by
the cofactor expansion (or Laplace expansion) for the determinant. Applying the identity
(7.25) to the determinant in the right hand side of the final equality of (7.24), we obtain

n—1 p
det [Kf(x,-,x_,-) - {Z [ ]G —DAG @) } B”(x_,-)]
p=lgq=1 1<i,j<k

k n—1 p
= det [K“ 0, x))] oy o = D (“D et [K (i x)] =ik {Z []Ge = DA G | B ).
- rt=1 i#ELjFr p=1qg=1

(7.26)

It follows from (7.24) and (7.26) that Z, can be written as

m (—l)k o] o] _
= IZ+Z o Z Z I; x det [KC(Xi,Xj)]lfi’jSk

k=1 Tox=1 xp=1
_i (—DF i i fdn L LG) Z (—1)+t
priLL xi=1 =171 =1
n—1 p
x det [K°(x;, x ,)]1<,,<k ST e — DASGe) | B ).
i#FL]#r | p=1g=1

As for the second term, I can be moved to outside of the sums from x; = 1 to oo

forany i € [1,n — 1] because det [K¢ (x;, )], j<i does not depend on z;’s. For the

same reason, about the final term, 351 a1z L(Z) can be moved to the inside of the sum
from p = 1ton — 1. Then, we arrive at the following proposition.

Proposition 7.6. The integral I, given in (5.5) and (5.6) can be written into
L =17" -1, (7.27)

where

IV = I x det (1 — K°) . (7.28)
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o m (_1)k 0 o0 k ot
R I 3D 3D W)

k=1 Tox=1 x=1re=1

n—1
xdet[K (xi, xj)] 1<i, j<k |:Z¢~dn IZL(Z)H(zq—l)AL (xy):|B‘(x, (7.29)
i #Lj#r = g=1

7.2. Evaluation oflél) . We can separate the estimate of Iél) into /; anddet (1 — K°) ™

since K ¢(x, y) does not contain Z. The analysis of det (1 - K C) 2 follows exactly the

same arguments as in Sect. 6, while the limit of I, is obtained by the same idea as in
the proofs of an exponentially decreasing bound and uniform convergence of a kernel
employed in [14-16].

7.2.1. Evaluation of det (1 — Kf) 2wy In order to perform asymptotic analysis, we

define the rescaled functions which depend on the positive real numbers & = x /A.t!/3
and ¢ = y/Aqt'3 with x, y € Nas

— 1/3 06 _ —

K6, 0) = (wi + )™ "6 O PR Gt 1P et 0), (7.30)

where A, is defined in (6.5). The rescaled kernel is explicitly described as

/
ReE. £) = aut'/3 % dz (2407 rens)-fonas) ?§ dw (w+l
! 12mi \ z+1 0,—p’,—1 2wi \w + p’

o o f WL et o) rgw) 1

w—7z

s

where g(w) = —In (w+c¢) and f(z,1,§) = g1(2)t + g2(2)t'/2 + ga(z, &)1'/3 with the
functions g (z), g2(z) and g3(z, &) defined as (6.8). Note that ¢ differs from K in the
sense thatit has (z+p0")(w+1)/[(z+1)(w+0")] in the integrands and its contour includes
also w = —p’, and this fact leads to the following two Propositions that correspond to
Propositions 6.2 and 6.3.

Proposition 7.7 (Uniform convergence of l@f on a bounded set). Let m, n be scaled as

(5.12). Then for any ¢ > 0 and fixed L > 0, the rescaled kernel I@t"(é , ¢) defined in
(7.30) converges uniformly on £, ¢ € [—L, L] to

lim K§(§,¢) = AG +52, ¢ +52),

where A(x, y) is defined as (1.11) and s> is given in (5.10).

Proposition 7.8 (Estimate of kernel l@f (&, ¢) forunbounded &, ¢). Let m, n be scaled

as (5.12). Then for any ¢ > 1 and large enough L and t, the rescaled kernel ICIC &, 0)
defined in (7.30) is bounded by

IKEE, o) < e 6+

holds for (£, ¢) € [0, 00)?\[0, L)
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Proof of Propositions 7.7 and 7.8. The contours of the integrals with respect to z and
w used in the proofs of Propositions 6.2 and 6.3 include also the point w = —p’, and
(z+ ) (w+1)/[(z+1)(w+ p")] is a regular function on the contours and equals unity at
the point (z, w) = (ws, wy). Hence, using the same arguments as for Propositions 6.2
and 6.3, we can prove Propositions 7.7 and 7.8, respectively. O

From Lemma 6.5, it turns out that det (1 -K C) 2y converges to the GUE Tracy—
Widom distribution in the long time limit with the scaling (5.12), i.e.,

Jlim det(1 = K5) 21,0175y = Jim det(1 = K5) 2 ) = det(l = 4) 125, o) = Fa(s2). (7.31)
7.2.2. Evaluation of I,. We are now left with the Z-integrals, namely I,, defined in (7.9).

From the definition of L(Z) given in (5.8), I, turns out to be expressed as

e (2(1 - p))'” ! % dn_lzeA"”“” An—1 (@)A1 (=) [T} (1 — p'z)
T\ 2-p ) m-11 ] 172 i — D+ Dim '
It is hard to apply the method introduced in Sect. 4, since the order of the pole at

zj = 1 is one more than the number of Z-variables. But the difficulty can be overcome
by considering the following n-fold integral instead of I,

J(n) — ﬁf an e/\n,of An(Z)An(_Z) — % anJ(n)(Z)_
n! Sy T (= p'z) (i — D5z + D™ L1/
(7.32)

Lemma 7.9. The integral I, defined in (7.9) can be written into I, = 1 — J ™ with J™
given by (7.32).

Proof. Calculating the residue of the simple pole at z, = 1/p’ of the z,,-integral, we
have

7§ d"'zRes =1/, ™ (@)
1L1/pf

_ e (2(1 - p)>m (="t ?gd”—lz e M0l Ay () A1 (—2) [TIZ] (= p'20)
)T\ 2-p T [Ti5 G = D3 Gi + DI

=—I;/n.

n!

Since Res; 1/, J ((Z) has no poles at z j = 1/p’, and all the other contributions of
poles at z; = 1/’ is just n times Res;, —1/,/ J ™ (Z), we therefore obtain
An,ot _
=g 2 7§an M A @A)
nt Jio Tl (= p'zi)(zi — D [5(zi + D™
= Jm _ o' @ dz e 0" A, (2)
1T (= Pz @ = D@+ DIm
=Jm 1.

The second equality follows from anti-symmetrisation with the identity (3.6). The
third line is obtained by evaluating poles at z; = 1 sequentially. Starting with the simple
pole at z; = 1, its residue will decrease the order of other poles at z; = 1 by one, and
hence all the poles can be evaluated sequentially. O
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The asymptotic behaviour of I, is now given by the asymptotics of J, which is
given by
lim J™ = Fg(sy), (7.33)
11— 00

where 7 is scaled as (5.12) and can be analysed via the previous method. Specifically,
after rearrangements, we have

J— . . n
S _ 1 d"z [li<izjn(l —2i/2)) l—[ 8(zi, 0) (7.34)
i=1

Tl iy T a1, (= 1/z)" g(1,0)°

where
—XxX—n m
g(z,x) = IR ett/2
1—p'/z \1+z
The right hand side of (7.34) fits the standard form (1.6) with
v=n,pu=m, y=t/2, s=0,
vi=1,1<i<m,

ar=1,1<k <n,
up=0,1<k<n-—1, u,=p.

In this case, Proposition 1.3 holds for ¢ = 0. According to Sect. 4, J () is thus written
as a Fredholm determinant with the kernel,

n—1

K(x,y) =Y oe()v(), (7.35)

k=0

where

() — dw wh(1 = p'/w) (w + 1)’” i,

1 2mi w¥ (w — 1)k+! w

X _ 1)k m
Wk(x)zf dw _w'(w—1D ( v ) et/2
o

271 (1 — p/ Jw)ywk2 \w + 1

The pole w = p’ in Y (x) is of order 1 and hence can be evaluated easily.

By performing the contour integration in ¥ (x) and the summation le:;é in (7.35),
we obtain

’ m ’ n m n
K(x,y) = 7(p/)y P l—p ep/t/zﬁ d7w 1 w+1 w efwt/Z .
1+p o 1 2mi wth \w 1—w

(7.36)
Like before, with the setting (x, y) = (ot 25  aatl/ 2;) where the scaling power t1/2
stems from the Gaussian fluctuation and A, is given by
A ce (7.37)
2 = —’ .
2p(2—p)

we rescale the kernel by

Ky (&, £) i= p 200 12 K (e 2 gt /20, (7.38)
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where K (x, y) is given in (7.36). Then with the scaling (5.12), the rescaled kernel (7.38)
can be rewritten by collecting the terms according to the order of ¢:

d /
IC; (é:, {) = —)\,2[1/2 % 2_;01 ef(wJaS)*f(P J»E)+g4(w)’ (739)
1

where f(w,1,8) = g1(w)t +g2(w. §)r'/? + g3w)r'/? + g4(w) with g1 (w). g2(w, £),
g3(w) and g4(w) defined by

20 Y
1wy =LFRC ’0)1n<w“)+p(3 2 ln< w )—% (7.40a)

16 w 16 1—w
o (I + p)cgse w+ 1 _ (3 — p)cgse w _
O Tl ( - ) a— o (1 - w) £h2 In(w),
(7.40b)
_ 2 —p)casy w+1 __parsy w
g3(w) = 60— p) In ( ” ) 61— p) In (1 — w) , (7.40¢)
g4(w) = — In(w). (7.40d)

For the rescaled kernel KC; given by (7.39), we can prove the uniform convergence which
corresponds to Proposition 6.2.

Proposition 7.10 (Uniform convergence of /C; on a bounded set). Let m, n be scaled as
(5.12). Then for any fixed L > 0, the rescaled kernel IC; (&, ¢) defined in (7.38) converges
uniformlyon § € [-L, L] to

1
21

lim K, (&, ) = e 26wt
11— 00

where sg is given in (5.10).
Proof. See Appendix F. O

Following the same arguments as in [14—16], which are also similar to the method used
in the proof of Proposition 6.3, we have a corresponding estimate of the rescaled kernel
K; defined in (7.39).

Proposition 7.11 (Estimate of kernel X; (&, ¢) for unbounded &, ¢). Let m, n be scaled
as (5.12). Then for any large enough L and t, the rescaled kernel IC;(&, ¢) defined in
(7.38) is bounded by

K5, )l <e*
holds for & > L.

With a deformed contour given in Fig. 9, the proof for this proposition follows exactly
the same method as in the proof of Proposition 6.3. Therefore we will not repeat it here.
Consequently, these two Propositions 7.10 and 7.11 give the following theorem.

Theorem 7.12. Consider the rescaled kernel defined in (7.38)

Ko, ) = 260000 2K ar g, a0t 20,

with Ay given in (7.37). Then we have
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Fig. 9. Deformed steepest descent contour of integration in C;

(i) We know
[1_1)1'130 det(l - ]Ct)Lz(O,OO) = [1—1>ngo det(l - KI)ZZ(N/(Aztl/Z))7 (741)

where N/()thl/z) ={xeR|x= n/(kztl/z), n € N}. Here note that the operator
KC; on the right hand side is regarded as acting on EZ(N/()QII/Z)) while the one on
the left hand side on L*(0, 00).

(1) For any fixed L > 0

o~ (5g+6)?/2

tl_l)Iglo]Cz(E, $) = I
uniformly on (£, ¢) € [0, L%
(iii) For t large enough,

i€, ) < Ce*,
for some constant C > 0 and (§, ¢) € [0, 00)2.

Proof. A proof falls into the same pattern as in Theorem 6.4. One can show (i) by
rescaling (x, y) = (A2t 1€, 22t1/2¢) in the Fredholm kernel in (1.4) and replacing the
Riemann sums tlim (At 2)_1 Z with the integral fooo d&. Statement (ii) is obtained
— 00
xeN
by replacing [—L, L1? with [0, L]? in Proposition 7.10. Statement (iii) is obtained by
combining Propositions 7.10 and 7.11 because the Gaussian function is bounded above
by an exponential decreasing function e ¢ when & is positive. O

The above results with Lemma 6.5 allow us to take the limit of the Fredholm deter-
minant into the kernel, i.e.,

. i 00 o —(5g+6)%/2
tl—l>ngo det(l — Ict)ﬁz(N/()»zll/z)) = det(l lim ’CZ>L2(0’OO) =1 _/(‘) —ds

s V2T
0 e—(sg+5)2/2d sz o=E7/2
—=dt = —==d§ = F5(sy),
—00 27‘[ —00 27'[ &
which implies the asymptotics (7.33).
Putting all things in Sect. 7.2 together, we have the following theorem.
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Theorem 7.13. With the scaling (5.12), the long time limit of the term Iél) defined in
(7.28) is given by
lim 73V = [1 = Fg(sp)] Fa(s2), (7.42)

where sg and sy are given in (5.10).

Proof. Applying Lemma 7.9 to the right hand side of (7.28), we obtain

) _
Ié ) — 1 —Jmyx det(l — ’Czc)ez(N/)wtm)'

Since the long time limit of det(l — KIC)ZZ(N/A 1173 and J ™ with the scaling (5.12) are
given by (7.31) and (7.33), respectively, we arrive at the result (7.42). O

7.3. Evaluation of Iéz). We will show that Zéz) tends to zero at long time limits with
the scaling (5.12). As a preparation for the asymptotic analyses, we define the rescaled
functions as

A (€) = e ek 0 pe 113, (7.43)
BE(E) = Aot P el ket P0) gy 4135, (7.44)

where A;(x) and B¢(y) are defined in (7.10) and (7.11), respectively, with f¢(z, x)
given in (7.6). Using these functions, we rewrite Iéz) defined in (7.29) as

m o] o) k . 1 k
7 = ; Z_ Z_ ; -1 Z<M1/3)

xdet[lC . X )]

Proposition 7.14. For any fixed p € (0, 1) and large enough t, the absolute value of the
sum with respect to p in (7.45) satisfies the following bound

n—1 r
2. ?gd"—lzual_[ (2g = DA (OB (©)| < D' e (7.46)
=171 q=1

for (£,¢) € [0, 00)2. Dy is some positive constant where L(Z), Af)p(é) and B{ () are
defined in (5.8), (7.43) and (7.44), respectively.

Proof. The proof consists of the four steps. As the first step, we perform the summation
over p € [1,n — 1] and derive the formula which is useful for the asymptotic analysis.
In fact, it turns out that the integrals obtained as the result of the first step share similar
integrands to the ones treated in Propositions 6.2, 6.3, 7.10 and 7.11. In the second
step, we show the asymptotic analysis of the Gaussian part (7.54) for which we can
apply a similar method to Proposition 7.10 and 7.11. In the third step, we investigate the
asymptotic behaviours of the Airy parts (7.55) in the same fashion as Propositions 6.2
and 6.3. In the final step, combining the results of the previous steps, we arrive at the
conclusion (7.46).
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1. Rewrite on _1 LA IZL(D) ]_[5:1 (zg — DA} ,(x). We will rewrite the sum over
pell,n—1] 1nto a suitable formula for the asymptotic analysis. Recall the function
L(Z) defined in (5.8), the Z-integrals are written as

fd" 2@ [ =D

g=1

— (=1 1€ —pt/2 <2(1 p)) %d"*lz A”’IOtAI (= Z)n?;ll(l_p/Zi)
=1 2—-p | Hl (@i — 1)i Hl p+1(zl _ 1)i+l[%(zi+1)]m

On the right hand side, all poles at z; = 1 can be easily evaluated fromi = 1toi = p
in the same way as the proof of Lemma 5.1, i.e.,

%1—[ ez R H1<i<j<n—1 (zj —z) H?:ll(] —p'zi)
i [T G = D T2 e G — DI 3G+ DI

—1
_ f l_[ Z ezzj P (Z )Hp+l<t</<n 1(Z] ZZ)Hl—pH(l ,021)
=r 27

j=p+l 1_[, p+1(Zz — Di+l= p[ (zi + D™

Changing variables z;,, — z; forany j € [1,n — p — 1], we obtain

fd" L@ [

g=1

— 1 ’

e f”/]z (m—m)’" p,,ygdn,,,,lze“ i Anop1 DIlis! A —p'z)
PN 2= 1 [T @ = D™ G+ D

— (_l)nfl

Since the change of variables z; — Zx; forall j € [n —p—1] does not affect the value
of the Z-integrals for all permutations 7 € S,_,—1, summmg up Z-integrals in which
Z-variables are changed in such a way over 7 € S,_,_; is equivalent to multiplying
Z-integrals by (n — p — 1), i.e., we have

A, 10t —p—1
fd"-p—lze " i jan—pt G~ T (= p2)
o . m
1 M= - 1)’”[l(zl- + 1)]
n—p—1 .
; Z fdn p—1, 5 PO i<y nmpe 1 Gy —amp) [lioy (= p'2)
—p—1) 1 m
(n D! TeS, l_[['-lzlp (z m — 1)”1[%(11' +l)]

C0n51der]_[1<l<J<n p—1 (27; — 27;) = sign(w) ]_[15,-<j§n_p_l (zj — z;)and (3.6), the
right hand side is rewritten as

Ay 1ot —p—1 )
; fd”*pflze " O g jan—pmt @ =D TG A= 0'2) Y e
—p—=D! —p—1 m n—p—1 i—1
(n ) I—[:;lp (z; — 1)2[l(1; + 1)] TESy_p—1 [li=i  Gr =D

o fd" po1, e An=p=100 A, (=) Ay DT = ')
rmp - M=y e -vrr[4 <z,+1)]
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From the above, it turns out that the Z-integrals are rewritten as the symmetrised formula:

fd” L@ ]"[(zq -1

g=1

:<;”> 1yt <2(1—p) 1
o pn= p—1 2—p n—p-—1!

1
X%dn_],_lze/ln p=10f Ap—p—1@)Ap—p—1(— Z)H" P (1_,021)
1

M= = vr=rid G+ o

L

The formula in the right hand side except for the factor (—p/p’)? coincides with I,
defined in (7.9), in which # is replaced with n — p. Therefore, the Z-integrals can be

written as
P —p )4
fd”*‘z LO[[e-D= —<7> (N*P) -~ 1) : (7.47)
1
q=1

where J is defined in (7.32). Following the arguments in Sect. 4, J "~P) is thus written
as a Fredholm determinant with the kernel

N — diw w—1 h(w, x)% —h(z,y) i
K(X’))_fi 27Ti< w ) (= p'/wye 27‘[le 2w =21 = p'/2)(z = DP

_ehly (=P py{ dw w1\ jw
o 1 2miw \ w ’

n
where e/(W-¥) 1= ¥ (L (wT“)m e~"!/2_ Since the operator with the above kernel

w—1
is a rank one operator, the k > 2 terms of the series (1.4), which defines its Fredholm
determinant, vanish. Therefore, we obtain

o
w —1 ’
J(n—P) =1 K (x, -1 § :/ h(w,x)—h(p X) )
); (x, %) ( ) 2miw

(7.48)
Since the contour includes only the pole at w = 1, it is allowed to choose the contour
on which |w| > p’ always holds. Therefore, we can perform the summation over x € N
in the right hand side of (7.48), and we obtain

p p
L o
P iw(w — w

Note that the contour does not include the pole at w = p’. Recalling the definition of
A;(x) given in (7.10) and combine (7.47) and (7.49), we have

n—1 )4
Z 7§1 "2 LE) ]_[(zq — DA ()

_ Zy{ o w1 -1 eh(w.0)— h(p', 0)+g/(11)?£ of @X) = [ (we,x)+g (2) 2\
2miw — w 2mi 1+z

with g;(w) := — In(w), g¢(z) :=In(z + 0/ (z(z+1)) and f€(z, x) defined in (7.6).
In the right hand side, we can perform the summation over p € [1,n — 1] as

a1 3 » _ _ n—1
Z[Z(w 1)} _zw—1) 1_(M> , (7.50)
p=1 w(z+1) ztw wiz+1)
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and the factor (w — 1)" in the second term removes the pole of the nth order at w = 1
of the integrand e@.0) je., the second term of (7.50) does not contribute. If we choose
the contours such that Re (z + w) > 0 holds for any w and z on the contours, the factor
1/(z + w) can be written as 1/(z + w) = fooo dk e k@) Therefore, we obtain

n—1 )4
Zfd”‘lz L@ [ [ = DAG)
p=1"1 q=1

’ . . , o
_ dl P hw.0)=h(p'.0)+g); (w) ¢ di e (z,x)*f‘(w*,x)*'gd,(z)/ di e—kG+w)
1 2miw — p’ 1 2mi 0

(7.51)

with g/, (w) := g;(w) +In(w — 1) and géb(z) = g¢(2) + In(z).

In the next step, we will investigate the asymptotic behaviour in the long time
limit with the scaling (5.12). To perform the asymptotic analyses, we scale (x,y) =
()»Ctl/ 3& Aot/ 3§ )and k = 1734, and choose the contours of the integrals with respect
to z and w in (7.51) as I'’ defined in (6.152) and ©@’ given in Fig. 9, respectively. ®’ can
be expressed as

O ={weo| |w—p’|>6}U{we(C|w:p’+ee_is,se[—n/Z,n/Z]}

with € <« t~1/% where © is defined in (F.1). It is easy to see that Re (z + w) > 0 holds
for any (z, w) € I’ x ®’. Rewriting (7.51) in terms of AL »(§) and putting the integral
with respect to « outside the ones with respect to z and w, we get

n—1 4
> f "2 LE) [zg — DA,
p=1"1 g=1

o0 / _ _
_ t1/3/ dic e —3p’z'/3x/2y§ d_w o o hw.0—h(p' )= (w—=pi'P+g), (w)
0 ©' 27iw — ,0/

o Aet/3
y f 42 Fen=Fann—ee—wr gy (Wet € : , (7.52)
v 2mi z+c

where f(z, t) is defined above (6.16) and & (w, 1) is defined as
h(w, 1) := g1 (w)t + g (w, 0)t'/% + g3 (w)r'/?

with g;(w) and g2(w, &) given in (7.40). Similarly, the rescaled function B{ () can be
written as

1/3

: d ; - +c\SHd

B (¢) = kctl/*zf 2_w g/ WD+ (e D+gy (w) (_w ¢ ) (7.53)
¥/ 271 Wy +C

with gy (w) = —In(w + p")(w + ¢) and X’ defined in (6.15b). It follows from (7.52)
and (7.53) that the function which is to be evaluated is written as

n—1 )4 00 ,
Zfld"“zL(Z) [1Gq - DA, @B ©) =/0 die e 1K Gy, 59)Go k. 2. £.0).
p=l1 g=1
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where the functions G, and G, are defined as

/ _ _
Gylk, 5) = f AW P i e gy (754
o 2miw — p’

_ _ , Ehrct'/3
Gk, 82,8, ) =113 f E ef(z”)_f(w*”)_"(z_w*)’1/3+g¢(Z)(_w* + C)
v 2mi Z+c

13

dw 7 7 w+ e\

xx\ctmf Te—f(w,t)+f(w*,t)+gw(w)< ) L (7.55)
3 271 Wy +C

Note that the two integrals in G> (k, s2, &, ¢) are independent but we denote it as a single
function so as to compare it with XCf (¢, ¢) given by (6.7). We observe that the integral in
Gg(k, sg) has a similar form to the kernel K; (£, ¢) given by (7.39), which converges to
the Gaussian function. It is easy to see that the integrals in G2 (k, $2, &, {) share similar
integrands to those with respect to z and w in (6.3) except for 1/(w — z).

2. Estimate of G4(k, sg). By using a steepest descent analysis, in a similar way to that
used in Propositions 7.10 and 7.11, we can show that

|Gk, 59)| < C) (7.56)

holds for 7 large enough with some positive constant C; independent of «. Since /1 (w, t)
has a saddle point at w = p’ as shown in Appendix F, we divide the contour ®’ into
0 :={we® ||w—p|<5}and O\O° withs =171/°.

_ First, we focus on the main contribution from ®?. Since the Taylor expansion of
h(w, t) around w = p’ is given by (F.2), we obtain

/ QW P e - w—p i g )
e 2miw — p’

U

. - 2

_ oSGtk 0 ) f dv(=p [ e g
981172 2mi \ v

(1.57)

where the remainder R, is given by

2
R — o Gerolkt™ V) dv (=P 4Rl 0]
v goil/2 21 \ v

« (eO(v3[7l/2gv2t—1/6,Ut—l/Z) . 1)

with 0%'% .= {veC|p +ivp'/(V2try) € ©%) and A, defined in (7.37). In the same
fashion as Appendix D.2, we can show

IRy| < 1718,

where ¢ is some positive constant independent of . Moreover, the first term of the right
hand side of (7.57) is rewritten as
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2
e_%(sg+p’m*1/°/)»2)2/ = (7/))e_%[U+‘/§i(sg+p/’”71/6/)‘2)]
v

i 22 (o
2 2
_ o bGogrnt 116 i) /ﬁ’\z‘”'/ 0 du p HeEsgrk O pa-p|
—V2h81/2)p 271w — /21 N
(7.58)

for some B > 0, and R; satisfies
Y
IR;| < cpe

with some positive constant ¢, independent of k and a; := 122/ (2p’ 2). Incidentally, the
equality (7.58) can be derived by considering the contour integration with the contour
shown in Fig. 10, and R; is contribution from paths C; and C_.

Second, we focus on the contribution from (~)’\(~)8. Obviously, we have

/ dw P R - (w—p)i Prg) ()
ON\O8 2miw — ,0/

S f
@/\@5

In the integrand, |e_"(w_'°/)’ | < 1 holds because Re (w — p’) > 0 holds for any
w € O, hence we can evaluate the exponent of the right hand side of (7.59) in the same
way as Proposition 7.10. That is to say, g;(w) given in (7.40) takes the maximum value
at w = p’ £ i8 along the contour ©'\@°?, thus

/ — -
dwil o hw.D=h(p' D=k (w=p"tP+g) (w)

, . (7.59)
w—p

2mi

1/3

Re (g1 (w) — g1(p") = Re(—a18* + O(8%)) < —a;8/2

holds for any w € ©@'\@%. The other terms in the exponent behaves as O(¢!/2, t1/3)
because the functions g>(w, 0, 0) and g3(w) given in (7.40) are regular for any w €
O'\O%. Owing to 8 = r~'/%, 418t is dominant in the exponent. Therefore, we obtain

/ _ -
/ d—w,p_ D=k, n—kw=pH'Peglw) | < 3 e @d’1/2,
@/\@6 27'[1 w — ,O/

where c¢3 is some positive constant independent of «. From the above, it turns out that

/ - -
dw p eh(w,r)—h(p’.t)—»((w—p’)t1/3+g’](w)
o 2miw—p’

008112/ ! ] s
— L (sgp/k1 V0 a0)" / e i e*%[‘”ﬁl@w kt=10/30—p)

2
=e 2 _ ] +O(171/6, efalszl/z)
Vaasi 12 2T u — /2ip

holds and, in the long time limit with the scaling (5.12), it behaves as

2

e—%(sg+p’/(t*'/6/kz)2 /Oo d_u'—p e_%["+ﬁi(sg+p,m71/6/)”2_'8)] ) (7.60)
—oo 271y — /2iB

To show that (7.60) is bounded above by some constant independent of «, we introduce

some small constant € > 0 and a variable x := sy + ,o//ct’l/6/)»2. When —e < x, we

can straightforwardly evaluate the upper bound of (7.60). Since |u — +/2i8| > /2, the
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05t1/2
—Dé§t1/2 —Det!/2 Qetl/Q Déstl/2 .
/Ky\ 4
C_ Cy
—V/2ip

1/2
Fig. 10. The contour of the integral chosen to derive (7.58) where D :=+/2)>/p’. The path 6ot / consists
of the lines along the real axis and semi-circle centered at the origin

absolute value of u-integral is bounded above by the product of e 3=A) and the Gaussian
integral. Hence, due to —e < x, (7.60) turns out to be bounded above by Cg ef where C 8
depends only on 8. On the other hand, when —e > x, we consider the complex integral

. 2
of m e~ 1leHV2i=p)l along a contour which encloses the pole at +/2i8. Choosing

the contour as the rectangle whose vertices are (—R, 0), (R, 0), (R, \/Zi{ﬂ — x}) and
(=R, V2i{B — x}) with R:=+/21,81'/%/p’, we see that (7.60) is bounded above by
some constant which depends only on € by evaluating contributions from each edges
and using the residue theorem. From the above, we see that (7.60) can be bounded by
some constant independent of «, and this leads to the result (7.56).

3. Estimate of Ga(k, s2, &, ¢). In a similar way to Propositions 6.2 and 6.3, we can show
that

|Ga(k, 52, &, £)| < Coe™¢*) (7.61)

holds for ¢ large enough and (£, ¢) € [0, 00)? with some positive constant C, inde-
pendent of x. As with the proofs of Propositions 6.2 and 6.3, we separate the proof
into two cases of (&, ¢) € [0, L1? and (&,¢) €10, 00)2\[0, L)* for L large enough but
independent of 7.

(i) Estimate for (€, ¢) € [0, L]*. Performing a steepest descent analysis, we can prove

tl_l)Iglo Go(k,52,E,8) = caAi(€E + 53+ k/A)AI(E + 52), (7.62)

where ¢4 :=1/[A(wy+1)] forany « € (0, oo) and (£, ¢) € [0, L1?, and this yields (7.61)
because |Ai(x)| < C,e™** holds for x € R with some a > 0 and C, > 0 depending
ona.

Since the integral with respect to w in (7.55) does not depend on «, by the same
arguments as in Proposition 6.2, we can prove that it converges to the Airy function
uniformly for ¢ € [0, L] and k € (0, 00), i.e.,

1/3
dw 7 7 w+ ¢\
lim Aqt'/3 yﬁ — e~ S (Wi D)rgy (w) = ¢5AI(C +52), (7.63)
1—00 5 27 Wy +C

where ¢5:=1/(wy + p’).
On the other hand, the integral with respect to z in (7.55) depends on «, and hence we
will evaluate it by slightly different calculations from Proposition 6.2. First, we focus



Limiting Current Distribution 113

on the main contribution from I ' defined in (D.2) where A = t~1/9. Since the Taylor
expansion of f(z, r) around z = w, = p’/2 is given by (6.9), we obtain

_ _ Enct!3
t1/3/ 42 Fen-fan—c@-wor Prgy @ (Wrtc
A 2mi z+c

du 2,
— c6 _.e%—(32+5+/</)»)u +R,,
VAtl/3 2mi

where cg := (w4 + p')/[A(w, + 1)] and the remainder R, is given by

du 3 4-1/3 2,-1/6 . —1/3
R, = C6/ a3 .e%f(sz+§+/c/)»)u (e(’)(u 113210 g /)_1)
At 1
Y

with 2" .= {u € C | wy+u/(nt'/3) € I'*} and A defined in (6.14). In the integrand,
e’@”/*)ﬂ < 1 holds because &, k, A are positive and Re(u) > 0 holds for any u €
yA " Therefore, in the same fashion as Appendix D.2, we can show

|Ru| < c727/°,
where c7 is some positive constant independent of x. Second, we focus on the contribution

from F/\F/A. Since |e*"(1*w*)’l/3 | < 1 holds for any ¥ € (0, 00) and z € I'’, we can
evaluate an upper bound in the same way as Proposition 6.2, i.e.,

_ , Ectl/?
t1/3/ d_Zef(z,t)—f(w*,t)—/c(z—w*)t1/3+g(;>(z) <w* +C> —a1A31)2
r

: =cge
/\F/A 27‘[1 Z+cC

with some positive constant cg independent of « and a; given in (6.10).
Consequently, the integral with respect to z in (7.55) converges to the Airy function
uniformly for & € [0, L] and k¥ € (0, 00), i.e.,

13
dz 7.7 PPV Wy + ¢\
lim t1/3¢ —Z_ef(“) fwe—r@—w)rPrgy@) (2T = ceAi(E+sa+K/1).
t—00 I 2mi Z+c

(7.64)

Combining (7.63) and (7.64), we arrive at (7.62).

(ii) Estimate for (&, ¢) € [0, oo)2\[0, L1?%. In the same way as Proposition 6.3, we can
prove that (7.61) holds for large enough ¢ and large enough L but independent of ¢.
Obviously, we have

_ _ 1/3
1/3 dz Tt = Fwet) =k G—w)t Pgl, @) | | were [F4¢
1Galic, 52, . O < 113§ |55 |e o) |ate
1/3 dw — Fw, D)+ f(ws,1)+gy (w) | | wte ghet!l?
xhet'? fo |55 ‘e ’ wUTEY ‘ ‘—w*ﬂ‘ . (7.65)

In the integrand, |e_’((z_“’*)’l/3 | < 1 holds for any ¥ € (0,00) and z € I'’. Hence,
we can apply the same arguments as in Proposition 6.3 to the right hand side of (7.65),
which results in (7.61).
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4. Conclusion. Combining the above two results (7.56) and (7.61), we arrive at

n—1

P o 3 7
Zfld"“zL(Z)]_[(zq—l)A;p(S)B,‘@) Sfo dee™ 27176 1G o e 501G (k. 52.£.0)
p=1 g=1

oo 3
<Ci; 67(5%)/ di e‘?”””m
0

— D1t71/3 e~ (E+0)

with Dy :=2C1C2/(3p). ]
Utilising Propositions 7.8 and 7.14, we get the following theorem.
Theorem 7.15. With the scaling (5.12), the long time limit of the term Iéz) defined in
(7.29) is given by
lim 7 = 0. (7.66)

t—>00

Proof. 1t follows from Proposition 7.8 and the Hadamard’s inequality that the determi-
nant part of Iéz), given in (7.45), is bounded above as

det [ K5 (/. ¥ ] 1<y jn| = (k= DED2 T e, (7.67)
il 15k
i#Lr

Combining Proposition 7.14 and (7.67), the absolute value of Iéz) turns out to be bounded
above as

_ k 00
k — 1)(k D2 1 xi /Ot 113y
TH/ e . 7.68
k —1)! Actl/3 Ze ( )

xi=1

m
2] =m0 3
k=1

From 1 +x < e* forx > 0 and Z,fozl k(k — 1)(k*1)/2/(k — 1! < 00, we obtain

1 s 13 1 1
=Xi/ (et 7)) _
otl/3 de T nt 13 o0t Py _p L

x,-:l

and this inequality guarantees that the right hand side of (7.68) converges to zero in the
long time limit with the scaling (5.12). Therefore, we have (7.66). |

Eventually, it follows from Theorems 7.13 and 7.15 that, with the scaling (5.12), Z»
satisfies
: : (1) (2)
lim 7, = lim (12 —1 ) =[1 = Fg(sg)] Fa(s2). (7.69)
Obviously, the second equality (7.69) itself coincides with the second claim of The-

orem 5.2. As mentioned below Theorem 5.2 in Sect. 5, we obtain the final result as
Corollary 5.3.
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A. Bethe Wave Function

We consider the AHR model with n plus and m minus particles. Define a set of co-
ordinates by W¥:={¥ = (x1,...,xx) € Z*¥ : x; < x < --- < xx}, and let
X=(x1,....,x,) € Wand y = (31,..., ym) € W" be the positions of plus and
minus particles, respectively. To each set of coordinates we associate a unit basis vector
|X; ¥), and construct the state space as S = Span{|X; ¥)}. Let

|P()) =) P& 3 0l% 3)
Xy

be the vector of probabilities to observe a configuration |¥, y) of the AHR model at time
t with plus particles at positions X and minus particles at positions y. The vector | P(t))
satisfies the master equation

d
3 |P0) = MIP@), (A1)

where M is the transition matrix encoding the jumping rates of the AHR model. The
((J?; y), (x'; §’)) entry of M is the transition rate from state (X'; ¥') to (X; y), given by

B, if X3 5) = (75 y), Vi €ll,n]
o oy o if (X';y) = (;yD),Vjel[l,m]
M . N o, 1 xsy x5 Vi) s A2
((-x’ )’),(x,)’)) —ﬁn_am lf(x/, y/)=(x’y) ( )
0, otherwise,
where )?li i=(x1,...,x%x1,...,x,). (A.1)is equivalent to (2.2).

To derive an expression for P (X, y; t), or more precisely the transition probability (2.7)
considered in Sect. 2, we first look at the eigenvalue problem of the master equation with
eigenvector

W) =D YE DT, M) = Awwl¥),

X,y

where A, ,, is the eigenvalue.

We will follow Bethe’s method in [10] to obtain the Bethe wave function v (X; ¥)
for the AHR model. First we consider the case of single species particles only, before
considering the two species case. Then for each case we start with two particles and then
generalise to the many particles case.
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Such method of Bethe ansatz is first introduced in [10], and applied to many particles
systems in [65,99,100]. The Bethe ansatz was especially used to solve the master equa-
tion of ASEP and TASEP in [43,87]. A more complicated formula would follow from
the standard nested Bethe ansatz [25].

A.l. Single species. First we consider the case without minus particles and two plus
particles, i.e., n = 2, m = 0. The corresponding eigenvalue equation for x| + 1 < x3 is

Ao (x1,x2) = By (x1 — 1, x2) + By (x1, x2 — 1) — 2BY (x1, x2), (A.3)
while for x; = x = xp — litis
Aoy, x+ 1) =By x—1Lx+1)—ByYx,x+1). (A4)

These two equations can be solved by the trial wave function

X2 X1

X X
V(x1, x2) = Anzy'sy’ + A2z’ sy,

for which (A.3) results in the eigenvalue expression Ay o = ,B(zf1 +2, - 2), while
(A.4) gives the scattering relation A12/A21 = —(1 — z1)/(1 — 22).

The number of equations increases as the number n of plus particles increases. To solve
the resulting system of equations it is convenient to replace (A.4) by

Y(x,x) =vx, x+1), (A.5)

because by imposing (A.5) on (A.3) for x; = x = xp — 1, equation (A.4) is automatically
satisfied. In other words, (A.3) along with the boundary condition (A.5) gives the same
solution as that of the eigenvalue problem. This boundary condition (A.5) is the same
as in [87], since the AHR model reduced to TASEP when there are only one species
particles.

It can thus be seen that the eigenvalue problem corresponding to m = 0 and general n
is equivalent to

n
Ap oY () =B Y Y(E) —npy ),
i=1
Y(X1, ooy Xy Xig] = Xiyoves Xp) =W (X1, oo Xy Xipl =X+ 1,000, x,), 0 €[1,n —1].
These equations are solved by the wave function
n
Yv@E =Y A=
res,  i=l

with eigenvalue A, 0 = Z?:] (zfl — 1), and with scattering relation
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wheres; (i = 1,...,n—1)aresimple transposition, i.e., the generators of the symmetric
group S,. This is the same ratio of amplitudes obtained in [87]. This ratio is satisfied if
A is of the form

ﬂ_51gn(7r)1_[(l_z ) .

The derivation of ¥ (y), when n = 0 and m general, is very similar to the case when
m = 0 and n general. The corresponding eigenvalue problem is

m
Aom¥ () =a YY) — may (),
=1
Y1y eees Yiel = Vis Vi oo Ym) =Y O1s - Yict =Yi — Lyie oo ym), 1 €[2,m],

and we will not repeat analogous details of derivation here. Naively this observation
would suggest that a wave function for two species particles is of the form

—J
Z sign () l_[ < ) - Z sign(o) l—[ (1 — ) w;jyj, (A.6)

wes, oeSH

with eigenvalue A, ,, = B Zj l(zf1 - D+adjl 1(w — 1). Such a trial wave
function would only work when there is no interaction between the plus and the minus
particles. In the following, we shall consider a modification of this wave function so that
the interaction between different types of particles can be taken into account.

As we have seen, the Bethe wave function of the AHR model for the single species
cases is identical to the one of the TASEP [87]. The important detail of the AHR model’s
wave function lies in the interaction between different types of particles.

A.2. Two species case. Now consider the case that two types of particles are present.
We start with the simplest case with one plus and one minus particles. When x # y + 1,
the corresponding eigenvalue equation reads as

Ay y) =ay(xsy+ D+ By(x —1;y) = (B+a)¥(x; y), (A7)
whileforx =y+landy =x+1,

Ay +Ly) =y y+ D) =B+ (y+1;y), (A8)

Ay sx+ D) =y —Lx+D)+ay(x;x+2) —yx;x+1). (A.9)

Expression (A.7) is satisfied by the wave function (A.6) and the eigenvalue A; | =
,B(z_1 — 1 +a(w=! = 1). In the same way, (A.8) and (A.9) are satisfied by imposing
appropriate boundary conditions. Comparing (A.7) and (A.8) gives the first condition,

Vviy+D=ay(y+Ly+D+BY(y;y).
This indicates a piece-wise wave function

LG e x <y
W()C, y)_ {C_+wa—y X Zy ’
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so that (A.8) is satisfied by setting the amplitude ratio to C4_/C_; = az + Bw. Fortu-
nately, when B + o = 1 equation (A.9) agrees with (A.7) without any extra condition.
Incidentally, the condition 8 + ¢ = 1 leads to a factorised stationary state [82]. The
reasoning above suggests to modify (A.6) to

n i -j
VD= T s I (i) & 3 sieno) Il () o
=

TeS, geSy

(A.10)

where Cs 5 .o depends on the relative position of X, y. For general n, m, we only need
to impose the following boundary conditions on (A.10),

VY =X+ ) =BV Ry, Y =Xy Ym)
oy (xp, XL X L X X Y -, Y =X 1L ). (ALTD

As in the single species case, there are no extra boundary condition for sectors with more
than two particles. Substituting (A.10) into (A.11) gives the ratio

Cy>x;
C =y + ,Bwaj.
Yj=Xi

This suggests a form of the coefficient Cs 5 ; » as

osnn =TT o

=1 k=1 X%kt +,3ng

where r; is the number of plus particles to the right of the 7™ minus particle, i.e.,
T :#{x,' ex | x; > yj}.
In conclusion, the general Bethe wave function is given by

7.1 r/.
- 1
Yi
) ¢ ) sign (o) 1_[ (1 _— > wo, " ] T

gESH k=1
(A.12)

Y@EF) =) sign (n)]‘[(

TEeS,

with eigenvalue

Apm =B (&' = Drad (' —1. (A.13)
j=1 k=1

This result leads to an integral formula for the transition probability, as stated in Sect. 2.

B. Boundary Conditions for the Transition Probability

In this appendix we provide details of the proof that (2.7) satisfies the boundary con-
ditions (2.3)—(2.5). Throughout the entire proof, we shall call the factor [];_, ]_[;": ,

(zz, ;0 +B w(,k)_1 the scattering factor because it corresponds to scatterings of plus
and minus particles.



Limiting Current Distribution 119

B.1. Proof of boundary condition (2.3). On both sides of (2.3), i.e., when x;j+1 = x;
on the left hand side and x;4; = x; + 1 on the right hand side, the scattering factor
I, ]_[;k: 1@z, o+ Bwe,) ! remains unchanged within the physical regions £2"+".
Moreover, the scattering factor is symmetric in zy,, Zz,,, since there is no minus particle
between the i and the i + 1% plus particles.

From (2.7) we observe that x; and x;41 only appear as exponents of z, and z,,,, and
as there is no change in the scattering factor we only need to compare the z, and z,,,

factors
1 i 1 i+l o
<l—zn-> (1—z,,. 1) T T (B.1)
! i+

in the integrand for both sides of (2.3). For the left hand side of (2.3), i.e., when x;4+1 = x;,
the factor (B.1) reads as

LHS = Zoti 2oty ) EL
(1_Zm> <1_Z7Ti+1) (& Zmin)

When x;41 = x; + 1, (B.1) becomes

RHS = 2o Zoen Y 2
(1_277[) (1_Zm+1> (@2 )™ i

1 i 1 o
LHS — RHS = (Zm; 2y )™ ( — )
|:(1 — Zg) (1 = Zﬂi+1):| S 1 —zz, l—2m,

1 i ;
B |:(1 —zz ) (1 — Z”i+1)j| (2 Zri )™

This factor is symmetric in zx,, zZx;,,. Moreover, the scattering factor is also symmetric
in Zy,, Zx,,,, and hence summing over w € S, in (2.7) gives a zero integrand due to the
factor sign(rr).

It follows that

B.2. Proof of boundary condition (2.4). The proof of this boundary condition is very
similar to the one above. First we notice that when y;_1 = y; and y;—1 = y; — 1, the
scattering factor is unchanged and symmetric in wy,_,, we,. Hence as before, we only

need to consider
1 —i+l 1 —i . o
(1 - ) <1 — ) wa g (B.2)
Oi—1 O

Then difference of this factor between the left hand side and right hand side of (2.4) is
given by

1 - —y; 1 wai—|
LHS —RHS = (Wo; _ we;) ™" -
(1- wa,-_l)(l - wa,-) 1- Wo;i_y 1 - Wo;_,

_|: 1 i|—z w oy
B (1—wa,-,1)(1—woi) Oi—1"0i >

which is symmetric in wg,;_;, Wy, Thus summing over o € S, in (2.7) gives a zero
integrand, as required.
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B.3. Proof of boundary condition (2.5). We consider two cases when y; = x; and
yj = x; +1. From the integrand of (2.7), in these two cases, one only needs to check the
factor

i —J rj
! 1 i Vi 1
Zy-[l- wl)’j - o >
I — zg 1 —wg,; i 2 A + Bw;

for both sides of (2.5). For the left hand side of (2.5), y; = x; + 1, which indicates that
the i + 1% plus particle is sitting at the right hand side of y;. Therefore r; = n — i and

then
i —J Xi n—i
1 ! 1 . 1
LHS = ( ) ) ! .
I —zg 1-— Wo; Wo; j i) i+ ,ngj

Now let us consider the right hand side of (2.5) where y; = x;.Inthiscaser; =n—i+1,
since the i™ plus particle is sitting at y ;. It follows that

Z Xi n—i 1
RHS T _
'3 1-— zm (1 — Wo; ) (w(,j> IQ) Ay + ﬂw(,j
j xi+1 n—i
() () (2) Tl
1 —zyg We, il ¥miu t Bwe;
n - I
: B+a—-
1 — an <1 ) (ng) l:[ AZz,, + ,3ng ( Wo;

Xi n—i 1
) g [
oj 4
1-— W, Wo, J i ¥Emin + ,ngj

which is exactly the same as LHS.

C. Proof of Symmetrisation Identity Lemma 3.1

In this appendix we provide detail of the proof of Lemma 3.1. In Appendix C.1, we
show the direct proof by induction. On the other hand, the identity Lemma 3.1 can
also be derived by specialising equation (9) of [95], and we show detail of the proof in
Appendix C.2.

C.1. Direct proof by induction. We first recall the statement of Lemma 3.1,

- < jen (@i — 2 [iz @i — 1
Z mgn(n)l_[(zﬂ’ ) 1 . _ l_[1§1<jn<n(zj z )l_[l 1(Z )

7ESH Zmi (1_(1_p)1_‘[‘l]=1 Zﬂj) i= lzn(l_(l_p)zl)
(C.1)

We prove this identity by mathematical induction in n. One can easily see that (C.1)
holds for n = 1. We assume that it holds for n — 1, and prove it for n. Let us denote the
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left hand side of the identity by f,,(z1, . .., 2Z»). To make use of the induction assumption,
we need to find the relation between f; and f,,—1. The sum over S, can be split into
a sum over k € [1,n] such that 7, = k and then sum over S,_;. We observe that
sign(mw) = (=1 sign(o) where o is the permutation m restricted on {1,2, ...,k —
1,k+1,...,n}, and (—1)”_" is the signature of the permutation (1,...,k — 1,k +
1,...,n, k). Therefore,

n
(72— 1 1
fa@iseiizn) = (—1)“( ) Fam1(Z1s ey Zhm1s Tkl - - Zn)-
" " g a ) 1-U=-pIl " ’ "

Substituting our induction assumption for f,_1(z1, ..., Zk—1, Zk+1, - - - » Zn) and after
some rearrangements, we obtain

n

l_[1<l<j<n(z.] 2i) - i — $ (Zk_l)n_l 1
Pt ) = 7T lz,}_[l T DY I a=oazaow

k=1 i=1,i#k

In order to show the sum over k gives expected result, we consider the function defined
by

="' =1 -p)2)

F = .
e NS vy gy s v

By the residue theorem,

n B n (zx — l)n—l n 1
ZReszzzk F(2) —Z 1_[ (zk —zi)(1 = (1 = p)zi)

k=1 =1 k i=1,i %k
= — Res;—0 F(z) — Res;— F(2)
B 1 (1-p)
Tl 20— =pz) 10— —pz)

which gives the required result to complete the proof.

C.2. Alternative proof. We start from the identity, which is equation (9) of [95]:

n

. 1 1
Z sign(o) H l_[ (1—1, ) —(—p)— Ty

oeSy I<i<j<n P+ 480iSo; = Soi i

=qn(n—1)/2 Hl§i<j§n(gi _gj)
[ToiGi = (A =p) =) [T1<izjcn (P + ik — &)

where0 < p < 1, p+g = landt = p/q. Setting p = 0, ¢ = 1, T = 0 and simplifying
the product yield

1 \! 1
ZSIg““”“(&,) (sai—l) (T &) — (= p)

oeSy,
n(n=1)/2 [Ti<icj<n& — &)
[T & — (1 —pnertE — 1!
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Changing variables & = z;- Uforalli e [1, n], this equation is written as

i—1 T 7o n_ot i<i<n (@ —2i)
Z mgn(a)Hz ( ) — J=t Urfl - 1;[’—1 i nlfiT}Sn pTE
ocs, — Zo; —(=p) l—Ij:i 20 iz (1 —2z) 1=1=pz)
Replacing o = (o1, ..., 0,) with its reversal 7 = (o,, ..., 01), the left hand side is
written as

71[ (I_Zn,)l nl_[ =1 %

D =" 2 sign(n) [ ] :

TES, io1 1=0=p) szl g

and canceling like terms on both sides yields

3 (1 1)/2Slgn(ﬂ)1—[ (1= zm) H; 12 H?:lzi(ln—zz')l_hgkjgn (Zj—zl').
e L 1= =) [Ty 2, i=1 1= (L= p)zp)

Considering the equality
n i n n
n+l—i n+l —i
[111e = l_[Z =141
i=1j=I i=1 i=1
and dividing []7_, z} *+1 into the both sides, we obtain

nn—1)/2 i 1
Z( 1) mgn(n)“( - >

= 1= (1= p) [Tz 2s;
_ [Ti= (1 —z) H1§i<j§n (zj —zi)
[Tm 2/ (1= (1 = p)zi)

)

and then, accounting for (—=D)r=D/2(_ynt+D/2 — (—1)”2 = (—1)", we arrive at
equation (C.1).

D. Asymptotic of the Rescaled Kernel

D.1. Proof of Lemma 6.1. The facts that w, is a double root and w, is a single root
can be checked easily. To prove I" gives the steepest descent contour, we first show that
Re(g1) is decreasing along I> U I'3. On I3, we find

dRe(g1)(s)

ds

2s2[ 3@ —=p)1 —p)21+p) =251 — p)B+10p — 5p2) —252(11 — 6p +3p%) — 1253(1 — p) — 8s4]
(Bs2+ A +p—92)(3s2+ (L +5 — p)2)(3s2+ B +5 — p)?) ’

One can verify that d Re(g1)(s)/ds < O for any s € [0, 2] and any p € (0, 1), implying
that Re(g1) is decreasing along I5. It follows by symmetry that, Re(g1) is increasing
along I7. In fact, Re(In(w)) = In(Jw|), so Re(gy) is symmetric with respect to the
horizontal axis.
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~

Fig. 11. The deformed contour I"" with the blue part I'yert

It remains to check the monotonicity of Re(g1) along I'3. Again taking the derivative
along I3, we have
dRe(g1)(®)  2(1+ p)*sin(6) cos(0/2)*[17 — 5p +3p2 + p> + 8(1 + p) cos(6)]
do 5420+ p2+4(1+ p)cos()[17 +2p + p2 +8(1 + p) cos(B)]

which equals zero only at 6 = 0, m, i.e. Re(g)) decreases when s € [—27/3, 0],
and increases when s € [0, 27/3]. In fact 17 — 5p + 3p + p> + 8(1 + p) cos(¥) >
9—13p+3p>+p>. The derivative of 9— 13 p+3 p>+p> withrespect to p is —13+6p+3p> <
—13+6+3 < 0, indicating that 9 — 13p + 30> + p> > 9 — 13+ 3 + 1 = 0. Similarly,
one can see that 5+ 2p + p% + 4(1 + p) cos(9) and 17 + 2p + p2 + 8(1 + p) cos() are
non-negative for any 6 and p € (0, 1).

Therefore, we conclude that Re(g1) is strictly monotone along " except at its minimum
point w = 2 — p’/2 and maximum point w, = p’/2.

Similarly, the fact that the contour X is a steepest descent path for —g;(w) can be

proved by calculating w along X.

D.2. Proof of uniform convergence of the rescaled kernel, Proposition 6.2. Consider the
steepest descent contour I" X X = (U?:1 I;) x (U?:l X;) defined in (6.11) and (6.12).
We observe that the integrand of the kernel contains the factor (w —z) ™!, which requires
that the z, w-contours do not intersect with each other. As a consequence, we need to
deform the contour I" away from the saddle point w,, and replaced by a vertical line
through w,(1+36) (see Fig. 11 and (D.1)). We choose § = +~1/3. Under such a deformed
contour, we now can bound |w — z| ™! by (wid) ™! along I’ x X, where

= {z IS F}|z—w*| > 2w*8}+{z E(C’z= Wy + Wy (1 — s1), 5 € [_ﬁ, \/5]}
(D.1)

To estimate the integrand of K7 (&, ¢) in I'" x X, we separate the contour into two
parts: far away from the point w, and the neighbourhood of w., denoted by

r‘=lzer|lz—wd <4}, 1 ={zerlz—w=<a}, (D.2)
24 =lwe Z|lw-wdl =< A}, (D.3)
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where we choose* A = r~1/9 5o that the integrand along the distant parts can be bounded

by e % A% 5 0 as t tends to infinity. We will see this later in the proof. The deformed
contour is now separated into four parts: I/4 x T4, (I'\I"4) x 4, ' x (2\24),
(I''\I'"*) x (£\XZ*). As will be shown later, the main contribution in the long time
limit is from the first part "4 x ¥4, i.e., paths of integration passing near a saddle point
wy. It will be also shown that other parts and the error terms of the first parts converge
uniformly to zero on [—L, L]z.

The integrand in (6.7) is estimated in three parts: z-integrand e/ (/&) =/ (W 1.6)+84(2),
w-integrand e~/ W10+ (e t.O%gy W) and (w — z)~!. We have the following bounds
of the factor |w — z| along the deformed contour,

min [w — z| =w4b, (D.4a)
(zw)el"Ax x4
V3

min lw—z| >—A. (D.4b)
(Zw)e(I"x D\IMAx X 4) 2

(i) Main contribution on I'’ A % ¥4 Letus now give the main contribution on 4 x
>4, Consider the z-integrand e/ @&~/ «1.8) and introduce a new variable: z =
Wy + )Fll, where A is some constant which is defined in (6.14). Using the Taylor
expansions given in (6.9), the z-integrand e/ @6~/ (W.1.+25 () ig rewritten as

e/ @18 = f(ws,1,5)+8y (2)

— el81@—g1 (W) H{g2()—g2 (W)} +{g3(2.5)—g3 (s )} P44 ()

D.5
:eza.(r‘Z)3t+b3_gr1Zz1/3+g¢(w*)+(9(z4z,zzt'/2,22t1/3,LZZt‘/3,Z) (D.5)

— e%Z3tf(x2+§)Zt1/3+(’)(Z4t,Zztl/2,2211/3,Z),
where in the last line, gg(wx) = 0,2a1473 = 1/3 and b3 ¢A~! = —(sp + &) with A and
Le defined in (6.14) and (6.5), respectively. Note that L is fixed and hence O(LZ?t'/3)
can be absorbed into O(Z%¢1/3).
With respect to the new variable Z, let y 2 be the corresponding path of the line integral:
yA = {Z € (C|w* +1717Z e F/A}. It is easy to see that any Z € y4 satisfy |Z| < AA.
We then factorise the integrand into two terms: main contribution and the error term
R:

1,3, 1/3 4, 22.1/2 52.1/3 1 52.1/3 13, 1/3
03 Z—(+) 20 4024, 22 2, 220 P L2 B Z) _ A ZPi—(sa+9) 2t R.,

where

R, = o3 Li—(s245)21"3 (eO(Z4z,Zzt'/2,Zztl/3,Z) _1> _
We claim that the error term R, gives a zero integral in the long time limit, which
will be shown in the second part (ii) of the proof. To get rid of the variable ¢ in the

4 We couldn’t simply choose A = § = +=1/3 since we need to choose 8 and A such that, as ¢ goes to
infinity, 8113 < 0o and Arl/3 = oo are satisfied, i.e. the paths I'"4 and >4 become the Airy contours
defined in (1.10).
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integrand, we change the variable Z to v = '/3Z. The deformed contour now becomes
yA’W = {v e Clwe+v/(At13) e F’A}. The z-integrand is then rewritten into

3V R (D.6)

where
R, = e%”L(”*é)” (eo(”4’71/3'”2t71/6’”2t71/3’”t71/3) — l) . D.7)

Let us now consider the w-integrand e~/ (W-6.O+f (We.t.0+gy (W) §imilarly, we change
the variable to w = wy + A~!W with W = =13y, then the contour now becomes
oA = {u € C|w* +u/(A13) e EA} and the integrand is written as

#e*%u’ﬁ(.ﬂzﬂ)u +R,, (D.8)
Wy +C

where

R, = 1+ e—%u3+(sz+§)u (eO(u41_'/3,142[_]/6,142[_1/3,ut_'/3) _1> ) (D.9)
Wk &

Note that the coefficient (wy + ¢)~! comes from the factor e8¥ ) = (w, +¢)~!, while
eg¢(w*) =1.

Here we focus on a part of the integral (6.7) whose integral path is limited to I''4 x X4,
By the change of variables v = t1/3k(z — Wy), U = tl/3k(w — wy), and combining
(D.6), (D.8) and (z —w)~ !, a part of such an integral that does not involve error terms
R, and R, now becomes

d_vd_u;6%03—(SZ+E)U—%H3+(S2+C)M (D.10)
Al gal3 21 2wiv — u ’

where 747 * denotes a path obtained by reversing the orientation of y 4 "> In the
following, let C denote a path obtained by reversing the orientation of C.

Recall the Airy kernel A(x, y) in (1.11). Considering the definition of the Airy function
(1.10) and carrying out A-integration by using the identity fooo dre ™ = 1/a which
holds for a € C satisfying Re(a) > 0, we can obtain another expression of A(x, y) as

Alx,y) = / d_vd_uLe%va_”_%‘ﬁﬂ’u’ (D.11)
7O xgo0 271 2wiv —u

where

y® = {v eClv=—se3 s¢e (~oo, —2w*6kt1/3)} V] [v e Clv=wdr' P —si), s € [—x/g, ﬁ]]

UlveClu=se 3 s e (2w.sar'’?, 00)}
o0,

o .={u eClu=—se 273 5 ¢ (—oo,O]}U {u eClu=se?B se(, oo)}.

We choose such contours because they are convenient for the subsequent calculations.
Using similar arguments to those explained in [16], one can show that, in the long time
limit, (D.10) behaves as the kernel of GUE Tracy—Widom distribution, i.e.,

dv du 1 ; ; 3
/ s S T A s+ 0| £ O
YAl xo At -
(D.12)
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holds for ¢ large enough where c; is some positive constant. To see this, we first notice,
from the form of the Airy kernel (D.11), that the left hand side of (D.12) is bounded
above by

/ d_ve%v3f(s2+§)v/ d_ue*%“%(sﬁf)”L

oo 27i g g3 2mi vou

+/ d—v.e%v3—(Sz+S)”/ (1—u.e_%“3J'(52+“"L , (D.13)
oo _yarl3 2mri ol 2mi v

where y; — y» denotes the concatenation of the contours y; and ;. The Airy contour
. 1/3
o differs from the contour o2’ by

0@ g _ {u eClu=—se 273 5 ¢ (—oo,—kAtl/3)} u {u eClu=se?B se (AAt1/3,oo)}.

(D.14)

We can also find that, in the integrands of (D.13), |[v — u| > D At'/3 holds with some
positive constant D. Then, the first term of (D.13) is bounded above by

/ 1dv] / |du| o= JutH(s2Ou
7 2

o-oc_o-Atl/3 2
/ o0 3 o0 3
o f dre—%—%(mé)rf ds e 5 —3ar0s
— Arl3 0 AALL/3

1

vV—Uu

1

o3V —(s2+6)v

(D.15)

—r3/3 -s3/3

where ¢’ is some positive constant. e and e are dominant in the integrands and

it follows from f AOZ /3 dx e’x3/ 3<ee 14% with some positive constant ¢ that the first
term of (D.13) is bounded above by O(e ¢! A% ). For the second term of (D.13), °° also
differs from 74" by (D.14) (7 — 721" = (D.14)). Then, the second term of (D.13)
can be evaluated in the same fashion as the first term. Hence it turns out that (D.13)
is bounded above by O(e_clA3’), and then we arrive at (D.12). Because A = ¢~ 1/9,

O™ Ast) decays exponentially with respect to . Hence we have shown that without
error terms, the integral in I x X tends to an Airy kernel as 7 goes to 0o. Next we
will prove the integral involving error terms vanishes.

(ii) Estimate of the error term R in '’ 4 x ¥4 Rewrite the target integral into the main
contribution and the error terms:

s dz dw 1 efG@LEH—fwatb)+gy()
et /F’AXEA 271 2mi w — z of WLO—Fwet,O)—gy (w) (D.10)
- d_v d_u 1 (R R, +R e%vz’—(sﬂé)v +R e%u3—(‘?2+$)u)
yar3 2mi J a3 2miu — v v ‘ ’
dv du 1
_ dv. du .6 +h(,0) [eO(v)+0<u> _1] (D.16)
yar3 2mi J a3 2miu — v '

where h(v, &) = %v3 —(s2+&)v,and O(v) = OW*t=13, v2=1/6 2=1/3 =173y,
Let us now show that the above vanishes in the long time limit. First recall (D.4a),
we have the estimate |u — zl_l < w*_l)us_lz‘_l/3 = AJwy, as § = t~1/3 Then by the
inequality | e* —1| < |x|e/*!, we can bound (D.16) by the product of two line integrals as
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A
(D.16) < —/ /
wy Jyas J_ganss

dv

2mi

du

o e M EM.) o OWHOW | 0 (4) + O (v)] := R.
71

(D.17)

We now only need to show that R goes to zero as ¢ tends to infinity. Let us now con-
sider O (v). Clearly, O(v*tr~1/3) is dominated by O@*r~1/0) forlarge enough . Likewise
O?t~1/6) dominates O(v?r~1/3), and O(vr~'/%) dominates O (vt ~'/3) when  is large
enough. As a result, O(v4t’1/3, v 16 2173, vt’1/3) < t’l/é(’)(v“, vZ, v). Then
letus consider e? ("), We observe that along yA’1/3, max|v| < A1 < 114 a5 we choose
A = t71/9 When ¢ is large enough, [v* 13| < |v[*~13 < [P~ V12 < |v]3/6, ie.
OW*13) < |v|?/6. Similarly, O(v?t~1/6 v2t~13) < |v|?/6 and O(vt~1/3) < 1
when ¢ is large enough. Therefore, O(v*t~1/3, v2r=1/0 v2¢=1/3 yr=1/3) is bounded by
(v +v|?) /6 + 1. Consequently, R is now bounded as

A dv
R <t Vo6 —
wy Jyanss J_pans

2mi
where O(v) = O@* 1%, v), and h(v,&) = Jv¥ — (2 + E)v + ¢lvl> + Fv* + L.
One sees that the dependence of ¢ only appears in the integration boundary u = v =
2AtY3eET/3 Since A = 1719 ie., A1/ > 1, the integrand is dominated by the term
eV g P el glul — o= 327 A% yi e boundary. This implies that the integral (D.18),
without the prefactor =1/, is bounded in the limit # — o0o. Namely, for large enough
t, there exists a constant ¢3 such that

du | g OW)+O0w)|, (D.18)

2

R < 03t_1/ 6,

(iii) Estimate of (I’ X Z)\(F’A X ZA). Next, we evaluate the rest of three terms in
(I x IH\(I"A x Z4): (I'\I") x 24, 7" x (Z\Z2), (I'\I'"*) x (¥\2*4). Here
we only show the proof sketch of (I'"\I""4) x X4, while the proofs of the other two
follow exactly in the same way.

Let us consider (I"\I"'?) x ¥4. By Lemma 6.1, we know I is the steepest descent
contour along which the real part of gi(z) takes the maximum value at z = w, on
I'. For t large enough, the real part of g(z) takes the maximum value at the points
7 = wy + AeT/3 on I'\I"A. By the Taylor expansion (6.8), one can see that along
I'\I'"*, we have

Re (g1(2) — g1(wy)) < —2a1 A% + A*Re 73 1y (wy + A4eF7/3)) < —a; A3,

where a; > 0 is given in (6.10), and the second inequality holds when ¢ is large enough.
Since A = t~!/% and the function A (z) is bounded along I'"’, then A|h|(z)| < ay for t
large enough. Therefore, the z-integrand except (w — z)~! is bounded by

|ef @1 fwat§) | < g=arA’+OG!2)

Note that the bound is uniform for any fixed L. Then by (D.4b), we have the bound of

lw —z|7! < 2/4/3A71 « 21173, Since A = 1719, then e=4" = ¢~**"*. Obviously
e’tz/3 (13 eo(tl/z) — 0 as t — oo. In conclusion, for large enough ¢,

|/ @O FWati®) () _ =) < o=@ a2, (D.19)

where a; > 0.
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Now we are left with the w-integrand (except for |w — z|~!). Using the change of
variable again u = t1/3k(w — w,), we have

)\—1
Wy +C

(/3= F 0+ f (e, O +gy (w) _ ehlw.8) (0w

where h(u, ¢) = tu’ — (s2+ Ou and O(u) = O*t=1/3 u?t=16 w213 ur=1/3).
By the same analysis as in part (ii), one can see that

du 2!
— _eh(uyf) 60('4) < ca, (D.20)
A3 2| | wy + ¢
where ¢4 is some positive constant independent of ¢.
Combining (D.19) and (D.20), we obtain
aotl/3 / 4z 4V - S drre @ fwn o sy 1| ~tast (D 2])
i (rhyx s 2mi 2l w—z| " '

where c5 is some positive constant, and hence (D.21) goes to zero as ¢ goes to infinity.

D.3. Proof of (6.18). Since g1 (z) is analytic along I"" and X', there exists some positive
constant Hy such that |hi(z)| < Hj for z along I'" and X’. Similarly, we also have
|h2(z)| < Hp, |h3(z)] < H3, |hy(z)] < Hy and |hy (z)| < Hy. Consider g(z) near
7 = Wy, We have

lg1(2) — g1(ws)| = |2a1(z — w)* + (2 — wi)*h1 (2)
< 2a1]z — wil? + Hilz — wa|* < 3ai|z — wl, (D.22)

where the lastinequality holds under the restriction that |z —w| < Hy/a;. Consequently,
if [z—wy| < Awhere A := max{H /a1, Hy/|bz|, H3/|b3|, Hy/|bg|, Hy /by |}, the fol-
lowing inequalities hold:

1g1(2) — g1(wo)| <3aylz — w.l, (D.23a)
122(2) — g2(wy)| <2|ballz — wil?, (D.23b)
123(2) — g3(w)| <2b3]|z — wyl, (D.23¢)
|86 (2) — gp(wi)| <2Ibgllz — wal, (D.23d)
|y (2) — gy (W] <2lby 1z — wyl. (D.23e)

Furthermore, if |z — wy| > 12|b2|t =12 /ay, then 2|bs||z — wy|2t1/? < %allz — wy 3t
. _ (1213, — 120bg . _ 120by ],
Therefore, if |z — wy| > max{—ua”f't 12, —lzallflt 173, \/—“11""1‘ 12, \/—Ll‘”lt 1/2},

1/2

1
182(2) — g2 (wi)| 112 <2|bal|z — w[*t!/? < gl = w1, (D.24a)

123(2) — @3(wi)| 113 <21b31z — welt'? < Zap]z — wyt, (D.24b)

N =

1
|86 () = go(w)| <20bsllz = wil = carlz — w1, (D.24c)
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1 3
|8y (@) = gy (w)| =2lbyllz —wl = Zailz —wilr. (D.24d)

When 1 is large enough, ~1/3 > 1=1/2 j.e., we only require |z — wy| > +/ %t‘lﬂ =

c1t~173, then the above inequalities hold. Using the above inequalities, we have the fol-
lowing estimations.

o Contribution from Ie: (6.18a)

Forz € I'ert, |[z—wy| < 2wid < A = +~1/9. Since A is a fixed constant, one can choose
t large enough such that [z — w,| < A < A. Moreover, we restrict § > clt_l/3/w>,< SO
that |z — wy| > w4 > clt’1/3. Thus, from (D.23) and (D.24) we have,

o/ @D=FWaD+8p @) | < Bartar/Dlz—wil’r oep(wse) < 28a1(Wsd)t ogp(we)

e Contribution from "4\ Iyer: (D.25)

Note that we can also bound this part by e
However, since the contour now is along the direction e
of g1(z). We parameterise z along rA \ertbyz = wye+ve
Therefore,

3.
28a1(w+8)” ysing the same method as above.

Fin/ 3,.we could refine the bound
H7/3 where v € 2wy, Al.

‘egl (2) =81 (ws)

—2a1v3+h (7)v* eFH7/3 —ajv’
‘C =e ,

—1/9

when |z — wy| < A.In fact, we have |z — wy| < A = ¢ < A when t is large

enough. Then we repeat the above estimate (D.24) for g» (z)t]/ 24 g3 (z)tl/ 34 84(z) and
we obtain for I\ Niert,
el @D=FwiD+gp(D) | < g(—ar+ar/Dlz=wil’t ogp(ws) < g=av’1/2689ws) (P 25)

In fact, when z € F’A\Fvert, we have |z — wy| > 2wyd > wyd > clt_1/3, which
satisfies the restriction of (D.24).

e Contribution from I'"\I"'4: (D.26)

This estimate is exactly the same as part (iii) in the Appendix D.2. Recall that we have
proved in Appendix D.2, along I\ I"'4,

f@D=Fwentey@| < g A3+0G!?) (a1 a’1)2. (D.26)

where eC0')) < e@14%/2 for ¢ large enough.

D.4. Proof of (6.20). Along I'’, the minimum value of z + ¢ is taken at the point
7 = w4 (1 +8) (See Fig. 6). Therefore,

Wy + C Wy +C 1 _1 ws g
S — 3 S e 2 wx+c s
z+c¢ wy(1+6) +c 1+w*+c
where the last inequality follows by 1/(1+x) < e /2 when 0 < x < 2. This restriction

is satisfied if we suppose § < 1. Similarly, we consider the term involving ¢. Along X/,



130 Z. Chen, J. de Gier, I. Hiki, T. Sasamoto, M. Usui

when ¢ > 1, |w +c| takes the maximum value at w = w — w4 8(1 £+/3i) and, as easily
seen from Fig. 6, it is given by

lw+c| < \/(w* +0)2 +482w% — 28wy (ws +0)| = \/w*(482 — 28+ 1) + 2wyc(1 — 8) + 2.

This can be seen for the following reason. Actually, for § € (0, 1/(1 — p)), if ¢ satisfied
0<c<{25—D(1 — ,0)2—4(1+,o)}/{28(1—,0)—8} =: C(p, ), |lw+c|takes the max-
imum value (3+p)/2—catw = —(3+p)/2.Forfixed p € (0, 1), C(p, §) is anincreasing
function of ¢ in a region § € (0, 1/4) and hence maxse(o,1/4) C(p,8) = C(p, 1/4) =
{(as+ ,o)2 —192}/{4(15+p)}. Since C(p, 1/4) is also an increasing function of p in the
region p € (0, 1), it turns out that max,¢(,1) C(p, 1/4) = C(1, 1/4) = 1. Therefore,
when ¢ > 1, |w + c| always takes the maximum value at w = w, — w,6(1 £ V3i) on
X' forany p € (0, 1) and § € (0, 1/4). Then we bound 482 — 28 +1 by 1 — §, which
is valid when 0 < § < 1/4. It follows that

|lw + c| 5\/(w£ + 2wy +c2)(1 — 8) + 8c2

=V(ws +¢)2 = 8[(ws + )2 — 2]

<V (Ws + )2 — Swy(wy +0).

Therefore,

Sw* 1wk
< e 2 wx+c

‘w+c

Wx+cC| Wi +C

where the last line follows by /T — x < e™*/? when x > 0.

E. The proofs of Lemmas and Proposition in Sect. 7

In this appendix we prove Lemmas 7.1, 7.5 and Proposition 7.2 in Sect. 7.

E.1. Proof of Lemma 7.1, on commutativity between the integrals and the sums. In
the following, we will prove that the determinant of the matrix K°(x;, x;, 7) has the
dominant series as

det [K< i, x5, D] | = Ml_[e T (E.1)

where M is some constant depending only on n,m € N, t € (0, 00) and k € [1, m].
Since the series in the right hand side of (E.1) is a geometric series, we can perform the
infinite sums from x; = 1 to oo for all i € [1, k] and it turns out to be finite:

00 o0 o0 k 1 k
*%5)&' —

>3 e e | <o

x1=1x=1 xr=1 i=1

From the Weierstrass M -test, which is specialisation of the Lebesgue’s dominated con-
vergence theorem, it turns out that we can commute the sums over x; € Nforalli € [1, k]
and the integrals with respect to z; forall j € [1,n — 1].
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In order to show (E.1), we will prove the inequality
|+ ) VK (x, y,D)| < Cem MmO, (E2)

where C is some constant depending on n, m € N and ¢t € (0, 00). From the formula of
K¢(x, y, 7), which is given by (7.1), we can find the following bound:

-1
- |dz| z+p’ I Re(s z |"™[1+z|" w*+cX" 1+z;z
wy +¢) VK (x, y % e 2Re@_= | 1% —=
|( #+0) ( )| 2 | z+1 z—1 z z+c¢ /1j[1 14z
Xf |dw|' w+1 o LRe() wfl‘ ‘ n Wy e | 1+w 1
0.—p’,(—z;‘)j;f 27 [ (w+p)(w+c) 1+w w+c i I+zjwl||w—z|

Let us choose the contours of z-integral and w-integral as I"” and X’ defined in the proof
of Proposition 6.3, respectively. This implies that, for any z and w on the contours, the
parts depending on x € N and y € N are bounded above as

X
Wy + C Wk
* S e 4(wx+c) dx

Z+cC

Wy + C ‘—Y sy

< C_ 4(ul;U:+c)
w+c o
Since the contour of z-integral does not pass the points at z = —c and |z|, |w| < oo and
|w — z| > 0 holds for any (z, w) € I'" x X', the other parts of integrands are bounded
by some constant depending on n, m € N and ¢ € (0, c0). In addition, considering that
the lengths of the contours are finite, it turns out that (E.2) holds.
Since a determinant of a matrix whose (i, j) entry is given by a; ; and a matrix whose
(i, j) entry is given by b*~%/q; ; are equivalent, we obtain the equality
det [K< (. x;, 9] (E.3)

= ’det [(w* +o) YK (%, Xj, Z)]

lsi,jsk’ lsi,jsk‘ :

Application of the Hadamard’s inequality to the right hand side of (E.3) yields

k
‘det [(we + " K (i, x5, D] ]<k‘ l_[ Z |(ws + ) TTIKE(x;, x;, Z)|
i=1\ j=1
(E4)
Finally, using the inequality (E.2), we get

8(x; +xj) 8x;

Wk
= Ce 4wx+o)

Z\<w*+c>xl"‘fl<c(x,,x,,z>1 cc|yemn
j=l1

(E.5)
Since %8 > Oandx; > lholdforany j € [1, k],itturns out that Zl;zl e Zwara %)
k holds. Therefore, it follows from (E.5) that we obtain

k k k
[T > e+ oy ike.x;. D <kzc*[[e @™, (E6)
i=1\ j=1 i=1
It follows from (E.3), (E.4) and (E.6) that the inequality (E.1) holds with a constant M
setas M = kéck.
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E.2. Proof of the regularity of the kernel, Lemma 7.5. A complex function f : C*~! —
C is complex analytic if and only if it is holomorphic. In the following, we will show the
kernel is holomorphic by proving it is complex analytic in S(1, 7)"~! for r € (0, 1). In
other words, we will show that, for any b= (b1, ....,b,—1) € S, r)”_], there exists
an open polydisc S(b1,r1) X --- X S(by—1,rm—1) C S(1, r)"_1 such that the kernel
K¢(x, y, 7) has a power series expansion

00 n—1
n - k
K(x,y,2) = E Chy, oo kin_1 l_[ (zj —bjp)Y,
kiyoeskn—1=0 j=1

which converges foranyz € S(by, r1)x---xS(b,_1, Fn—1), where coefficients Chysookn
are independent of Z. In this proof, we start from the form

—1 n—1

dz 4z dw l+w 1
K¢(x,v,7) = FC(z, J f G (w,y ,
*y.2) leni @x) 1_[ 1+z Jo— /.{_zfl]nfl 2mi W, ) l_[ l+ziww-—z
j=1 s =P i Jj=1 j=1 J

(E. 7
where the functions F(z, x) and G¢(w, y) are defined in (7.5).
As stated in the proof of Lemma 7.3, we can choose the contour such that
1+w
>r>|bj—1 (E.8)
w
hold for any b= (b1, ...,by—1) € S(1, r)”_1 and w on the contour. Using the reverse
triangle inequality and (E.8), we obtain
1+w 1+w
+(bj— D] > —1bj—1>r—|bj —1] > 0. (E.9)
w

Suppose that the open polydisc S(by, r1) X - - - x S(b,—1, ry—1) isincluded in S(1, r)"_l,
rj and b; satisfy
ri<r—1b;—1]| (E.10)

forany j € [1, n — 1]. It follows from (E.9) and (E.10) that the equality and inequalities

_ bj—z; lzj — bl

- < < J <1 (E.11)
(I +w)/w+ (b —1) [d+w)/wl—|b; — 1] r—1bj—1]

w(bj —Zj)
1+bjw

holdforanyz € S(by, r1) x---x S(by—1,rn—1) C S, r)”*1 and any w on the contour.
The right hand side of (E.7) depends on z; via the factor (1 +z;z)/(1 + z;w), and
(E.11) guarantees that a Taylor series expansion of it around z; = b;:

1+ZjZ > k
— di(z,w,b))(z; — b; E.12
I+zw I; k(z, w, bj)(z; j) ( )
converges, where
l+bjz
—L fork =0
T+D;
de(zow by =1 "

k
w— —w
w(l+b§w)(l+bjw) fork = 1.
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Since a Taylor series (E.12) converges uniformly for any z and w on the contours, we
can move the sum over k € NU {0} to the outside of z, w-integrals. Therefore, the kernel
can be expanded as

oo n—1

Ky, D= Y ke | | G —0Y, (E.13)

ki,.ooskn—1=0

—1n—1
[ [ dw F¢(z,x)G(w,y) (1 +w)\" 1n
di. (z,w,b;).
..... 27‘[1 0,—p/, n 1 277,’1 w—2z 1+Z Jlj[l k;(Z w J)

To confirm convergence of a power series in the right hand side of (E.13), we will
evaluate an upper bound of |cg, .. x,_;|. Using the Cauchy’s integral theorem, we can
choose the contours of z, w-integrals such that the absolute value of integrand except
for ]_[ dk (z, w, bj) is finite for any n,m € N and ¢t € (0, 00), i.e., the contour of
z- 1ntegral does not pass the points at z = —c and the lengths of both contours are finite.
From (E.9) and (E.10), we also have

1 1
<_a
r—|bj—11 7 r;

w
1+bjw

hence we can find an upper bound of |di(z, w, b;)| as

1+ij
|do(z, w, bj)| = <Cy, (E.14a)
1+bjw
k
- — C
ldi (2, w, bj)| = | ———= v <22, (E.14b)
w(l+bjw)\1+b;w r;?
where C and C; are some positive constants. Utilising (E.14), it turns out that [cg, .. x,_ |
is bounded as
ldz] ldwl | FE(z, )G (w, y) || 1+w "1
Ck] knl % %}p _|n:ﬁ I ‘1+Z ‘dk(zwb))

- =
RS rknfl
1 n—1

where C is some constant depending on n, m € N and ¢ € (0, 0o). This implies that a
power series in the right hand side of (E.13) converges.

E.3. Proof of extension of decoupling to determinant, Proposition 7.2. In order to sim-
plify the notations, we introduce the abbreviations

Kij(@) = K°(xi, x},2), Kij = K°(xi, x;), Ai(R) = A°(x;, 2),
(Ap); = Al (xi), B; = B (x;),

and the vectors

K@ = (Kn@. Kn@). . Ku @),
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= (k) _ _ _
K; =(Ki, Ko, -+, Ki) ,
BO = (By, By, -, Br).
In the following, using k-dimensional row vectors v; = (v;1, - - - , Vix), We represent the
determinant of a k x k matrix det[vi j] 1<i,j<k 8
Uy Ul V12 - ik
v2 V21 V22 - - U2k
Uk Ukl Vk2 - - Vkk

Using these notations, the claim of Proposition 7.2 can be represented as

TRP @)
dzj [i<icj<n1 (2 — )
fHZm M2l @ - 1)/+1 Hh(z,) :
Jj=1 Jj=1 = (k) =
—Kk (Z)
- = (k) 1 p )
l_[ ( Kl - szl Hq=1 (Zq - 1)(A1))1B
de I<i<j<n—1\Zj
fnzmﬁn @) : - E1D
= (k) n—1 n (k)
-Kk _Z Hq I(Zq - 1)(Ap)kB

Since K;;(Z) is invariant under exchanges of any two z-variables and is a holomorphic
function in the vicinity of z; = 1 forany j € [1, n — 1] as shown in Lemma 7.5, we can

apply Lemma 7.4 to one row of det[K ij (Z)]1<i i<k’ Applying Lemma 7.3 to the first

row and using the multilinearity of determinant, the left hand side of (E.15) is divided
into two terms as

: &)
% 1_[ dZ’ Misicjzn G - )ﬂl_[ h(
27i 1‘[’!7{ @ — 1)+ 2j) 3 :
= LK@
r = (k) a2
Ky — @ —DAGBW
nl dz; [i<icj<n—1(j—2) nl K(k)(z)
% ]_[ 27 1—[11—1 (zi — l)j+1 1_[ h(zj>
j=1%j j=1
L Ek(k)<z>
Fe A1 B®
el
7§ ]—[ dZ/ 1_[]<l<]<n 1@ — )"l—ll he)) 1 K(k)( NI Ké '@
A O YT Vs @-D*|| @ - :
K06 K@
(E.16)

For the same reason, we can apply Lemma 7.3 to the second row of the first term of the
right hand side of (E.16) and divide the term into further two terms. Carrying out the



Limiting Current Distribution 135

same calculation from the second row to the k™ row in order, the determinant is divided
into k + 1 terms as

1 KP@)
dZ/ 1_[1<1<1<n l(zl ZI)" h
H I 6 - H CRJI
KR @
r=® - e -
K, |
. *_(.k)
7§1—[ dzj H'<<f<—1(zf1—[] hend ! 1 ! Xk: Ky
2mi l—[n_l @ 1)+l J (21— 1)? . (21 1 Ac(D)B
j=2 . =1 K(k)( )
: 0+12
:.k = .
Fel L K,i“(z) i

(E.17)

For convenience, we define K“(x, y, 7) and A’°(x, z) as the function which are ob-
tained by substituting 1 into z; of K¢(x, y, Z) and z, of A(x, Z), respectively. In other
words, K’“(x, y,7) and A”(x, 7) are given by

K, y, D) = K(x, 5,9

z1=1

n—1
l+2zjz 1+w
—Ffz, ! % —G”w y
yf ( )1'[ el ( >>]'[

ul2m 1+zww—z

dz [ P
A/(‘ ’* — AC ,ﬁ — —* F¢ , - J .
J=3

L 1+
In addition, we introduce the abbreviations

K@) = K" (xi,x;,2), A{@)=A"(x,2),
and the vector

KP@ = (KL@). Kh@. - K @).

We focus on each summand in the sum over £ € [1, k] on the right hand side of (E.17).
Since K;;(Z) and A;(Z) are holomorphic functions in the vicinity of z; = 1, the z;-
integrand is a function with a single pole of order 1 at z; = 1 and the z;j-integration is
carried out by substituting 1 into z;. Hence, the » summand (» € [1, k]) in the sum
over £ € [1, k] on the right hand side of (E.17) is written as

_ - (k) A
Kl
-:('k)

dZ] l_[2<l<j<n I(Zj Zl) Krf_l

r+1

12,;“) @ |
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Removing the variable z,,_1 and shifting the indices of Z-variablesby 1 as {z;, ..., z,—2} —
{z2, ..., Zn—1} in the claim of Lemma 7.3, we obtain

7§l_[ d H2<z<,<n4 @) —z) [TrEHK @ y. %)

21 2( =0 5
n—1 n—1
dZ] l_[2<1<]<n—1 (ZJ Zi) ) > C Ic >\ pC
7§1‘[ R T jl:[zh@,) (K€, 3) = (22— DA (. DB ()]

(E.19)

Since K; ! (z) and A;(7) are symmetric under the exchange of any two variables in

{z2,..., zn,l}, we can apply the equality (E.19) to one of the rows from r + 1% to k"

row of the determinant (E.18). Applying the equality (E.19) to r + 1% row of the deter-
k

= (k) .- .
minant in (E.18), it is replaced with K, | — (z2 — l)A;H (z)B(k) and (E.18) is divided
into two terms as

r = (k) A
1
= (b
r—1
h(l)¢;i_[1 dgj n2<:</<n 1@z —-z) l—[h(7 A, (—)B(]‘)
I | e Y @
=2 i= K= G2 = DAL, DB
r+2( )
L £EP @ J
r z® A roz0k S
K, K,
:(-k) i(}«)
n—1 n—1 Ky . r—1
_h(l)fl_[ dzj n2<1</</1 1 (25— 2) e 1 AGBY || A@ALG Bk
27 G- L T @-0r g (@2-D B®
r+
B9 K8 @
9 | L7 ]

Obviously, the second term vanishes because the r row and the r + 1% row are equiv-
alent. Carrying out the same calculations to the r + 2"4 and subsequent rows of the first
term, we obtain

— = (k) —_
Kl

- (‘k)

dz 1_[2<1<j<n I(Zj ZI) _f‘*_l

h() f ] @ || 4,GB®
1_[27[1 2( j—l)J jl_[2 J r-g(k)
r+l

2 .(k)
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Since K; ;j 1s independent of Z-variables and A; (Z) is independent of z7, it is allowed to

revive zj-integral as

dZ] 1_[1<l<]<n71

(Zj

%1_[27[1

nl(

1)]+1

n—1
—I1
j=1

h(z;)

2 (k)

= (k)
r—1 N
(z1 — DA,@BW
= (k)
r+l1

2 .(k)

In addition, since K; ; is independent of Z-variables, we can apply Lemma 7.4 to r' row

and obtain

de l_[|<l<j<ﬂ 1 (ZJ i

yﬁn

27 n l(j_ )/+1

This implies that we can rewrite 7"

)Hh(z,

—1

= (k)

= (k)
r—1

P (zg = 1)(Ap), B®
=2 (k)

r+l

(E.20)

i.(k)
Ky

summand in the sum over £ € [1, k] on the right

hand side of (E.17) as (E.20) for all » € [1, k]. Therefore, we have

n—1 n—1 szk)ﬁ)
% dzj [Ti<icj<n—1(@j —2i) 1—[ he) .
| 2 M-t —nit 4 .
J=1%7 j=1 *) =
K@)
r =) 4 r = (k) 9
1 1
:('k)
n— 1d7 1_[1<l<j<n l(“j .. nfl k - Ky ®
Zj n— 5
% 27'[1 R Tl =2 || EpmiTlgmr Gg = DAp), B
j=1 =1 = (k)
Kyt
20 = (b
LKy J L Ky i

(E21)
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By the Laplace expansion, we can see that the terms in the curly brackets the right hand
side of (E.21) is equivalent to that of (7.25) with ¢; ; = K;j, u; = Z'I’;l] 1_[(1;=1 (zg —
1)(Ap); and v; = B;. Hence we obtain

- () A _ -0 4 IF2® N L
Ki ' Ky Ky =Y TIh (g = D(Ap) B®
-_(‘k)
k 1 Ko ~
=2 || i Tgm o = 0P B =
=1 =
Ko
:ik} :;k) = (k) _ . =
LKy L Ky L &e =02 TP g = Dap) B®) |

(E.22)
and, finally, it follows from (E.21) and (E.22) that the equality (E.15) holds.

F. Proof of the Uniform Convergence of /C; on a Bounded Set, Proposition 7.10

A rigorous proof falls into the same pattern as the proof of Proposition 6.2 shown in
Appendix D.2. To avoid reiterating ourselves, here we only give a basic idea of the proof.
Recall that C; (&, ¢) is given by

K. ) = —igr1? f W &)
1 2mi

where f(w, 1, &) = g (w)t + g2(w, £)t'/? + g3(w)r'/3 with g;(w) and g2 (w, £) given
in (7.40). Solving gj(w) = 0 gives us w; = p" and wy = —p’/2. One can obtain a
steepest descent through w| = p’, since the one passing wy would include extra poles
at origin and hence vary the estimate of the integral.

One can see that the contour ® = @] U ®, (see Fig. 12), where

@1:{w:p/—%i, se[—p,p]}, (F.1a)
Oy = {w — 1+ % e, s e [—57/6, 571/6]} , (F.1b)

is a steepest descent path of g; (w) passing through p’. Namely, w = p’ is the strict global

maximum point of Re(g) along ®. This can be proved by calculating % along .

As shown in the proof of Proposition 6.2, we can prove that for large enough ¢, only
the part O :={w € O | |lw— wy| < 8}, where § = +~1/°, contributes to the integral.
Near w; = o/, the Taylor expansion of g; (w) are given by

"n2
g1 (w) — g1 wp) =20 lgg)iwp;p" s otw— ), (F.2a)
_ CgSgt 202 — p)r2é
2p(1 = p)(2 — p)
g3(w) — g3(wy) =0[(w — p)?], (F2¢)

ga(w) — ga(wy) =0[(w — p"]. (F.2d)

(w—p")+O[(w — p")?], (E2b)

gw,§) — g(w,§) =
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—
| '

Fig. 12. steepest descent contour of integration in &C; passing the saddle point at wy = p’

Denote the function g; (w) without the error terms by g; (w). As in Proposition 6.2, we

5 5 1725 1/3.5 .
can show that for large , only the term e8! (W) +82(w.&1,k1)t P2+g3 )P +8w) contributes
to the integral. We re-parameterise I'5 by

;.2 p2—p)
w—p =ivs [ —2,
3Vt —p)

where —cét1/2 <v < c8t1/2, and ¢ = %,/ ((12__";). Thus we are left with

P

lim (—aar/2) [ L2 B .o s )= 0. 61)
=00 ry 2mi

d 1- —p/)? 202 — p)A
— lim (—Aztl/z) qw ex <9( p)(w —p") P CgSg +2p( P)A2E w— p’)tl/z _ ln(p')>
t—00 2.

r; 2mi 16(2 — p)p 2p(1 = p)(2—p)
_esil2
T / T gy eV _ L / ¥ e AtV _ L e,
=00 2/2; Jesiir2 221 Jo V27

where ), is defined in (7.37).

References

1. Amir, G., Corwin, L., Quastel, J.: Probability distribution of the free energy of the continuum directed
random polymer in 1 + I dimensions. Commun. Pure Appl. Math. 64, 466-537 (2010)

2. Arita, C., Kuniba, A., Sakai, K., Sawabe, T.: Spectrum of a multi-species asymmetric simple exclusion
process on a ring. J. Phys. A 42, 345002 (2009)

3. Arndt, PF., Heinzel, T., Rittenberg, V.: Spontaneous breaking of translational invariance in one-
dimensional stationary states on a ring. J. Phys. A 31, L45 (1998)

4. Arndt, PF, Heinzel, T., Rittenberg, V.: Spontaneous breaking of translational invariance and spatial
condensation in stationary states on a ring: 1. The neutral system. J. Stat. Phys. 97, 1-66 (1999)

5. Arndt, PF.,, Heinzel, T., Rittenberg, V.: Spontaneous breaking of translational invariance and spatial
condensation in stationary states on a ring: 2. The charged system and the two-component Burgers
equations. J. Stat. Phys. 107, 989-1013 (2002)

6. Baik, J., Rains, E.M.: Limiting distributions for a polynuclear growth model with external sources. J.
Stat. Phys. 100, 523-541 (2000)

7. Barabasi, A.L., Stanley, H.E.: Fractal Concepts in Surface Growth. Cambridge University Press, Cam-
bridge (1995)

8. Belitsky, B., Schiitz, G.M.: Quantum algebra symmetry and reversible measures for the ASEP with
second-class particles. J. Stat. Phys. 161, 821842 (2015)

9. Belitsky, B., Schiitz, G.M.: Self-duality for the two-component asymmetric simple exclusion process.
J. Math. Phys. 56, 083302 (2015)



140

11.

12.
13.

14.

15.

16.

17.

18.

19.
20.

21.
22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

Z. Chen, J. de Gier, I. Hiki, T. Sasamoto, M. Usui

. Bethe, H., Theorie, Zur, der Metalle, I.: Eigenwerte und Eigenfunktionen der linearen Atomkette (On

the theory of metals. I. Eigenvalues and eigenfunctions of the linear atom chain). Z. Phys. 71, 205-226
(1931)

Borodin, A., Bufetov, A.: Color-position symmetry in interacting particle systems. Ann. Probab. 49,
1607-1632 (2021)

Borodin, A., Corwin, I.: Macdonald processes. Probab. Theory Related Fields 158, 225-400 (2014)
Borodin, A., Corwin, I., Sasamoto, T.: From duality to determinants for g-TASEP and ASEP. Ann.
Probab. 42, 2314-2382 (2014)

Borodin, A., Ferrari, P.L., Prihofer, M.: Fluctuations in the discrete TASEP with periodic initial config-
urations and the Airy1 process. Int. Math. Res. Papers 2007 (2007)

Borodin, A., Ferrari, P.L., Prihofer, M., Sasamoto, T.: Fluctuation properties of the TASEP with periodic
initial configuration. J. Stat. Phys. 129, 1055-1080 (2007)

Borodin, A., Ferrari, P.L., Sasamoto, T.: Transition between Airyl and Airy2 processes and TASEP
fluctuations. Commun. Pure Appl. Math. 61, 1603-1629 (2008)

Borodin, A., Gorin, V., Wheeler, M.: Shift-invariance for vertex models and polymers. Proc. Lond. Math.
Soc. 124, 182-299 (2022)

Borodin, A., Petrov, L.: Lectures on integrable probability: stochastic vertex models and symmetric
functions, Lecture Notes of the Les Houches Summer School 104 (2016)

Borodin, A., Wheeler, M.: Coloured stochastic vertex models and their spectral theory. arXiv:1808.01866
Bowick, M.J., Brézin, E.: Universal scaling of the tail of the density of eigenvalues in random matrix
models. Phys. Lett. B 268, 21-28 (1991)

Bufetov, A.: Interacting particle systems and random walks on hecke algebras. arXiv:2003.02730
Bufetov, A., Ferrari, PL.: Shock fluctuations in TASEP under a variety of time scalings.
arXiv:2003.12414

Bufetov, A., Korotkikh, S.: Observables of stochastic colored vertex models and local relation. Commun.
Math. Phys. 386, 1881-1936 (2021)

Calabrese, P., Le Doussal, P.: Exact solution for the Kardar—Parisi—Zhang equation with flat initial
conditions. Phys. Rev. Lett. 106, 250603 (2011)

Cantini, L.: Algebraic Bethe Ansatz for the two species ASEP with different hopping rates. J. Phys. A
41, 095001 (2008)

Cantini, L., de Gier, J., Wheeler, M.: Matrix product formula for Macdonald polynomials. J. Phys. A
48, 384001 (2015)

Chen, Z., de Gier, J., Hiki, 1., Sasamoto, T.: Exact confirmation of 1D nonlinear fluctuating hydrody-
namics for a two-species exclusion process. Phys. Rev. Lett. 120, 240601 (2018)

Chen, Z., de Gier, J., Wheeler, M.: Integrable stochastic dualities and the deformed Knizhnik-
Zamolodchikov equation. Int. Math. Res. Not. 2018, 5872-5925 (2020)

Corwin, ., Petrov, L.: Stochastic higher spin vertex models on the line. Commun. Math. Phys. 343,
651-700 (2015)

Das, S.P., Mazenko, G.E.: Fluctuating nonlinear hydrodynamics and the liquid-glass transition. Phys.
Rev. A 34,2265 (1986)

de Gier, J., Essler, FH.L.: Bethe Ansatz solution of the asymmetric exclusion process with open bound-
aries. Phys. Rev. Lett. 95, 240601 (2005)

de Gier, J., Essler, EH.L.: Exact spectral gaps of the asymmetric exclusion process with open boundaries.
J. Stat. Mech. 2006, P12011-P12011 (2006)

de Gier, J., Essler, FH.L.: Slowest relaxation mode of the partially asymmetric exclusion process with
open boundaries. J. Phys. A 41, 485002 (2008)

. Derrida, B., Janowsky, S.A., Lebowitz, J.L., Speer, E.R.: Exact solution of the totally asymmetric simple

exclusion process: shock profiles. J. Stat. Phys. 73, 813-842 (1993)

. Ferrari, PL., Nejjar, P., Ghosal, P.: Limit law of a second class particle in TASEP with non-random

initial condition. Ann. I. H. Poincare-PS 55, 1203-1225 (2019)

. Ferrari, P.A., Martin, J.B.: Stationary distributions of multi-type totally asymmetric exclusion processes.

Ann. Probab. 35, 807-832 (2007)

. Ferrari, PL., Sasamoto, T., Spohn, H.: Coupled Kardar—Parisi—Zhang equations in one dimension. J.

Stat. Phys. 153, 377-399 (2013)

. Forrester, PJ.: The spectrum edge of random matrix ensembles. Nucl. Phys. B 402, 709-728 (1993)

. Forrester, PJ.: Log-Gases and Random Matrices. Princeton University Press, Princeton (2010)

. Galashin, P.: Symmetries of stochastic colored vertex models. Ann. Probab. 49, 2175-2219 (2021)

. Gohberg, 1.C., Krein, M.G.: Introduction to the theory of linear non-selfadjoint operators in Hilbert

space, AMS Transl. Math. Monogr. (1969)

. Golinelli, O., Mallick, K.: The asymmetric simple exclusion process: an integrable model for non-

equilibrium statistical mechanics. J. Phys. A 39, 12679-12705 (2006)


http://arxiv.org/abs/1808.01866
http://arxiv.org/abs/2003.02730
http://arxiv.org/abs/2003.12414

Limiting Current Distribution 141

43.

44.

45.

46.

47.
48.

49.

50.

S1.

52.
53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.
64.

65.

66.
67.

68.

69.

70.

71.

72.
73.

74.

75.

Gwa, L.H., Spohn, H.: Bethe solution for the dynamical-scaling exponent of the noisy Burgers equation.
Phys. Rev. A 46, 844-854 (1992)

Gwa, L.H., Spohn, H.: Six-vertex model, roughened surfaces, and an asymmetric spin Hamiltonian.
Phys. Rev. Lett. 68, 725-728 (1992)

Imamura, T., Mucciconi, M., Sasamoto, T.: Stationary stochastic higher spin six vertex model and
q-Whittaker measure. Probab. Theory Related Fields 177, 923—-1042 (2020)

Imamura, T., Sasamoto, T.: Fluctuations for stationary ¢-TASEP. Probab. Theory Related Fields 174,
647-730 (2019)

Johansson, K.: Shape fluctuations and random matrices. Commun. Math. Phys. 209, 437-476 (2000)
Kardar, M., Parisi, G., Zhang, Y.C.: Dynamic scaling of growing interfaces. Phys. Rev. Lett. 56, 889-892
(1986)

Karimipour, V.: Multispecies asymmetric simple exclusion process and its relation to traffic flow. Phys.
Rev. E 59, 205-212 (1999)

Kim, D.: Bethe ansatz solution for crossover scaling functions of the asymmetric XXZ chain and the
Kardar-Parisi-Zhang-type growth model. Phys. Rev. E 52, 3512-3524 (1995)

Kim, K.H., den Nijs, M.: Dynamic screening in a two-species asymmetric exclusion process. Phys. Rev.
E 76, 021107 (2007)

Kipnis, C., Landim, C.: Scaling Limits of Interacting Particle Systems. Springer, Berlin (1999)
Kirillov, A.N., Reshetikhin, N.Y.: Exact solution of the integrable XXZ Heisenberg model with arbitrary
spin. I. The ground state and the excitation spectrum. J. Phys. A 20, 1565-1585 (1987)

Kuan, J.: Stochastic duality of ASEP with two particle types via symmetry of quantum groups of rank
two. J. Phys. A Math. Theor. 49, 29 (2016)

Kuan, J.: A multi-species ASEP(g, j) and q-TAZRP with stochastic duality. Int. Math. Res. Not.
2018(17), 53785416 (2017)

Kuan, J.: An algebraic construction of duality functions for the stochastic Uy (A;,l)) vertex model and
its degenerations. Commun. Math. Phys. 359, 121-187 (2018)

Kuan, J.: Probability distributions of multi-species g-TAZRP and ASEP as double cosets of parabolic
subgroups. Ann. Henri Poincaré 20, 1149-1173 (2019)

Kuan, J.: Coxeter group actions on interacting particle systems. Sotch. Process. Their Appl. 150,397-410
(2022)

Kulish, P.P,, Reshetikhin, N., Sklyanin, E.: Yang-Baxter equation and representation theory: I. Lett.
Math. Phys. 5, 393-403 (1981)

Kuniba, A., Maruyama, S., Okado, M.: Multispecies TASEP and the tetrahedron equation. J. Phys. A
49, 114001 (2016)

Kuniba, A., Maruyama, S., Okado, M.: Multispecies totally asymmetric zero range process: I. Multiline
process and combinatorial R. J. Int. Syst. 1 (2016)

Landau, L.D., Lifshitz, E.M.: Course of Theoretical Physics Vol 6: Fluid Mechanics. Elsevier Science,
New York (2013)

Lax, P.D.: Functional Analysis. Wiley-Interscience, New York (2002)

Lee, E.: Exact formulas of the transition probabilities of the multi-species asymmetric simple exclusion
process. SIGMA 16, 139-9 (2020)

Lieb, E.H., Liniger, W.: Exact analysis of an interacting Bose gas I The general solution and the ground
state. Phys. Rev. 130, 1605-1616 (1963)

Liggett, T.M.: Interacting Particle Systems. Springer, Berlin (1985)

Liggett, T.M.: Stochastic Interacting Systems: Contact, Voter, and Exclusion Processes. Springer, Berlin
(1999)

MacDonald, C.T., Gibbs, J.H.: Concerning the kinetics of polypeptide synthesis on polyribosomes.
Biopolymers 7, 707-725 (1969)

MacDonald, C.T., Gibbs, J.H., Pipkin, A.C.: Kinetics of biopolymerization on nucleic acid templates.
Biopolymers 6, 1-25 (1968)

Mallick, K., Mallick, S., Rajewsky, N.: Exact solution of an exclusion process with three classes of
particles and vacancies. J. Phys. A 32, 8399-8410 (1999)

Mangazeev, V.V.: On the Yang-Baxter equation for the six-vertex model. Nucl. Phys. B 882, 70-96
(2014)

Mehta, M.L.: Random Matrices, 3rd edn. Elsevier, New York (2004)

Mendl, C.B., Spohn, H.: Searching for the Tracy-Widom distribution in nonequilibrium processes. Phys.
Rev. E 93, 060101 (2016)

Moore, G.: Matrix models of 2D gravity and isomonodromic deformation. Prog. Theor. Phys. Suppl.
102, 255-285 (1990)

Mori, H., Fujisaka, H.: On nonlinear dynamics of fluctuations. Prog. Theo. Phys. 49, 764-775 (1973)



142

76.
71.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.

88.
89.

90.
91.
92.
93.
94.

9s.
. Tracy, C.A., Widom, H.: On the asymmetric simple exclusion process with multiple species. J. Stat.

97.

98.
99.

100.

101.

Z. Chen, J. de Gier, I. Hiki, T. Sasamoto, M. Usui

Nagao, T., Sasamoto, T.: Asymmetric simple exclusion process and modified random matrix ensembles.
Nucl. Phys. B 699, 487-502 (2004)

Nejjar, P.: KPZ statistics of second class particles in ASEP via mixing. Commun. Math. Phys. 378,
601-623 (2019)

Povolotsky, A.M.: On integrability of zero-range chipping models with factorized steady state. J. Phys.
A 46, 465205 (2013)

Prihofer, M., Spohn, H.: Current Fluctuations for the Totally Asymmetric Simple Exclusion Process,
pp. 185-204. Birkhduser Boston, Boston (2002)

Prolhac, S., Evans, M., Mallick, K.: Matrix product solution of the multispecies partially asymmetric
exclusion process. J. Phys. A 42, 165004 (2009)

Quastel, J., Sarkar, S.: Convergence of exclusion processes and KPZ equation to the KPZ fixed point. J.
Amer. Math. Soc. (2022)

Rajewsky, N., Sasamoto, T., Speer, E.R.: Spatial particle condensation for an exclusion process on a
ring. Phys. A 279, 123-142 (2000)

Sasamoto, T.: Spatial correlations of the 1D KPZ surface on a flat substrate. J. Phys. A 38, L549-1.556
(2005)

Sasamoto, T., Spohn, H.: Exact height distributions for the KPZ equation with narrow wedge initial
condition. Nucl. Phys. B 834, 523-542 (2010)

Sasamoto, T., Spohn, H.: One-dimensional Kardar-Parisi-Zhang equation: an exact solution and its
universality. Phys. Rev. Lett. 104, 230602 (2010)

Sasamoto, T., Spohn, H.: The crossover regime for the weakly asymmetric simple exclusion process. J.
Stat. Phys. 140, 209-231 (2010)

Schiitz, G.M.: Exact solution of the master equation for the asymmetric exclusion process. J. Stat. Phys.
88, 427-445 (1997)

Spohn, H.: Large Scale Dynamics of Interacting Particles. Springer, Berlin (1991)

Spohn, H.: Nonlinear fluctuating hydrodynamics for anharmonic chains. J. Stat. Phys. 154, 1191-1227
(2014)

Swift, J., Hohenberg, P.C.: Hydrodynamic fluctuations at the convective instability. Phys. Rev. A 15,
319 (1977)

Tracy, C.A., Widom, H.: Level-spacing distributions and the Airy kernel. Commun. Math. Phys. 159,
151-174 (1994)

Tracy, C.A., Widom, H.: A Fredholm determinant representation in ASEP. J. Stat. Phys. 132, 291-300
(2008)

Tracy, C.A., Widom, H.: Integral formulas for the asymmetric simple exclusion process. Commun. Math.
Phys. 279, 815-844 (2008)

Tracy, C.A., Widom, H.: Asymptotics in ASEP with step initial condition. Commun. Math. Phys. 290,
129-154 (2009)

Tracy, C.A., Widom, H.: On ASEP with Step Bernoulli Initial Condition. J. Stat. Phys. 137, 825 (2009)

Phys. 150, 457-470 (2013)

van Beijeren, H.: Exact results for anomalous transport in one-dimensional Hamiltonian systems. Phys.
Rev. Lett. 108, 180601 (2012)

Virag, B.: The heat and the landscape I. arXiv:2008.07241

Yang, C.N., Yang, C.P.: One-dimensional chain of anisotropic spin-spin interactions. 1. Proof of Bethe’s
hypothesis for the ground state in a finite system. Phys. Rev. 150, 321-327 (1966)

Yau, H.T.: (log 1)2/3 law of the two dimensional asymmetric simple exclusion. Ann. Math. 159, 377-405
(2004)

Zhang, X., Wen, E, de Gier, J.: T — Q relations for the integrable two-species asymmetric simple
exclusion process with open boundaries. J. Stat. Mech. 2019, 014001 (2019)

Communicated by H. Spohn


http://arxiv.org/abs/2008.07241

	Limiting Current Distribution for a Two Species Asymmetric Exclusion Process
	Abstract:
	1 Introduction and Main Results
	1.1 The Arndt–Heinzel–Rittenberg model
	1.2 Transition probability
	1.3 Transformation to Fredholm determinant
	1.4 Limiting distribution and nonlinear fluctuating hydrodynamics

	2 Transition Probability
	3 Joint Current Distribution
	4 Fredholm Determinant
	5 Asymptotics: Preparations
	5.1 Scaling limit

	6 Limit of mathcalI1: Proof of (5.14a) in Theorem 5.2 
	6.1 Steepest descent
	6.2 mathcalKct on a bounded set
	6.3 Estimate of kernel
	6.4 Long time limit of the first term in (5.3)

	7 Limit of mathcalI2: Proof of (5.14b) in Theorem 5.2 
	7.1 Rewriting of mathcalI2
	7.2 Evaluation of mathcalI(1)2
	7.2.1 Evaluation of ( 1 - barKct )ell2(mathbbN).
	7.2.2 Evaluation of Iz.

	7.3 Evaluation of mathcalI(2)2

	Acknowledgements.
	References




