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Abstract

This is a follow-up work of Yuan et al. (SIAM J Sci Comput 38:A2987-A3019, 2016) and Ling et
al. (J Sci Comput 77: 1801-1831, 2018) that further investigates the positivity-preserving discontinuous
Galerkin (DG) methods for stationary hyperbolic equations. In 2016, Yuan et al. proposed a high order
positivity-preserving DG method for stationary hyperbolic equations with constant coefficients, but the
scheme has to be used in combination with a non-conservative rotational limiter introduced in case of
negative cell averages. Ling et al. (2018) improved the results in one dimensional space by rigorously
proving the positivity of cell averages of the unmodulated DG scheme, which allows the conservative
scaling limiter in Zhang et al. (J Comput Phys 229:8918-8934, 2010) to be used to maintain positivity
without affecting accuracy, but extension to two space dimensions requires an augmentation of the DG
space and works only in the second order case. Considering that the aforementioned works only address
stationary hyperbolic equations with constant coefficients and higher than second order conservative
methods are still unavailable in two and three space dimensions, we propose high order conservative
positivity-preserving DG methods for variable coefficient and nonlinear stationary hyperbolic equations
in one dimension and constant coefficient stationary hyperbolic equations in two and three dimensions,
via a suitable quadrature in the DG framework. We show the good performance of the algorithms by
ample numerical experiments, including their applications in time-dependent problems.
Key Words: high order accuracy, positivity-preserving, conservative schemes, discontinuous Galerkin

methods, stationary hyperbolic equations

1 Introduction

In this paper, we are interested in numerical methods for stationary hyperbolic equations. In the one

dimensional space, we consider the variable coefficient and nonlinear stationary hyperbolic equations

(a(x)u)y + du= f(z), ze€Q=]0,1], (1.1)
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where a(z) does not change sign and, without loss of generality a(z) > 0, and
(a(w)u)s + u = f(z), ze€Q=[0,1], (1.2)

where a(u) does not change sign and, without loss of generality a(u) > 0. Here A > 0 is a constant. In two

and three dimensional spaces, we consider the constant coefficient stationary hyperbolic equations
aug +buy + Mu = f(z,y), (z,y) € Q=[0,1]%, (1.3)

and

aug +buy +cu, + M= f(z,y,2), (r,y,2) € Q=10,1]° (1.4)

respectively, where A > 0 is a constant and, without loss of generality, we assume a, b, c > 0.

The stationary hyperbolic equations (1.1)-(1.4) have wide applications in steady-state transport problems.
Moreover, the equations form the building block of the linear radiative transfer equation (RTE), which is an
integro-differential equation that describes the distribution of radiative intensity in a medium, based on the
discrete-ordinate method (DOM) [9, 11] and iterative procedure on the source terms, see [19, 13| for more
details.

The discontinuous Galerkin (DG) method is one of the most popular numerical methods to solve hyper-
bolic equations, for its advantages in obtaining high order accuracy, flexibility for complex geometry and
easiness to be parallelized. In 1970, Reed et al. [14] proposed the first DG scheme to solve the linear steady-
state RTE for neutron transport problems. It was later developed into Runge-Kutta discontinuous Galerkin
(RKDG) methods by Cockburn et al. in a series of papers [7, 6, 5, 4, 8] to solve time-dependent hyperbolic
equations such as the Burgers equation, Euler equations, and shallow water equations, etc. In this paper,
we will adopt the classic DG method to solve the stationary hyperbolic equations.

For stationary hyperbolic equations, it is well-known that their physical solutions satisfy the positivity-
preserving property, i.e. the solutions are nonnegative, provided the corresponding boundary conditions
and source terms are nonnegative. When designing numerical methods, one naturally wants to maintain
the positivity-preserving property on the numerical solution, since negative values are not only physically
unacceptable, but also may cause severe robustness issues in the simulations, especially when coupled with
other physical systems.

There have been intensive studies on positivity-preserving DG methods. In 2010, the genuinely maximum-

principle-satisfying DG method was proposed by Zhang et al. in [21] for time-dependent scalar hyperbolic



equations. The method is called positivity-preserving when the lower bound in the maximum-principle is
zero, which is the case in our problems. The general framework of the positivity-preserving method is
composed of two parts. The first part is to obtain the solution at the next time step with nonnegative cell
averages from the original, unlimited DG scheme, probably under certain step-size conditions. Once the cell
averages of solution are guaranteed nonnegative, the scaling limiter in [21], which maintains the high order
accuracy and mass conservation, is applied to modify the solution such that the entire solution becomes
nonnegative. Based on this simple but powerful framework, positivity-preserving and maximum-principle-
satisfying DG methods for time-dependent problems have been rapidly developed later, e.g. for the Euler
equations [22, 23|, Navier-Stokes equations [24, 12|, shallow water equations[17, 16], convection-diffusion
equations [25, 18], and compressible miscible displacements [10], among others.

In 2016, Yuan et al. [19] proposed a high order positivity-preserving DG method for constant coefficient
stationary hyperbolic equations. Taking the one dimensional case as an example, their algorithm is as follows:
Firstly, they proved a fundamental result that the numerical solution u(z) solved from the unmodulated DG
method satisfies max{ux, ur (x.)} > 0 on every cell K of the mesh, where @k is the cell average on K, and
Z. is the right end point (the downwind point) of K. They then modify the solution ux (x) on cell K based

on the principle that, if @k > 0, the conservative scaling limiter [21]

() = 0 (urc(x) = axe) + g, where 6 = min{ —— m?fK RO (1.5)

is applied, otherwise a non-conservative rotational limiter [19] centered at z. is used. Their algorithm can
maintain positivity without affecting high order accuracy, however, since the cell average ux can be changed
by the rotation, the algorithm is not conservative in general, which is also true when the algorithm is
extended to two-dimensional rectangular [19] or triangular [20] meshes. In 2018, Ling et al. [13] improved
the result by rigorously proving that the solution of the unmodulated DG method in one dimension actually
satisfies iy > 0 for all K. Therefore the scaling limiter (1.5) can always be used, which yields a high order
conservative positivity-preserving DG method. In their work, a special test function £ that recovers cell
averages Uy from the left hand side of the DG scheme was proved to be nonnegative, which implies ux > 0
since the source term and boundary terms on the right hand side of the DG scheme are both nonnegative,
see more details in [13]. Unfortunately, direct extension to two dimensions fails due to the fact that such test
function £ is no longer nonnegative over the cell in rectangular meshes, even for second order DG method with

P! or Q' spaces. Instead, the authors obtained a second order positivity-preserving conservative scheme on



rectangular meshes by augmenting the P! finite element space, but the extension of this approach to higher
space dimensions or to higher order schemes was not carried out in [13] and is highly nontrivial.

In this paper, we further investigate high order conservative positivity-preserving DG method for station-
ary hyperbolic equations. We put our effort on proving the positivity of cell averages of the scheme so that
the conservative scaling limiter (1.5) can be applied directly to maintain high order accuracy and positivity.
The main difficulty is that the unmodulated DG method fails in positivity-preserving for cell averages in
all the equations we consider in this paper, which will be illustrated by concrete examples in later sections.
To resolve this difficulty, we modify the original DG method by adopting appropriate quadrature rules to
replace the exact integrals in the schemes, which is a common practice in the implementation of DG schemes,
not only because the exact integral is often difficult to obtain, but also for the purpose of achieving specific
properties, e.g. maximum-principle-satisfying [21] or entropy stability [3]. The quadrature rules adopted in
the schemes are easy to implement and can be directly extended to high dimensions. More importantly, we
will show that the cell averages of the DG schemes with such quadrature rules are positive, by proving the
positivity of the test function that recovers the cell average from the left hand side of the schemes. The rest
of the paper is organized as follows. In Section 2, we propose the conservative positivity-preserving method
in the one dimensional space by introducing the desired quadrature rules in the DG formulation, which do
not evaluate the integrals in the DG scheme exactly. We give an example to explain why such quadratures
are necessary, and rigorously prove the positivity-preserving property of our method. In Section 3, we pro-
pose the positivity-preserving DG methods for two and three space dimensions, based on direct extensions
from the 1D algorithm. We detail the implementation of the positivity-preserving scaling limiter (1.5) and
summarize the complete positivity-preserving algorithm in Section 4. The good performance of the schemes
are demonstrated by ample numerical experiments in Section 5. Due to the inaccurate quadrature, the order
of convergence is suboptimal in two and three space dimensions, but we observe optimal convergence in all

one dimensional tests. Finally, we end in Section 6 with concluding remarks.

2 Numerical algorithm in one space dimension

In this section, we construct high order conservative positivity-preserving DG methods for stationary hy-
perbolic equations (1.1) and (1.2) in the one dimensional space. The schemes can be arbitrarily high order

for the case of (1.1) with A = 0, but for the other cases we are only able to prove the positivity-preserving



property for P! and P? (second and third order) DG schemes.

2.1 Notations

We take the partition 0 = 1 < xz < -+ < ayy1 = 1on Q = [0,1], and denote the j-th cell by
Ij = [o;_1,@;, 1], with the cell size Az; = ;1 —2; 1 and the cell center z; = %(J:J;% + xj,1) for
j=1,2,...,N.

The finite element space of P*-DG scheme is defined as
VP ={ve L*([0,1]) : v|;, € P*(L;),5 =1,2,...,N}, (2.1)

where P*(I) is the polynomial space of order no greater than k on I. For v € th, we define the cell average

v = Ale f;]]jf v(z)dz on I;. Moreover, we denote by vj_+% and v;r% the left and right limits of v at Tjt,
respectively, i.e. ’U;il =v(z;; 1 +0).
2
For the purpose of positivity-preserving, we adopt the Gauss-Legendre quadrature rule of k points to eval-
uate volume integrals in the P*-DG scheme, and denote this quadrature by j:Ij v(z)dx = Ax; 22:1 WaV(Eq),
where {#,,a =1,...,k} are the quadrature points on I; and {&,,a =1,...,k} are the quadrature weights

satisfying 22:1 W = 1.

2.2 Variable coefficient stationary hyperbolic equation in one space dimension

Consider the variable coefficient stationary hyperbolic equation (1.1) with f(z) > 0 in Q. As mentioned
before, without loss of generality we assume a(xz) > 0 and the corresponding boundary condition u(0) =
uop > 0. The case a(z) < 0 with the boundary condition u(1) = ug > 0 can be obtained by the change of
variable ' = 1 — z.

Firstly, we give an example to show that the original DG scheme with exact integrals may produce
negative cell averages, even when the upwind boundary condition and the source term are both positive.

The original P*-DG scheme of the equation (1.1) is to seek u € V¥, s.t. Vw € Vi,

_/ (a(z)uwy — Auw) d‘r"'a(xj-k%)u;rlw;rl =a(z;_ )u:lwt% —I—/I. fwdz, (2.2)

1
1; 2 27 J—3 J

for j =1,2,..., N, where we let u; = ug. We adopt the P}-DG scheme and take a(r) = 1+ z,A = 0 and
2

ug > 0. It is easy to check that &(z) = 6+8‘2Lm5ﬁ_””21AI§ - AmﬂgiAmﬂ is the unique function in P!(I;) such
that — [} a(z)védr + a(:v%)v§§§ =1 for all v € V], and {(z3) = —WM < 0. By taking the



test function w = & (where we extend w = 0 outside I;) in the scheme, we can construct f(z) > 0 that
takes large values around T3 such that u; = G(O)UQf(.’E%) + fh f&dx < 0. One can check that if we adopt
P2, P3, P* P5-DG schemes and take a(z) = 1+ 2%, a(x) = 1+ 23,a(z) = 1 + 2%, a(x) = 1+ 2°, respectively,
negative cell averages may also appear following the same lines, see the details in Appendix B.

However, we are going to show that the positivity-preserving property can be achieved simply by replacing
the exact integrals in the scheme by the Gauss-Legendre quadratures of k points. The positivity-preserving

P*-DG scheme of (1.1) is to seek u € Vi, s.t. Yw € V}F,

_]L (a(z)uwy — Auw) dz + a(Ij+%)u;+lwg‘_+l =a(z;_ )u:lwt% —I—]LI. fwdz, (2.3)

; § 4 ULy
for j=1,2,...,N.

Cockburn et al. have proved in [4] that a sufficient condition for the quadrature in P¥-DG scheme to
attain optimal convergence is to have algebraic degree of accuracy 2k. Though this condition is not satisfied
by the quadrature in (2.3), we observe optimal order of convergence in all one dimensional tests.

Based on the framework of [21], we only need to put our effort on proving the positivity of cell averages
of the scheme (2.3), then the scaling limiter (1.5) can be used to achieve positivity of the entire solution
without losing mass conservation and accuracy. Same as in [13], it suffices to prove the positivity of the test
function ¢ € V/¥ that recovers the cell average of the solution from the left hand side of the scheme (2.3).

We assume that a(z) € c* (I;),j =1,2,...,N, in the P*-DG scheme to make sense of some norms to be

used. We first consider the case A = 0 and give the main result as follows.

x

Lemma 2.1. Define £(z) = x> fz”% ﬁ[ﬁ]dt for x € I;, where L[] is the Lagrange interpolation operator

at the Gauss-Legendre points {Z4}K_,, then & is the unique function in P*(I;) that satisfies

a=1’

—][ a(x)vé,dx + a(:ijr%)vj;%{;r% =1v;, Yove PHI). (2.4)
IV

Moreover, for k=1,£ >0 on I;; for k> 2, &> 0 on I; if the mesh size satisfies

k

(2k)!

ATj < de (1
Blla@)ll o i (255) e

(2.5)

Proof. By definition, ¢ € P*(I;), &.(z) = —Aa_ﬁ[ﬁ](x), and £, = 0. Therefore, it follows from direct
J 2



computation that, Vv € P¥(I;),

_][ a(z)védr + a(xj+%)v;+% J._Jr%

I;

k
~ A -, 1 7
= Zl waa(xa)v(za)ﬁ[m](za) +0

where the last equality holds because the k-point Gauss-Legendre quadrature is exact for integrals of poly-
nomials of order at most k.

As to the uniqueness, we consider the corresponding homogeneous linear problem: Find n € P*(I i), s.t.

—f a(x)vndx + a(ijr%)vj_ %77; 1= 0, Yue PHI).
I,
If we take v as the k4 1 Lagrange basis at Z1, 2o, ..., T, Tiy1, the above linear problem is converted to the

system of linear equations

N:(Za) =0, a=1,2,... .k

(1) =0.
Since 1, € P*1(I;), we have 1, = 0 from the uniqueness of Lagrange interpolation, which implies n = 0
since n(z; 1) = 0. Therefore, the function satisfying (2.4) is unique in Pk(I;).

To show the positivity of £, it suffices to prove its integrand E[ﬁ] > 0 on I;. When k =1, this is clear

because the Lagrange interpolant E[%z)] = ﬁ is a constant. When k > 2, we need the error formula[2]

of the Lagrange polynomial for g(z) € C*(I;) interpolating at 21, ..., Zx,

A E)))

g(a) - £lg)(x) = T2

(= &1)(x — 22) -+ (x — Tp),

where ((z) € I; is generally unknown. Moreover, let us recall that the standard k-th order Legendre

polynomial satisfies |Py(r)| < 1 for r € [—-1, 1], and has the explicit formula

2k)!
Pulr) = gl = P = 7)o (= ),
where #1,75,...,7 are the roots of the k-th order Legendre polynomial. The properties of the Legendre
) z—L(x, 14w, 1) )
polynomials imply |4 (z —21)(z —&2) -+ (x —3)| = (Aéﬂk);k! Py ( 2 imf/2 ith ) ‘ < (Aé]k);k!. Therefore,




we have the lower bound estimates for E[ﬁ] on I; as follows,

1 1 dk 1
Ln @ =~ (m)

¢
1 B (Aw»)kk!Hd_k 1 i
la()[| Lo (1, k) ark \a(z)y ) 1=t

'i(l'—fl)(l'—fg)"'(I—.’i'k)

<

>0, V,TEIJ‘,

%
under the condition Az; < (213),: - on the mesh size. O
k!Ha(m)HLOO(Ij)Hm(a(I))||L°°(Ij)

Remark 2.1. The condition (2.5) is drawn from the requirement that the Lagrange interpolation L[ﬁ]
being nonnegative on I;. Since we have assumed the smoothness of a(x), which implies ﬁ is smooth and
lower bounded away from zero, the mesh size condition should not be severe. Indeed, since we merely need

the integration f;”% E[ﬁ]dt > 0,z € I;, to guarantee the positivity of &, the actual condition needed on

the mesh size may be even more relazed.

Based on the lemma above, if we assume the inflow condition u;_ > 0, we can immediately obtain the

[N

positivity of @; by taking the test function w = £ (extend £ = 0 outside I;) in the scheme (2.3) and using
the fact that the source term f and coefficient a(z) are positive. We can therefore obtain the result for the

positivity-preserving property of the scheme (2.3) with A = 0 as follows.

Theorem 2.2. For the variable coefficient stationary hyperbolic equation (1.1) with X\ = 0, if the source
term and inflow conditions from upstream cells (including the inflow condition on the first cell) are positive,

then the cell averages of the scheme (2.3) are positive, under the mesh size condition in Lemma 2.1.
We then consider the case A > 0 and give the main result as follows.

Lemma 2.3. Define the functions

B 2(x;41 — )
- Aw;(2a(21) + M\Az;)’

1(w)

,TEIJ‘,

and

6l o) (Aa—wy ) +ali) +alin)
= AIJ' (1204(571)04(572) + 3AIJA(CL(QA:‘1) + a(jj2)) + AI?/\Q) 5

&a(w)

,TEIJ‘

where A\ = \ + %;a(m, for P1-DG and P?-DG schemes, respectively, then & and & are the unique

x

functions in P*(I;) that satisfies

—J{ (a(x)v€y — AvE) dx + a(xj+%)v;+% j_+% =1v;, Yove P, (2.6)



for k=1 and k = 2, respectively.
Moreover, & >0 on I;; & > 0 on I; if A > pj(a), or otherwise Ax; < %fﬂi(z), where p;(-) is the

one-sided Lipschitz seminorm [1] defined as

v(x) — v(y)

r—=y

pj(v) = sup <

> , where zy = max(0, z).
zyeljxty +

Proof. Tt is easy to check by solving the linear equation/system that & (z) and &;(z) are the unique solutions
of the linear problem (2.6) for £k =1 and k = 2, respectively.
It is also clear that &;(x) > 0 on I;, since a(x), A > 0 by assumption.

As for k = 2, the positivity of & (z) is always the same to its factor A(z —

j—1) +a(@1) + a(@2). Note
that A = A — % > X\ — pj(a), thereby A(z — zi_1)+a(d1) +a(i2) > a(@1) +a(dz) = 0if A > pj(a),

or Az — r; 1) +a(®1) +a(dz) > a(@1) + a(d2) — (pj(a) — A)Az; > 0if A < pj(a). Both cases indicate that

1

2
&(z) > 0on I;. O
Following the same arguments as before, we can immediately get the positivity of u; if we assume the
positivity of the inflow condition and the source term. We can therefore obtain the result for the positivity-

preserving property of the scheme (2.3) with A > 0 (in fact it also applies to the case of A\ = 0) as follows.

Theorem 2.4. For the variable coefficient stationary hyperbolic equation (1.1) with A > 0, if the source term
and the inflow conditions from upstream cells (including the inflow condition on the first cell) are positive,

then the cell averages of the scheme (2.3) are positive, under the conditions in Lemma 2.3.

Remark 2.2. We are only able to prove the positivity-preserving property for P*-DG methods with k = 1
and k = 2 here. For the cases k > 3, the positivity of test function & satisfying (2.6) is too complicated to
be analyzed generally. However, we have investigated these cases for some special a(x) and the results are

promising, which are shown in Appendiz B.

2.3 Nonlinear stationary hyperbolic equation in one space dimension

Consider the nonlinear stationary hyperbolic equation (1.2) with f > 0 in Q. We assume a(u) > ¢ >
0, % > 0 for all u, and the boundary condition u(0) > 0.
Formally, we still have the same positivity-preserving results as in the variable coefficient case if we adopt

the scheme: seek u € th, s.t. Yw € th,

—]LI (a(u)vwy, — duw) dz + a(u;r%)u;r%w;r% = a(u:%)u;%w;l —I—]LI fwdzx, (2.7)



for j = 1,2,...,N, since a(u) in the scheme can be regarded as a(u(x)) in the variable coefficient case.
However, because u(z) is unknown, the mesh size conditions established before for positivity-preserving is
unavailable for k > 2. To resolve this difficulty, we give a P2-DG scheme which is positivity-preserving on

arbitrary meshes: seek u € VhQ, s.t. Yw € VhQ,

—]L (a(v)vwy — Auw)dz +a(u, ,)u;, w., = a(u;
I A

= Yu— -t
Wi Jfé)uji Wiy +][1- fwdz, (2.8)

=

for 7 =1,2,..., N, where fI‘ denotes the Simpson’s quadrature rule.
We give the main result for the P?-DG scheme (2.8) as follows.

Lemma 2.5. Let u(x) be the solution of the scheme (2.8) and define the function

6(z;,1 —2) (;\(x — ;1) +alu(@r)) + a(u(:ﬁg)))

) A Batute o) + 88 alun) + au@) + Ay B 2
where A = \ + ﬁ(a(”(izga(u(h))) , then & € P%(I;) satisfies
—]i (a(u)v€y — Av€) dx + a(u;r%)vjjr%{;r% =1v;, Yve PXI). (2.10)
Moreover, £ > 0 at the points {x‘j_%,xj,xj_‘_%}.
Proof. Tt can be verified by direct computations similar to the proofs before. O

Following the same arguments as in the variable coefficient case, we immediately get the positivity of 4,
if we assume the positivity of inflow condition and source term. Though the expression of £ in (2.9) contains
the unknown solution wu, it is not a problem since we actually do not use £ in the implementation of the
positivity-preserving algorithm. We can therefore obtain the result for the positivity-preserving property of

the schemes (2.7) for £k = 1 and (2.8) for k = 2 as follows.

Theorem 2.6. For the nonlinear stationary hyperbolic equation (1.2), if the source term and inflow condi-
tions from upstream cells (including the inflow condition on the first cell) are positive, then the cell averages

of the schemes (2.7) for k =1 and (2.8) for k = 2 are positive on arbitrary meshes.

3 Numerical algorithm in two and three space dimensions

In this section, we construct high order conservative positivity-preserving DG schemes for constant coefficient

stationary hyperbolic equations (1.3) and (1.4) in two and three dimensions, respectively. The schemes are

10



direct extensions from the algorithm in one space dimension. We are only able to give rigorous proofs of
positivity-preserving for limited cases but numerical computation shows strong evidence that the schemes
are positivity-preserving for Q*-DG for arbitrary k in two dimensions, and for odd k = 1,3,5,7, ... in three

dimensions.

3.1 Notations

We take the partition 0 = z1 < ry < o0 < Ty gL = 1, 0 = yr < ys < - < Yn,pi = 1, and

N

<zz <o <Zngl = 1 in the =, y and z directions, respectively, and define the mesh sizes

3
3
Ax; =21 —xi_%,i: 1,..., Ny, Ay; =Yl —yj_%,jzl,...,Ny, and Az =Z41 —zl_%,l: 1,...,N,,
with cell centers z; = %(mi_% taip1)i=1,...,Noyy; = %(yj_% +Yjp1)i=1,...,Ny, and z = %(zl_% +
zl+%),l= 1,...,N,. Moreover, we denote by K; ; = [:vi_%,:viJr%] X [yj_%,ijr%],i: 1,...,Ngj=1,...,N,
the cells in the two dimensional domain = [0,1]?, and K; ;; = [y @i Xy, ya < [aey 2] i =

1,...,Nyj=1,...,N,,l=1,...,N, the cells in the three dimensional domain Q = [0, 1]3.

The finite element spaces of the Q*-DG scheme are defined as
Vi ={ve L*([0,1]*) s v|k,, € Q¥(K;;),i=1,...,Np,j = 1,..., Ny}, (3.1)

and

Vi ={ve L*[0,1]*) s v|k,,, € Q"(Kiju),i=1,...,Nyyj=1,...,N,,l=1,...,N.}, (3.2)

in two and three dimensional domains, respectively, where Q¥(K) is the tensor product polynomial space
of order no greater than k on the cell K. For v € Vi¥, we denote the cell average by 9; ; on K; ;, and v; ;;
on K ;;. In two space dimensions, we define the left/right and lower /upper limits of v on the vertical and
horizontal cell interfaces by v(xir%,y) = v(a:H_% +0,y) and v(:z:,yjjr%) = v(a:,yj+% + 0), respectively. In
three space dimensions, the limits on cell interfaces are defined similarly.

We let {fo, 0o }E_; and {7a, @a}* T} be the Gauss-Legendre quadrature rules with k and k+ 1 quadrature
points on [—1,1], respectively. As in the previous section, we use the notation § to denote the approximate
integration via the k-point Gauss-Legendre quadrature. If not otherwise stated, the usual integral notation
f stands for the exact integral, which can be evaluated by the k£ + 1 point Gauss-Legendre quadrature in
the Q*-DG scheme for the constant coefficient problems. Finally, we denote by {/;(x),i = 1,...,k} the

Lagrange interpolation basis at {fo }X_; with £;(74) = 8.4, and by £.(x) the derivative of ¢;(z).

11



3.2 Constant coefficient stationary hyperbolic equation in two space dimensions

Consider the constant coefficients stationary hyperbolic equation (1.3) with f(z,y) > 0 in Q. As mentioned
before, without loss of generality, we may assume a,b > 0, because the other cases can be obtained by the
change of variables 2’ = 1 — x and/or y' = 1 — y. The corresponding boundary conditions are given by
u(0,y) = g1(y), u(z,0) = g2(x), where g1, g2 > 0.

Firstly, we would like to remark that the original DG methods are not positivity-preserving for the
cell averages in general, even for the P'-DG or Q'-DG schemes. One can refer to the counterexamples
constructed in [13].

The positivity-preserving Q*-DG scheme of (1.3) is to seek u € th s.t. Yw € th,

][m%][%% (
11»,% Y,

Y+ _ " Titd _ L Titrd [Yi+]
= G’U/((Ei_l,y)w(l’i_l,y)dy + bu(:v i )’U}(.’Ij,yj_l)d.’li + f?dedya
v i i Tiog Y-y

Y41 T, 1
avwy + buw, — duw) dedy + / 3 au(z;, 1, y)w(z, 1, y)dy + / bu(x, yj+l)w(:v, yj;f)dx
2 2 . 1 2

1 Y,
2

<

=

Ii—

fori=1,...,Nz,j =1,...,N,. If Ty = 0, we let u(:z:;%,y) = ¢1(y), similarly if Y-y = 0, we let
u(x, yj: 1 ) = g2(x). The quadrature adopted in (3.3) does not satisfy the condition for optimal convergence
established in [4], which results in sub-optimal convergence as we will show in the numerical tests.

Without loss of generality, we only consider scheme (3.3) on the reference cell K = [—1,1] x [—1,1], as
any cell Ki; = [z;_1,2;,1] X [y;_1,¥;, 1] can be transferred to K by changing of coordinates which only

rescales a, b, A\, f without altering their signs. We give the main result as follows.

Lemma 3.1. Deﬁne 5(1’, y;a, b7 /\) = (1 - (E)(l - y)n(% Yy;a, b7 )‘) fO’f’ ((E, y) € [_17 1]27 where 77(35, Yy;a, b7 )‘) =
Zf,j:l nij(a, b, \) ()l (y), and {n;;(a,b, A)}ﬁjzl is the solution of the linear system
k
> (@((1 = Pa)(1 = 3)ti(Fa)dp,; — (1 = 78)6a,i0p.5) +b (1 = Fa) (1 = #8)€;(78)0ai — (1 — Fa)da.i05.5)
ij=1
A= ) (U= F)daib) s = g0 0B =12k,
(3.4)
then &(z,y;a,b, ) € QF([—1,1]?) satisfies
1,1 1 1 1/t
—][ ]L (av€sy + bv&y — Av€) dxdy—l—/ av(l,y){(l,y)dy—i—/ bu(z,1)é(x, 1)dx = Z/ / vdzdy, (3.5)
—1J-1 —1 1

—-1J-1

for any v € QF([-1,1]?).
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Moreover, for k = 1,2, we have £(z,y; a,b,\) > 0 on [—1,1]%; for k = 3, we can show &(74,7;a,b,0) > 0,

a,f=1,2,3 and £(—1,74;a,b,0),&(Fa, —1;a,0,0) > 0, « = 1,2, 3, 4.

Proof. By definition of £(x,y), we can compute that £,.(z,y) = (1 — z)(1 — y) Z” 1 il () (y) — (1 —

Y) o8 o1 migli(@) 45 (y) and &y (2, y) = (1—2)(1—y) 325,y mili (@) (y) — (1 =) 327,y misli(2)L;(y), thereby

it can be checked that {n;;};_, is the solution of the linear system (3.4) if and only if £ satisfies
.. . . 1
&y (Fa,78) + by (Ta, ) — N(Fa,Tg) = T a,8=1,2,... k.

Moreover, we have £(1,y) = £(x,1) = 0 from the definition. Therefore, it follows from direct computation

that

1

1 1 1
(g, - g dody + [ )ty + [ bl )¢ )ds
—1J-1

-1 -1

k
=—4 Z Lﬁaof)gv(fa,f‘ﬂ) (afm(f‘a,f‘,@) + bfy(f‘a,f‘,@) — )\f(f‘a,f‘,@)) +0+0
a,f=1
= Z Walpv(Fa, 3) / / vdxdy, Yov € Qk([—l,l]z),
a,B=1

where the last equality follows from the fact that the tensor product of k-point Gauss-Legendre quadrature
is accurate for v € Q*([—1,1]?).
It remains to show the positivity of £, or equivalently 7.

When k = 1, by solving the linear equation (3.4), we have n(x,y;a,b, \) = > 0.

T

When k = 2, by solving the linear system (3.4), we have n(z, y; a, b, \) = C~(6a%+ 15a%b+ 15ab> + 653 +
9a%\ + 17abA + 9%\ + 5aA? + 5602 + A3 + 3a%bx + 9ab’z + 663z + 3a* Az + 9abAx + 90> Az + 3a\*z + 5bA*z +
A3z + 6ay + 9aby + 3ab®y + 9a® Ny + 9abAy + 3b2\y + 5a %y + 3bA%y + N3y + 9a’bay + 9ab®xy + 3a® vy +
9abAzy + 3b*Azy + 3ar zy + 30\ 2zy + A3zy), where C' = 1?6(3a2 +3ab+3b%+3aA+3bA+A?)(3a® + 6ab+ 3b +
3aX + 3bA + A?) > 0. Since n € Q'([-1,1]?) and n(—1,—1) = C~1(12a%b + 12ab? + 8ab)) > 0, n(—1,1) =
C71(12a® + 12a%b + 12a®X + 8abA + 4aX?) > 0, n(1,—1) = C~1(12ab? + 120> + 8ab) + 1262 + 4bA?) > 0,
n(1,1) = C1(12a® + 36ab + 36ab® 4+ 12b% + 24aX + 44abX + 24b°X + 16aA? + 16bA? + 4X3) > 0, we have
n(z,y;a,b,\) >0 for (z,y) € [-1,1]2.

Now we consider the case kK = 3 with A = 0. Firstly, we note that from the definition, &(x,y;a,b,\) =

C¢(z,y; Ca,Cb,CA) and n(z,y;a,b,\) = Cn(z,y; Ca,Cb,C\), YC > 0. Therefore it suffices to investigate

the case a = 1,b > 0 since &(z,y;a,b,0) = %{(x,y; 1, %,O). By solving the linear system (3.4), we get

13



7:5(1,5,0) = %%Ef;), i,7 =1,2,3, where P;;(b) and Q(b) are polynomials defined as:

Pi1(b) = 2(5(5 — V15) + 5(17 — 4v/15)b + (195 — 31V/15)b + (240 — 38v/15)b% + (195 — 31v/15)b* 4 5(17 — 4v/15)b° + 5(—5 + v/15)b%)

Pio(b) = 20 + (95 + 3v/15)b + 18002 4 14(15 — V15)b° + (195 — 29v/15)b* + 25(5 — V/15)b° + 10(5 — V/15)b°

Pi3(b) = 2(5(5 + V15) + 5(8 + V15)b + (45 + V15)b? + 306% + (45 — V/15)b* + 5(8 — V15)b° + 5(5 — v/15)b5)

Py;(b) = 10(5 — V15) + 25(5 — V15)b + (195 — 29v/15)b? 4 14(15 — v/15)b* + 180b6* + (95 + 3v/15)b° + 206°

Pys(b) = 20 + 95b + 198b* + 2496% + 198b* + 95b° + 20b°

Pa3(b) = 10(5 4+ V/15) + 25(5 + V15)b + (195 + 29v/15)6% + 14(15 + V15)b° + 180" + (95 — 3v/15)b° 4 200°

P31(b) = 2(5(5 — V15) + 5(8 — V15)b + (45 — V15)b? + 300° + (45 + V/15)b* + 5(8 + V15)b° + 5(5 + v/15)b5)

P33(b) = 20 + (95 — 3v/15)b + 18062 + 14(15 + V15)b® + (195 4 29v/15)b* + 25(5 + V15)b° + 10(5 4+ V15)b°

P33(b) = 2(5(5 + V15) + 5(17 + 4v/15)b + (195 + 31V15)b% + (240 + 38v/15)6° + (195 + 31v/15)b* + 5(17 + 4V/15)b° 4 5(5 + V15)b°)
Q(b) = 16(1 + b)(5 + 15b + 27b% 4 31b° 4 27b* + 15b° + 5b%)

One can observe that all coefficients in the above polynomials are positive. Therefore, we have n(#,7#5;a,b,0) =

%77(720“ 7g;1, %, 0)= %P“Q’fb(/b({)a) > 0, for o, 8 = 1,2, 3. Further more, since n(z,y;1,b,0) = Z?,j:l 7i5(1,0,0)0:(x)¢; (y) =

Z"’FIPE((?)M )Zj(y), the values of n at the quadrature points {(—1,7,),a = 1,2,3,4} and {(7o,—1),a =

1,2,3,4} are also rational functions of b. By direct computation, one can check that the coefficients of these

rational functions are all positive, which implies the positivity of n(x,y; a,b,0) at these points. We omit the

details of computation since it is straightforward but lengthy. O
Remark 3.1. By the Cramer’s rule, we always have 1;;(1,b,0) = %&f;), where P;;(b) and Q(b) are poly-
nomials, i,5 = 1,2,...,k, for general k. However, Mathematica is unable to afford the symbolic calculation

for k> 3. We sample some values of b and solve the corresponding values of P; ;(b) and Q(b) numerically.
By interpolation, we recover the expressions of P; ;(b) and Q(b), and find that all coefficients of them are

nonnegative for k = 4. Unfortunately, even numerical computation are difficult for the case k > 5.

Based on the lemma above, if we assume the positivity of the inflow conditions u(z;” ,,y) and u(z, Y1 ),

2 2
we can prove the positivity of @; ; by taking the test function w = £ (extend £ = 0 outside K; ;) in the
scheme (3.3) and using the fact that the source term f and coefficients a, b are positive. We can therefore

obtain the result for the positivity-preserving property of the scheme (3.3) as follows.
Theorem 3.2. For the constant coefficient stationary hyperbolic equation (1.3), if the source term and inflow
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conditions from upstream cells (including the inflow conditions on inflow boundary cells) are positive, then
the cell averages of the scheme (3.3) are positive for the Q', Q*-DG schemes with A > 0, and Q*-DG scheme

with A = 0.

Though we are not able to give rigorous proofs for the positivity-preserving property of the scheme (3.3)
with &k = 3,A > 0 or k > 3, A > 0 due to the difficulty of symbolically solving the large linear system (3.4),
we can still investigate these cases numerically.

For any given values of a, b, A, we can always solve for {n;; }f j—1 numerically from the linear system (3.4)
to obtain the values of 7 at the quadrature points {(fa,fg)}gﬂzl, {(—=1,7)}* L and {(Fa, —1)}FF) used
on the right hand side of (3.3). The scheme is positivity-preserving if n is positive at all these quadrature
points. Moreover, we can take advantage of the relationship n(z,y; a, b, \) = Cn(x,y; Ca, Cb,CX), VC > 0,
to reduce the computation. If A > max{a,b}, we use n(z,y;a,b,\) = %n(:v, T %, 1); otherwise we assume

a > max{b, \} without loss of generality and use n(x,y;a,b,\) = %n(m, y; 1,2, 2). Therefore, we only need

‘a’a

to numerically investigate the positivity of 7 in the two cases 0 < a,b<1,A=1landa=1,0<b,A < 1.

We define

k = i i _1 ~Oz; 7b717 ~O¢7_1; 7b71 9
m (k) Ogr{ll}glgllgglglgﬂ{n( ,Taja,b, 1),n(7 a,b,1)}

n2(k) = oJnin lgglglgﬂ{n(—l,m; 1,0, A), (T, —1;1,b,\)},

k)= mi i 7(fa, 5 a,b, 1
773( ) OS%}%11S%171§Skn(raurﬂvau ) )7

E)= mi i po a1, b\
n4(k) Ogri{&ngllgg{glgkn(rmm b, A),

and equally space 1000 x 1000 points of (a,b) or (b,A) on [0,1] x [0,1] to approximate ming<,p<1 and
minp<p a<1, and give the approximate values 7;(k),i = 1,2,3,4 in Table 1 and Table 2 for odd and even
k, respectively. From the tables, we can observe that the minimum value of 1 at the quadrature points is
zero (machine epsilon) on boundaries when k is even, and strictly positive in all other cases. Moreover, we
visualize a particular case A = 0, and plot h¥(b) = mini<a<p11{n(=1,7a;1,b,0),n(Fa, —1;1,b,0)}, h5(b) =
miny<q g<k Mo, 73;1,b,0) for b € [0,1] in the Figure 1, from which we can observe the same pattern as

shown in the tables.
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(c) hE(b), k is odd

(b) A% (b), k is even
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— k=20
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(d) h5(b), K is even

Figure 1: h¥(b) and h%(b) for different k, 1000 points equally spaced on [0, 1]



3.3

91(y, 2),

sions

U(.I',O,Z) = 92(1'72) and U(.I',y,()) = 93(x7y)a where 91,92, 93 2 0.

The positivity-preserving Q*-DG scheme of (1.4) is to seek u € V¥, where k is odd, s.t. Vw € V}¥

m\

au(:z:;%,y,z)w(x;%,y, dydz+ /

cu(z,y, 2y Jw(z,y, 2 h da?dy+][

(auwg + buwy + cuw, — Auw) dedydz + / /

/ =P

J —

[

Yt

1
2
1+

+ m\»—A
S
S

i— 2

I\J\»—‘
[V m\‘—‘

i+

[N

,_ 1
12

17

][L 3

_1

1
2

m\

k 3 5 7 9 11 13 15 17 19

i | 4.75E-02 | 4.59E-02 | 4.65E-02 | 4.73E-02 | 4.80E-02 | 4.86E-02 | 4.91E-02 | 4.93E-02 | 4.92E-02

fla | 4.75E-02 | 4.59E-02 | 4.65E-02 | 4.73E-02 | 4.80E-02 | 4.86E-02 | 4.91E-02 | 4.93E-02 | 4.92E-02

fis | 5.67E-02 | 5.17E-02 | 5.01E-02 | 4.93E-02 | 4.90E-02 | 4.88E-02 | 4.86E-02 | 4.85E-02 | 4.85E-02

fis | 5.67E-02 | 5.17E-02 | 5.01E-02 | 4.93E-02 | 4.90E-02 | 4.88E-02 | 4.86E-02 | 4.85E-02 | 4.85E-02
Table 1: #;(k),i = 1,2,3,4 with odd k

k 4 6 8 10 12 14 16 18 20

i | -1.11E-15 | -1.78E-15 | -2.66E-15 | -4.44E-15 | -5.33E-15 | -3.02E-14 | -2.84E-14 | -5.68E-14 | -3.20E-14

fla | -2.22E-16 | -2.78E-16 | -3.89E-16 | -2.36E-16 | -4.72E-16 | -1.05E-15 | -7.77E-16 | -1.16E-15 | -7.22E-16

fis | 5.98E-02 | 5.64E-02 | 5.51E-02 | 5.44E-02 | 5.40E-02 | 5.37E-02 | 5.33E-02 | 5.29E-02 | 5.27E-02

fis | 5.98E-02 | 5.64E-02 | 5.51B-02 | 5.44E-02 | 5.40E-02 | 5.37E-02 | 5.33E-02 | 5.29E-02 | 5.27E-02
Table 2: #;(k),i =1,2,3,4 with even k

Constant coefficient stationary hyperbolic equation in three space dimen-

Consider the constant coefficient stationary hyperbolic equation (1.4) with f(z,y,2z) > 0 in Q. Without

loss of generality, we assume a,b,c > 0. The corresponding boundary conditions are given by u(0,y,z) =

(@ 1y, 2)wl, 1y, 2)dydz

.CC Y Ys 2 ) (CC,y,Z_ l)dxdy
z+ I+3

[N

,Z)’LU(ZZ?, y'f 19

+
J—3

fwdxdydz,

z)dxdz




fori=1,...,Np,j=1,...,Ny,,l =1,...,N,. If x; ~1 =0, we let u(x; T1sYs z) = q1(y, 2), similarly, if

Yji—1 =0or z_1 =0, we let u(m,yj_%,z) = go(x,2) or u(x,y,zf_%) = gs(x,y), respectively. The sub-
optimal convergence is observed in numerical experiments due to the inaccurate quadrature rule adopted in
the scheme.

Without loss of generality, we only consider the scheme (3.6) on the reference cell K = [—1,1]3, as any

cell K; ;; can be transferred to K by changing of coordinates with only rescales a,b, c, A, f without altering

their signs. We give the main results as follows.

Lemma 3.3. Define {(x,y, z;a,b,¢,\) = (1 —z)(1 —y)(1 — 2)n(x,y, z; a, b, ¢, \), where n(x,y, z;a,b,¢c, \) =
Zf,j,l:l niji(a, b, e, N (x)l;(y)l(z), and {ni;i(a,b,c, )‘)}ﬁj,lzl is the solution of the linear system

k
Z (1 =7a) (1 =) (1 = 74)€i(2a)dp,50y,0 — (L = 75)(1 = y)da,i05,50+,1)

+b((1=7a)(1 = 76)(1 = 73)¢5(25)8a,i070 — (1 = Fa) (1 = 74)d4,i05,;0+.1)
+e((1=7a)(1 = 75)(1 = £l (21)0a,i08, — (1 = Fa) (1 = 75)0a,i05,50v,1)
—A(L = 7o) (1 = 78)(1 = y)0a,i08,50+.1) Mijt

1

= -3 s M :1727"'7k7
g @b

then &(z,y, z;a,b, ¢, \) € QF([—1,1]3) satisfies

][ ][ ][ (av€y + bvgy + cvé, — Avf) dxdydz+/ / av(l,y,2)¢(1,y, 2 dydz+/ / bu(z, 1, 2)¢(x, 1, 2)dzdz
" / / colie,y, DE(e,y, 1)dady = = / / / vdady,
-1J-1 8J 1J-1/

for any v € QF([-1,1]3).

Moreover, for k=1, we have £(x,vy,z;a,b,c,\) > 0 for (z,y) € [—1,1]3.

(3.8)

Proof. By definition of £(x, y, 2), we can compute that &, (z,y, 2) = (1—2)(1—y)(1—2) Eij,lzl N1l () (y) i (2)—
(1 =9) (1= 2) X8 1oy mitls (@) ()0 (2), &y (@9, 2) = (1= 2) (1= y)(1 = 2) X0 1y mieli (@) (w)a(2) — (1 —
D)1= 2) S8 ;1o mignli(@)0 () 0(2), and & (2,9, 2) = (1= 2)(1 = y)(1 = 2) S8, 1y mijula (@) ()5 () — (1 =
z)(1—y) Zf,j,l:l nij1li(x)€;(y)€1 (%), thereby it is easy to check that {Wijl}f,j,lzl is the solution of the linear

system (3.7) if and only if £ satisfies
. . . . 1
agw(’f'a,’f',@,’ry)+b§y(’l°a,’l°6,'f'ry)+C§z(’f'a,’f',@,7ay)_)\g(Ta,T'IQ,TV):—g, 047677:1727"'7]{'
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Moreover, £(1,y,2) = &(x,1,2) = &(x,y,1) = 0 from the definition. Therefore, it follows from direct
computation that (3.8) holds. When k = 1, we can solve £ from (3.7) to obtain &(z,y, z) = m(l -

2)(1—y)(1—2)>0in[-1,1]3. O

Based on the above lemma, we can obtain the result for the positivity-preserving property of the scheme

(3.6) as follows.

Theorem 3.4. For the constant coefficient stationary hyperbolic equation (1.4), if the source term and inflow
conditions from upstream cells (including the inflow conditions on inflow boundary cells) are positive, then

the cell averages of the scheme (3.6) are positive for the Q*-DG scheme.

We are of course not satisfied with only Q'-DG positivity-preserving scheme, which has first order con-
vergence rate by numerical experiments. Similar to the two dimensional case, we numerically investigate
the positivity of n(x,y,2) at the quadrature points used on the right hand side of (3.6) for larger k. It
suffices to consider two cases: 0 < a,b,c < 1,A =1 and a = 1,0 < b,¢c, A < 1 because of the property
&(x,y, z;a,b,¢,\) = C¢(x,y, z; Ca,Cb,Cc, CX),YC > 0 and the symmetry in z,y, z directions.

We define

nl(k) = Ogg}l}ggl 1Sa%1£k+l{n(_1a Ta, Tﬁa a, ba c, 1)5 77(7"047 _17Tﬁ; a, b7 (& 1)777(T0H Tﬁv _17 a, b7 c, 1)}7

772(k) = Ogir,?&gl 1§a%lgk+l{n(_1araurﬂ; 17b7 c, A)777(TO¢7 —1,T'ﬂ; 17b7 C, A),’l’](’l"a,’fﬂ, _17 17b7 C, A)}a
k) = i i P, Pg. P a,b. e, 1

n3(k) Ogg};ggl1S£gg§kn(7“a,7"5,ma, ¢, 1),

m(k) = 0<bien< 125{161%977(7“%7“3,% L,b,¢,2)

and equally space 100 x 100 x 100 points for k = 2, 3,4, 30 x 30 x 30 points for k = 5,6,..., 10, of (a,b, c) or
(b,c,A\) on [0,1]3 to approximate ming<g p.c<1 and ming<p . r<1. We give the approximate values 7;(k), i =
1,2,3,4 in Table 3. From the table, we can observe that the minimum value of n at quadrature points is
negative on boundaries when k is even, and strictly positive in all other cases, which suggest that we should

use odd k for the purpose of positivity-preserving.

4 Implementation of the algorithms

In this section, we summarize the results obtained in the previous sections and illustrate the implementation

of the positivity-preserving algorithms.
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k 2 3 4 5 6 7 8 9 10

m | -4.44E-16 | 1.04E-02 | -4.00E-15 | 9.75E-03 | -1.60E-14 | 1.00E-02 | -1.70E-03 | 1.04E-02 | -6.05E-03
72 | -3.97E-06 | 1.04E-02 | -1.63E-03 | 9.75E-03 | -6.15E-03 | 1.00E-02 | -1.25E-02 | 1.04E-02 | -2.01E-02
73 | 2.61E-02 | 1.39E-02 | 1.61E-02 | 1.20E-02 | 1.43E-02 | 1.14E-02 | 1.38E-02 | 1.18E-02 | 1.36E-02
na | 2.61E-02 | 1.39E-02 | 1.61E-02 | 1.20E-02 | 1.43E-02 | 1.14E-02 | 1.38E-02 | 1.18E-02 | 1.36E-02

Table 3: (k)i =1,2,3,4

Firstly, we introduce a robust version of the positivity-preserving limiter (1.5) used in practice. We set
a small threshold € > 0, e.g. ¢ = 1074, and denote by S the set of points where we want to preserve the
positivity of function values. The set S must include the quadrature points used on the inflow boundaries
in the schemes for the purpose of positivity-preserving. To be more precise, S must include the point z,, 1
on I; in one space dimension, the points {(z;, 1, ¥a) M A{(Fa, yj+%)}’;;11 on K ; in two space dimensions,
and the points {(:CH%,QQ,E[;)}E%I:I, {(Za,Yj41,%8) ’:}}:1, {(ia,gg,zwr%)}ij%l:l on K ;,; in three space
dimensions, where T, = x; + %A:vifa, Yo = Yj + %Ayﬁa, Zo = 21 + %Azﬁ“a, a=1,2,...,k+ 1 are the
(k + 1)-point Gauss-Legendre quadrature points in different directions. On a cell K with the cell average

ug >0, if ax <€, we take the modified solution @k (x) = tx, otherwise, we take the modified solution as

U — €

U (x) = 0 (ug(x) — Uk) + Uk, where = min{— 1}, (4.1)

g — Minkes Ux (X)
where x denotes the coordinates in one, two or three space dimensions.

In one dimensional space, we compute the solution u; on cell I; based on the solution @;_; with @;_1(x) >
0,z € S. Once u; is obtained from the scheme with #; > 0, we apply the above limiter to obtain a modified
solution ;, which will be used in the computation on the next cell.

Similarly, in two dimensional space, we compute the solution u;; on cell K;; based on the solution
Uiz1,5, Ui j—1 with @1 j(2,y), % -1(x,y) > 0,(z,y) € S. Once u;; is obtained, we apply the above
limiter to obtain the modified solution ; ;, which will be used in later computations. In three dimen-
sional space, we compute the solution u; ;; on cell K; ;; based on the solution w;—1 ;,%; j—1,1,%; j,1—1 With
Uim1,5,0(x, Y, 2), Ui j—1,0(2, Y, 2), Ui ji—1(2, y,2) > 0,(z,y,2) € S. Once w; ;; is obtained, we apply the above
limiter to obtain the modified solution ; ;; and use it in the later computations.

We would like to remark that, under certain mesh size conditions, the positivity of the solution at the
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interfaces T 7 = 1,2,..., N in one dimensional space is automatically maintained even without the
2

positivity-preserving limiter, i.e. u;+ , >0,5=1,2,...,N provided f,uo > 0. This fact allows us to apply
2
the positivity-preserving limiter simultaneously for all cells after the DG solution has been obtained for all

cells. The detailed theorem and its proof are given in Appendix A.

5 Numerical examples

In this section, we perform numerical experiments to show the good performance of the positivity-preserving
methods established in the previous sections. Many of the examples are taken from [19, 13, 20]. We take
the set S in the positivity-preserving limiter of the Section 4 as the union of the necessary points introduced
therein and 100 equally spaced points on 1D cells, or 50 x 50 equally spaced points on 2D cells, or 20 x 20 x 20
equally spaced points on 3D cells. If not otherwise stated, we use uniform meshes with mesh sizes satisfying

the conditions of positivity-preserving established in the previous sections.

Example 5.1. We solve the equation (1.1) with a(x) = m, A =0 and f(x) = 2% on the domain Q =
[0,1]. The boundary condition is given by w(0) = 0 and the ezact solution is u(x) = 223 + § sin(4rz)x3. We
compute the solution based on the positivity-preserving scheme (2.3) and give the errors, order of convergence,
and data about positivity in Tables 4 and 5 for the cases without and with the limiter, respectively. From the

tables, we can see that the orders of convergence are optimal, and the negative values of the solution of the

scheme without limiter are eliminated by the positivity-preserving limiter.

Example 5.2. We solve the equation (1.1) with a(z) = 1,A = 6000 and f(z) = X (5cos*(z)+e€) —

9
%COSB(I) sin(z) on the domain Q = [0,7]. We take ¢ = 10~* such that the source term is nonnegative.
The boundary condition is given by u(0) = § + € and the exact solution is u(z) = § cos®(x) +e. This ezample

has been tested in [18] with a rigorously proved high order conservative positivity-preserving method. How-
ever, since the inaccurate integral is adopted in our scheme, the results of our algorithm will be different.
We collect the numerical errors, orders of convergence, and data about positivity in Tables 6 and 7 for the
schemes (2.3) without and with the limiter, respectively, from which we can observe the optimal convergence,

and the negative values of the solution being eliminated by the positivity-preserving limiter.

Example 5.3. We solve the equation (1.1) with a(z) = 1+z, A = 10000 and f(z) = (A+1) (5 cos*(z) +€) —

(14 ) (5 cos®(z)sin(x)) on the domain Q = [0,2n]. We take e = 2 x 107 such that the source term is
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L' error

N order L° error order min uy,

20 1.78E-03 - 2.89E-02 - -8.71E-06
40 4.41E-04 201 7.27E-03 1.99 -5.96E-07
80 1.10E-04 2.00 1.83E-03 199 -3.81E-08
160 2.75E-05 2.00 4.57E-04 2.00 -2.39E-09
320 6.88E-06 2.00 1.14E-04 2.00 -1.50E-10
20 8.34E-05 - 1.53E-03 - -3.46E-06
40 1.06E-05 298 2.10E-04 286 -4.17E-07
80 1.32E-06 3.01 291E-05 285 -5.24E-08
160 1.64E-07 3.00 3.81E-06 293 -6.63E-09
320 2.05E-08 3.00 4.86E-07 2.97 -8.38E-10
20 4.42E-06 - 1.15E-04 - -9.64E-07
40 2.76E-07 4.00 7.31E-06 3.98 -7.63E-08
80 1.72E-08 4.01 4.57E-07 4.00 -5.03E-09
160 1.07E-09 4.00 2.86E-08 4.00 -3.18E-10
320 6.70E-11  4.00 1.79E-09 4.00 -2.00E-11
20 1.36E-07 - 3.41E-06 - -6.96E-08
40 4.23E-09 5.01 1.09E-07 497 -1.14E-09
80 1.34E-10 4.98 3.39E-09 5.00 -1.80E-11
160 4.17E-12 5.00 1.06E-10 5.00 -2.81E-13
320 1.30E-13 5.00 3.32E-12 5.00 -4.40E-15

Table 4: Results of Example 5.1 without limiter
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N  L'error order L* error order Limited cells (%)
20  1.78E-03 - 2.89E-02 - 5.00
40 441E-04 201 7.27E-03 1.99 2.50
80 1.10E-04 2.00 1.83E-03 1.99 1.25
160 2.75E-05 2.00 4.57E-04 2.00 0.63
320 6.88E-06 2.00 1.14E-04 2.00 0.31
20 8.41E-05 - 1.52E-03 - 5.00
40 1.07E-05 297 2.10E-04 2.85 2.50
80 1.34E-06 3.00 2.92E-05 2.85 1.25
160 1.67E-07 3.00 3.82E-06 2.93 0.63
320 2.09E-08 3.00 4.88E-07 2.97 0.31
20  5.45E-06 - 1.13E-04 - 5.00
40 3.84E-07 3.83 T7.17TE-06  3.98 2.50
80 2.52E-08 3.93 4.46E-07 4.01 1.25
160 1.61E-09 397 2.79E-08 4.00 0.63
320 1.02E-10 3.99 1.74E-09 4.00 0.31
20  2.35E-07 - 3.50E-06 - 5.00
40 5.81E-09 5.33 1.10E-07 4.99 2.50
80 1.54E-10 5.23 3.42E-09 5.01 1.25
160 4.44E-12 5.12 1.07E-10 5.00 0.63
320 1.47E-13 4.92 3.34E-12  5.00 0.31

Table 5: Results of Example 5.1 with limiter
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L' error

N order L°° error order min up,

20  2.14E-03 - 2.64E-03 - -1.33E-03
40 4.66E-04 220 6.76E-04 1.96 -2.90E-04
80 7.94E-05 2.55 1.70E-04 2.00 -4.34E-05
160 1.15E-05 2.78 4.21E-05 2.01 -1.41E-06
320 241E-06 2.26 1.04E-05 2.02 -1.20E-10
640 5.94E-07 2.02 2.51E-06 2.05 -1.66E-11
20  3.40E-04 - 4.59E-04 - -2.68E-04
40 6.79E-05 232 1.04E-04 2.15 -4.43E-05
80 1.00E-05 2.76 1.86E-05 248 -8.12E-08
160 1.25E-06 3.00 2.12E-06 3.13 -3.03E-07
320 9.42E-08 3.72 1.55E-07 3.78 -8.65E-09
640 6.07E-09 3.96 9.80E-09 3.98 -1.52E-10

Table 6: Results of Example 5.2 without limiter
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N  L'error order L* error order Limited cells (%)
20  1.20E-03 - 2.64E-03 - 10.00
40 297E-04 2.02 6.76E-04 1.96 5.00
80 6.59E-05 2.17 1.70E-04 2.00 2.50
160 1.14E-05 2.53 4.21E-05 2.01 1.25
320 2.41E-06 2.24 1.04E-05 2.02 0.31
640 5.94E-07 2.02 2.51E-06 2.05 0.16
20 2.41E-04 - 4.59E-04 - 15.00
40 5.56E-05 2.11  1.04E-04 2.15 7.50
80 9.98E-06 2.48 1.86E-05 2.48 2.50
160 1.24E-06 3.01 2.12E-06 3.13 1.88
320 9.41E-08 3.72 1.55E-07  3.78 0.94
640 6.07E-09 3.95 9.80E-09 3.98 0.31

Table 7: Results of Example 5.2 with limiter
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nonnegative. The boundary condition is given by u(0) = 5 + ¢ and the ezact solution is u(x) = § cos*(z) + .
We compute the solution using the scheme (2.3) and give the numerical errors, orders of convergence, and
data about positivity in Tables 8 and 9 for the case without and with the limiter, respectively. From the tables,
we can see that the orders of convergence are optimal, and that negative values appear without limiter and

the positivity is maintained under the modification of the limiter.

kN L'error order L error order min up,

1 20 8.35E-03 - 1.07E-02 - -3.03E-03
40 1.76E-03 225 2.83E-03 193 -5.01E-04
80 4.10E-04 2.10 7.02E-04 2.01 -1.10E-04
160 9.38E-05 213 1.73E-04 2.02 -1.60E-05
320 2.15E-05 2.13 4.28E-05 2.02 -4.49E-07

640 5.19E-06 2.056 1.05E-05 2.02 -3.21E-10

2 20 1.62E-03 - 1.26E-03 - -4.51E-04
40 3.73E-04 211 289E-04 2.12 -1.03E-04
80 7.96E-05 2.23 T7.02E-06 2.04 -1.62E-05
160 1.29E-05 2.62 1.32E-06 241 -1.19E-06
320 1.35E-06 3.26 1.85E-06 2.83 -1.45E-07

640 1.03E-07 3.71 1.66E-07 3.48 -3.78E-09

Table 8: Results of Example 5.3 without limiter

Example 5.4. We solve the equation (1.2) with a(u) = u?40.01, A =5 and f(z) = —8sin(z) cos’(z) (3(cos®(x) + €)* + 0.01)+
A (cos®(z) + €) on the domain Q = [0,7]. We take e = 107 such that the source term is nonnegative. The
boundary condition is given by u(0) = 1+ ¢ and the ezact solution is u(x) = cos®(z) + €. We give the errors,
orders of convergence, and data about positivity in Tables 10 and 11 for the scheme (2.7) with k = 1 and
scheme (2.8) with k = 2 in the case without and with the limiter, respectively, with the same conclusion about

accuracy and positivity-preserving as before.

Example 5.5. We solve the equation (1.3) with a = 0.7,b = 0.3,A = 1.0 and f = 0 on the domain

Q =0,1] x [0,1]. The boundary conditions are given by u(x,0) =0 for 0 < z <1 and u(0,y) = sin®(ry) for
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N  L'error order L* error order Limited cells (%)
20 6.44E-03 - 1.07E-02 - 10.00
40 1.53E-03 2.08 283E-03 1.93 5.00
80 3.75E-04 2.03 T7.02E-04 2.01 3.75
160 9.12E-05 2.04 1.73E-04 2.02 1.88
320 2.15E-05 2.09 4.28E-05 2.02 0.94
640 5.19E-06 2.05 1.05E-05 2.02 0.31
20 1.44E-03 - 1.37E-03 - 20.00
40 3.36E-04 2.10 3.25E-04  2.07 10.00
80 T7.62E-05 2.14 T7.37E-05 2.14 6.25
160 1.29E-05 256 1.32E-05 2.49 3.13
320 1.35E-06 3.26 1.85E-06  2.83 1.56
640 1.03E-07 3.71 1.66E-07  3.48 0.78

Table 9: Results of Example 5.3 with limiter
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L' error

N order L°° error order min up,

20 1.20E-01 - 1.28E-01 - -1.17E-01
40 8.11E-03 3.89 1.86E-02 2.78 -2.97E-03
80 1.55E-03 239 4.39E-03 2.08 -2.03E-07
160 3.87E-04 2.01 1.09E-03 2.02 -1.04E-13
320 9.66E-05 2.00 2.71E-04 2.00 8.96E-15
640 241E-05 2.00 6.76E-05 2.00 9.86E-15
20 8.56E-02 - 1.76E-01 - -7.20E-02
40 1.16E-02 2.88 4.47TE-02 198 -1.44E-02
80 9.28E-04 3.65 4.78E-03 3.22 -9.60E-05
160 8.20E-05 3.50 4.31E-04 347 -4.44E-09
320 8.27E-06 3.31 4.41E-05 3.29 -7.82E-14
640 9.25E-07 3.16 4.89E-06 3.17  9.98E-15

Table 10: Results of Example 5.4 without limiter
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N  L'error order L* error order Limited cells (%)
20 3.85E-02 - 1.28E-01 - 15.00
40 7.02E-03 246 1.86E-02 2.78 12.50
80 1.55E-03 2.18 4.39E-03  2.08 3.75
160 3.87E-04 2.01 1.09E-03 2.02 1.25
320 9.66E-05 2.00 2.71E-04 2.00 0.00
640 2.41E-05 2.00 6.76E-05 2.00 0.00
20 1.89E-02 - 7.65E-02 - 50.00
40 6.35E-03 1.58 4.26E-02 0.8 37.50
80 9.15E-04 2.80 4.78E-03 3.15 18.75
160 8.20E-05 3.48 4.31E-04 3.47 6.25
320 8.27E-06 3.31 4.41E-05 3.29 1.25
640 9.25E-07 3.16 4.89E-06 3.17 0.00

Table 11: Results of Example 5.4 with limiter
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0 <y <1. Itis easy to check that the exact solution of the problem is

|
S

0, y<Z
u(z,y) =
A

sinﬁ(w(y - gx))ef at y >

ISRIS

We compute the solution based on the scheme (3.3) with k = 1,2,3,4,5. The errors, orders of convergence
and data about positivity are given in Tables 12 and 13 for the cases without and with positivity-preserving
limiter, respectively, from which the sub-optimal convergence can be observed. Moreover, we plot the results
of the scheme with the limiter for k =1,2,3,4 on the 40 x 40 mesh in Figure 2, in which we put white dots

on those cells where negative values appear before the limiting process.

Example 5.6. We solve the equation (1.3) with a = 0.6,b = 0.4,A =0 and f = 0 on the domain Q = [0, 1]%.
The boundary condition is given by u(xz,0) = 1 for 0 < z < 1 and u(0,y) = 0 for 0 < y < 1. The exact
solution of the problem is

1, y<

Qo

u(z,y) =
0, y>2ia

This problem can be interpreted as a two-dimensional radiative transfer model in transparent medium, see
[18]. We plot the contours of the numerical solution solved from the scheme (3.3) with positivity-preserving
limiter for k = 1,2,3,4 on 40 x 40 rectangular mesh in Figure 3, where white dots are drawn on the cells
with negative values appearing before the limiting process. Moreover, we cut the profile of the solutions along
the line x = 0.5, and compare them with the exact solution and the numerical solution solved without limiter
in Figure 4, from which we can clearly see that the scheme without limiter produces negative values while the

positivity of the solution is maintained with the limiter.

Example 5.7. We solve the equation (1.3) with a = 0.6,b = 0.4,\=1 and f = 0 on the domain Q = [0, 1]%.
The boundary condition is given by u(x,0) = 1 for 0 < x <1 and u(0,y) = 0 for 0 <y < 1. The exact
solution of the problem is
e_%y, y < g:v
u(z,y) =
0, Yy > gar
The problem can be viewed as a two-dimensional radiative transfer model in purely absorbing medium, see

[18]. We plot the contour of the numerical solution solved from the scheme (3.3) with positivity-preserving
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L' error

Ny x Ny order L°° error order min up
10 x 10 1.87E-02 - 2.96E-01 - -1.01E-01
20x20 6.04E-03 1.63 1.08E-01 1.46 -6.43E-03
40 x 40  2.45E-03 1.30 4.80E-02 1.16 -2.42E-04
80 x 80 1.14E-03 1.11 2.36E-02 1.02 -4.50E-06
160 x 160 5.56E-04 1.03 1.18E-02 1.00 -7.34E-08
320 x 320 2.77E-04 1.01 5.89E-03 0.99 -1.16E-09
10 x 10  1.70E-03 - 3.97E-02 - -8.78E-03
20x20  3.77E-04 2.17 1.27E-02 1.65 -2.37E-03
40 x40  9.11E-05 2.05 3.48E-03 1.86 -1.70E-04
80 x 80  2.27E-05 2.01 9.17TE-04 193 -2.53E-06
160 x 160 5.68E-06 2.00 2.35E-04 197 -1.14E-07
320 x 320 1.42E-06 2.00 5.95E-05 1.98 -2.89E-09
10 x 10 1.45E-04 - 4.56E-03 - -6.59E-04
20x20 1.49E-05 3.29 4.76E-04 3.26 -4.35E-05
40 x40  1.70E-06 3.13 6.13E-05 2.96 -7.75E-07
80 x 80  2.06E-07 3.04 7.78E-06 2.98 -1.22E-08
160 x 160 2.56E-08 3.01 9.80E-07 2.99 -1.92E-10
320 x 320 3.19E-09 3.00 1.23E-07 299 -3.01E-12
10 x 10 1.23E-05 - 4.28E-04 - -7.15E-05
20x20 6.95E-07 4.14 3.63E-05 3.56 -2.49E-06
40 x40  4.13E-08 4.07 2.55E-06 3.83 -4.55E-08
80 x 80  2.53E-09 4.03 1.68E-07 3.93 -7.49E-10
160 x 160 1.57E-10 4.01 1.07E-08 3.97 -1.19E-11
320 x 320 9.77E-12 4.00 6.77TE-10 3.99 -1.87E-13

Table 12: Results of Example 5.5 without limiter
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N, x N, L'error order L* error order Limited cells (%)
10 x 10 1.98E-02 - 3.17E-01 - 36.00
20 x 20 6.13E-03 1.69 1.08E-01 1.56 21.25
40 x 40 2.45E-03 1.32 4.80E-02 1.16 14.69
80 x 80 1.14E-03 1.11  2.36E-02 1.02 5.27
160 x 160 5.56E-04 1.03 1.18E-02 1.00 1.21
320 x 320 2.Y7E-04 1.01 5.89E-03 0.99 0.23
10 x 10 2.34E-03 - 3.92E-02 - 49.00
20 x 20 3.91E-04 258 1.27E-02 1.63 37.25
40 x 40 9.12E-05 2.10 3.48E-03 1.86 25.50
80 x 80 2.27E-05 2.01 9.17E-04 1.93 13.34
160 x 160 5.68E-06 2.00 2.35E-04 1.97 6.25
320 x 320 1.42E-06 2.00 5.95E-05 1.98 3.43
10 x 10 2.69E-04 - 5.18E-03 - 27.00
20 x 20 1.80E-05 3.90 5.01E-04 3.37 13.25
40 x 40 1.72E-06 3.39 6.13E-05 3.03 5.81
80 x 80 2.06E-07 3.06 7.78E-06  2.98 3.97
160 x 160 2.56E-08 3.01  9.80E-07 2.99 2.95
320 x 320 3.19E-09 3.00 1.23E-07 2.99 2.45
10 x 10 3.29E-05 - 8.94E-04 - 29.00
20 x 20 1.01E-06 5.03 3.81E-05 4.55 14.00
40 x40  4.37E-08 4.53 2.55E-06  3.90 9.31
80 x 80  2.55E-09 4.10 1.68E-07 3.93 4.20
160 x 160 1.57E-10 4.02 1.07E-08  3.97 2.28
320 x 320 9.77E-12  4.01 6.77TE-10  3.99 1.67

Table 13: Results of Example 5.5 with limiter
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3 (d) k=4

Figure 2: Solutions of Example 5.5 with limiter

33

0.9

08

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.9

0.8

0.7

0.6

05

0.4

0.3

0.2

0.1



Figure 3: Solutions of Example 5.6 with limiter
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Figure 4: Solutions of Example 5.6 cut along x = 0.5
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limiter for k =1,2,3,4 on 40 x 40 rectangular mesh in Figure 5, where white dots are drawn on the cells with
negative values appearing before the limiting process. Moreover, we cut the profile of the solution along the
line x = 0.5, and compare them with the exact solutions and the numerical solutions solved without limiter in

Figure 6, from which we can see the positivity of solution is attained under the positivity-preserving limiter.

Figure 5: Solutions of Example 5.7 with limiter

Example 5.8. We consider the time-dependent linear problem u; + u, = 0 on the domain Q = [0,2] with

36



Figure 6: Solutions of Example 5.7 cut along x = 0.5

37



boundary condition u(0) =0 and discontinuous initial condition

\.)—‘
8
m

!
[IN[J*)

]

)
0, otherwise.

The solution of the problem is u(xz,t) = uo(x—t). We use the space-time DG approach that treats the time as
an extra dimension, and solve the problem based on the scheme (1.3). The mesh is 80 x 40 on the space-time
domain Q x [0, T]. We plot the numerical solutions at t =1 and compare it with the exact solution and the
solution solved without limiter in Figure 7. From the figures, we can see the solutions have negative values

without the positivity-preserving limiter, while the positivity is maintained after the limiting process.

Example 5.9. We consider the time-dependent linear problem u: + auy + buy + Au = f with a = 0.7,b =
0.3, A = 0.5 on the domain Q = [0,1]2. The initial condition is
0, y < ba,

Uo(xv y) =
sin®(n(y — Lx))e N, y> ba.

The exact solution of the problem is u(x,y,t) = uo(z — at,y — bt)e . The boundary conditions are given
according to the exact solution on the inflow boundaries. We use the space-time DG approach that treats the
time as an extra dimension, and solve the problem based on the scheme (1.4) on the space-time domain Qx T
with T = 0.5. The errors, orders of convergence and data about positivity on the whole space-time domain
Qx[0,T] are given in Tables 14 and 15 for the cases without and with limiter, respectively, from which we can
observe sub-optimal convergence and the positivity of solution being maintained by the positivity-preserving

limiter.

6 Concluding remarks

In this paper, we have constructed the high order conservative positivity-preserving DG method for stationary
hyperbolic equations, via suitable quadrature rules in the DG framework.

In one space dimension, we propose the conservative positivity-preserving scheme with arbitrary high
order for the variable coefficient equation (1.1) with A = 0, and second and third orders for the variable
coefficient equation (1.1) with A > 0 and nonlinear equation (1.2) with A > 0, which is a vast extension of

the previous works in [13, 19] since only constant coefficient equations were addressed therein.
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Figure 7: Solutions of Example 5.8 at T'=1
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E Nz x Ny x Ng L' error order L error order min up,
1 10 x 10 x 5 1.17E-02 - 8.74E-01 - -4.52E-01
20 x 20 x 10 4.80E-03 1.29 3.61E-01 1.27 -8.95E-02
40 x 40 x 20 2.27E-03 1.08 1.87E-01 0.95 -7.47E-03
80 x 80 x 40 1.12E-03 1.02 9.51E-02 0.98 -2.51E-04
160 x 160 x 80  5.55E-04 1.01 4.80E-02 0.99 -2.10E-05
320 x 320 x 160 2.77E-04 1.00 2.41E-02 0.99 -3.49E-06
3 10 x 10 x 5 1.19E-04 - 1.55E-02 - -2.63E-03
20 x 20 x 10 1.29E-05 3.20 1.82E-03 3.09 -1.40E-04
40 x 40 x 20 1.52E-06 3.09 2.27E-04 3.00 -2.63E-06
80 x 80 x 40 1.86E-07 3.03 2.89E-05 298 -4.65E-08
160 x 160 x 80  2.31E-08 3.01 3.66E-06 2.98 -7.58E-10
320 x 320 x 160 2.89E-09 3.00 4.61E-07 299 -3.68E-11
5 10 x 10 x 5 8.73E-07 - 1.43E-04 - -5.46E-05
20 x 20 x 10 247E-08 5.14 3.71E-06 5.27 -5.46E-07
40 x 40 x 20 7.35E-10 5.07 1.14E-07 5.02 -1.11E-08
80 x 80 x 40 2.25E-11  5.03 3.63E-09 498 -2.02E-10
160 x 160 x 80  7.01E-13 5.01 1.15E-10 4.98 -3.37E-12
320 x 320 x 160 2.20E-14 4.99 3.62E-12 499 -5.44E-14

Table 14: Results of Example 5.9 without limiter

40



k N, x N, L' error order L% error order Limited cells (%)
1 10 x 10 x 5 1.28E-02 - 7.43E-01 - 78.20
20 x 20 x 10 5.11E-03 1.33 4.81E-01 0.63 58.20
40 x 40 x 20 2.29E-03 1.16 1.87E-01 1.36 40.61
80 x 80 x 40 1.12E-03 1.03 9.51E-02 0.98 29.66
160 x 160 x 80  5.55E-04 1.01 4.80E-02 0.99 21.89
320 x 320 x 160 2.77E-04 1.00 2.41E-02 0.99 17.11
3 10 x 10 x & 8.84E-04 - 1.02E-01 - 48.40
20 x 20 x 10 5.36E-05 4.04 1.85E-02 2.46 34.55
40 x 40 x 20 2.18E-06 4.62 8.90E-04 4.38 25.93
80 x 80 x 40 1.92E-07 3.51 2.89E-05 4.94 22.40
160 x 160 x 80  2.32E-08 3.06 3.66E-06 2.98 19.09
320 x 320 x 160 2.89E-09 3.01 4.61E-07 2.99 16.19
) 10 x 10 x & 3.35E-04 - 9.43E-02 - 42.40
20 x 20 x 10 3.02E-05 3.47 3.03E-02 1.64 33.68
40 x 40 x 20 1.01E-06 4.90 1.55E-03 4.29 27.34
80 x 80 x 40 1.28E-08 6.30 3.83E-05 5.34 22.33
160 x 160 x 80 1.24E-10 6.69 6.96E-07 5.78 18.93
320 x 320 x 160  1.40E-12 6.47 1.15E-08 5.92 16.36

Table 15: Results of Example 5.9 with limiter
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We also propose the conservative positivity-preserving scheme for constant coefficient equations with
arbitrary high order in two space dimensions, and arbitrary odd order in three space dimensions, which
improves the existing results in [13, 19] that are either non-conservative with high order accuracy or conser-
vative with second order accuracy. We only give rigorous proofs for limited cases but the results of numerical
experiments in Section 3 for general cases are very promising.

Finally, we would like to mention that, even though we have not discussed it in this paper, one important
application of the positivity-preserving schemes for stationary hyperbolic equations is to radiative transfer

equations. One can refer to [13, 19, 20] for details.
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Appendices

A The positivity of solution at downwind points in one space di-
mension

In this appendix, we prove that the solutions of schemes proposed in Section 2 are nonnegative at downwind

points under certain mesh size conditions, provided the positivity of the boundary condition and source term.

Theorem A.l. For the problem (1.1) with a(x) > 0 and f,u(0) > 0, the solution of the scheme (2.3)
satisfies uj_+l >0,j=1,2,...,N, fork=1,2,3,... if \ =0, and for k = 1,2 if \Az; < 2mingcy, a(x),j =
2

1,2

g Ly ooy

N.

Proof. If A =0, we take the test function w = 1 in the scheme (2.3) to yield the equations



satisfied by the solution. Since a(z) > 0, f(z) > 0 on Q, and vy = u(0) > 0, by induction, we have

=

W, >0,j=12... N
: 2>\(m].+% —x)

If A > 0and k = 1, it is easy to check that the test function {(x) = a(z].1+%) T aG,, e A € PY(1;)
satisfies
_]6 (a(z)v€y — M) dx + a(xj+%)v;+%§;+% = vj_Jr%, (A1)

2a(x;)—AAx;
a(1j+% )(2a(x;)+AAx;)

for all v € P'(I;). Moreover, §(z; 1) = @ >0 and {(z;_1) = > 0if AAz; <
2mingey; a(z), which implies that {(x) > 0 on I;. Therefore, by taking the test function w = & (extends to

zero outside [;) in the scheme (2.3), we have

L= a(a:j_%)u:

Nl=

&t ]f féda, (A.2)

> 0. Since u; = u(0) > 0, by induction, we have Ui > Oforj=1,2,...,N.
2 2

)

which implies Uil > 0if (O

[N

If A > 0 and k = 2, one can check that £(z) = & L1 () +§aLa(x) + &3 Ls(x) satisfies the equation (A.1) for
all v € P?(1;), where Ly (x), Lo(x), L3(x) are the Lagrange basis at {21, &2, xj+%} with L1(21) = 1, La(22) =

1, L3(x;y1) =1, and

2v/3a(#1)(2v3a(32) — AAz;)

b= a(a;y 1) (12a(@1)a(@2) + 3a(21)A\Az; + 3a(Z2)NAz; + A\2Ax3)’

€ = 2v/3a(#2)(2v/3a(21) + AAz;)

* 7 a(vyy 1) (12a(@1)a(@2) + 3a(i1)AAz; + 3a(i2) AAz; + \2Az?)
!

&=

Moreover, if AAz; < 2minger; a(z), we have §(#1) = & > 0,£(22) = & > 0 and

( - 12a(21)a(d2) — 3a(Z1)A\Az; — 3a(L2)AAz; + N> Ax? -0
Y8 T (e, ) (12a(@)a(@2) + 3a(@)AAT; + 3a(@2) Az, + A2A2T) ©

Therefore, follow the same lines as in the case k = 1, we obtain u;+l >0forj=1,2,...,N. O
2

Almost the same arguments can be used to prove a similar theorem for the scheme (2.7) with k& =1
and scheme (2.8) with k& = 2, except that the positivity of ¢ at the midpoint need to be checked due to the
quadrature rules adopted on the right hand side the schemes. The theorem is stated as follows and the proof

is omitted.

Theorem A.2. For the problem (1.2) with a(u) > ¢ > 0, and f,u(0),A > 0, the solutions of the scheme

(2.7) with k =1 and scheme (2.8) with k = 2 satisfy uj_Jr% >0,j=1,2,...,Nif Mdz; <2¢,j=1,2,...,N.

)
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Remark A.1. For the time-dependent linear problem u;+ (a(x)u), = 0, the backward Euler time discretiza-
tion approach yields the stationary equations (a(x)u™), + At tu™ = At~y 1 n=1,2,..., %. Therefore,
the backward Euler discontinuous Galerkin scheme (2.3) is positivity-preserving under the CFL condition
mingey, a(a:)AA;j > %,Vj, if the positivity-preserving limiter is not applied until the computation of u™ is

completed at the time level n. This result can be viewed as an extension of the theoretical result of positivity-

preserving backward Euler discontinuous Galerkin method for u; + u, = 0 analyzed in [15].

B Investigation of the schemes (2.2) and (2.3) for some special a(z)

The unmodulated P*-DG schemes (2.2) for the equation (1.1) could result in negative cell averages in the
solution for some special a(z). For instance, one can take a(zr) = 1+ z,a(z) =1 +2?%,a(z) = 1 + 23, a(z) =
1+ 2%, a(z) = 1+ 2° in the unmodulated P!, P2, P3, P* P5-DG schemes, respectively, for some particular
A

More precisely, for the test function £ € P([0, h]), s.t.

h 1 h
—/ (a(z)véy — M€) dx + a(h)v(h)E(h) = E/ vdz, v e P*([0,h]),
0 0

where a(z) = 1+ 2%, k = 1,2,3,4,5, £(h) is strictly negative for sufficiently small h, though limj, o £(hx) =
1—x2>0forxzel01]

One can check that, if A = 0:

e For k=1, limy_,g % = —%.
o For k =2, limy_,o £4 = — L
e For k=3, limy,_,g 5}(12) = _Elo'
o For k =4, limy,,o £ = — L.
e For k=5, limy,_,g E,(J;) = _Tln'

One can also check that, if A = %:

e For k =1, limy_,g L:) = _%'
e For k =2, limy_ 5;(12) = _W70'
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£(h) 47

e For k =3, limp0 55 = —g7gp-
- £h) _ 383

e For k =4, limp_0 —;(14) = T 341920°
e £&h) _ 349

e For k =5, limy_ —;(ls) =~ T 967680°

Therefore, we can construct proper source term f(x) > 0 with large values around x = h, such that the

average of the solution on the cell [0, h] is negative.

However, using the positivity-preserving scheme defined in (2.3), the above problems are resolved. One

can check that, for the test function & € P*([0, h]), s.t.

h
/ vdx, v e P*([0,h]),
0

SRS

h
~f (ale)ut, =€) do + alhyu(heh) =

where a(z) = 1+ 2%, k = 1,2,3,4,5, we still have limj,_,o &(hz) = 1 — z but now £(h) = 0 in all those cases.
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