PROVABLY POSITIVE CENTRAL DG SCHEMES VIA GEOMETRIC
QUASILINEARIZATION FOR IDEAL MHD EQUATIONS*
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Abstract. In the numerical simulation of ideal magnetohydrodynamics (MHD), keeping the pressure and density always
positive is essential for both physical considerations and numerical stability. This is however a challenging task, due to the
underlying relation between such positivity-preserving (PP) property and the magnetic divergence-free (DF) constraint as
well as the strong nonlinearity of the MHD equations. In this paper, we present the first rigorous PP analysis of the central
discontinuous Galerkin (CDG) methods and construct arbitrarily high-order provably PP CDG schemes for ideal MHD. By
the recently developed geometric quasilinearization (GQL) approach, our analysis reveals that the PP property of standard
CDG methods is closely related to a discrete magnetic DF condition, whose form was unknown prior to our analysis and
differs from that for the non-central DG and finite volume methods in [K. Wu, STAM J. Numer. Anal., 56 (2018), pp. 2124—
2147]. The discovery of this relation lays the foundation for the design of our PP CDG schemes. In the 1D case, the discrete
DF condition is naturally satisfied, and we rigorously prove that the standard CDG method is PP under a condition that
can be enforced easily with an existing PP limiter. However, in the multidimensional cases, the corresponding discrete DF
condition is highly nontrivial yet critical, and we analytically prove that the standard CDG method, even with the PP limiter,
is not PP in general, as it generally fails to meet the discrete DF condition. We address this issue by carefully analyzing
the structure of the discrete divergence terms and then constructing new locally DF CDG schemes for Godunov’s modified
MHD equations with an additional source term. The key point is to find out the suitable discretization of the source term
such that it exactly cancels out all the terms in the discovered discrete DF condition. Based on the GQL approach, we prove
in theory the PP property of the new multidimensional CDG schemes under a CFL condition. The robustness and accuracy
of the proposed PP CDG schemes are further validated by several demanding 1D, 2D, and 3D numerical MHD examples,
including the high-speed jets and blast problems with very low plasma beta.
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1. Introduction. This paper is devoted to exploring robust high-order numerical methods for sim-
ulating the compressible ideal magnetohydrodynamics (MHD), which has wide applications in plasma
physics, astrophysics, and space physics. Let p, m, and E denote the fluid density, momentum vector, and
total energy, respectively. Denote the magnetic field by B = (Bj, Bs, Bs). The mathematical equations
that govern ideal MHD can be formulated as

8, U+ V- F(U) =0, (1.1)

where V- F = Z?Zl gl“; with d being the spatial dimensionality, and the conservative vector and fluxes
are

p poi
o m ) o vzm—BZB+—|—(p—|—%|B|2) €e;
U B B ’ FZ(U) B UZ‘B — BZ‘V
E v; (E+p+ 5|B|?) — Bi(v-B)

Here v = (v1, v2,v3) = m/p denotes the fluid velocity, p is the thermal pressure, and e; is the ith column
of the 3 x 3 identity matrix. The total energy consists of the kinetic, magnetic, and internal energies,
namely, E = 1 (p|v|?> + |BJ?) + pe, where e is the specific internal energy. The equations (1.1) are closed
by an equation of state (EOS), which relates the thermodynamic variables in the following general form

p = p(p,e). (1.2)
As in [61, 42, 44, 45], throughout this paper we assume that the given EOS (1.2) satisfies
if p>0, then e>0 < p(p,e)>0. (1.3)

This assumption is reasonable and holds for quite general EOSs, including the classical EOS p = (y—1)pe
for ideal gases, where v > 1 is a constant denoting the adiabatic index. The ideal MHD equations (1.1) with
(1.2) are a nonlinear system of hyperbolic conservation laws, whose solutions may contain discontinuities
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such as shocks even if the initial data is smooth. This renders it difficult to simulate ideal compressible
MHD flows accurately and robustly.
The magnetic field B should satisfy an extra divergence-free (DF) constraint:

4 0B,
V- B:= Z o, = 0, (1.4)
i=1
which describes the physical principle of non-existence of magnetic monopoles. Although not explicitly
included in the MHD equations (1.1), the DF constraint (1.4) is automatically preserved by the exact
solution of (1.1) for all ¢ > 0 if the initial condition at ¢ = 0 satisfies (1.4). Numerically, it is important to
carefully respect this constraint, because serious violation of (1.4) may cause numerical instability and/or
nonphysical structures in the approximated solutions (cf. [6, 14, 3, 38, 23]). In the 1D case (d = 1), the
constraint (1.4) and the fifth equation of (1.1) become 9., By = 0 = 9; By, namely, Bj is a constant, which
can be easily preserved in the numerical simulation. However, in the multidimensional cases (d > 2),
it is very difficult to exactly preserve (1.4) in the numerical design. To address this need, researchers
have developed various numerical techniques to reduce the divergence errors or explicitly enforce some
approximate DF conditions at the discrete level; see, for example, [6, 14, 35, 36, 3, 13, 23, 25, 24, 55, 54, 15],
the early survey article [38], and references therein. Among those techniques, the eight-wave approach

[35, 36] is based on suitably discretizing the Godunov’s modified form [16] of the ideal MHD system

U, +V-F(U) = (V- B) S(U) (1.5)

with an additional source term, where S(U) := (0,B,v,v-B)T. Notice that the source term in (1.5) is
proportional to V - B and thus vanishes under the condition (1.4). This implies, for DF initial conditions,
the exact solutions of the standard MHD system (1.1) and the modified MHD system (1.5) are the same.
In other words, for DF initial conditions, the two forms (1.1) and (1.5) are equivalent at the continuous
level. However, the modified form (1.5) has the following advantages. As discovered by Godunov [16],
the standard form (1.1) of MHD is not symmetrizable, while the modified form (1.5) is the unique sym-
metrizable form for the ideal MHD system. Since the symmetrizable form (1.5) admits entropy pairs, it
is useful for studying the entropy stability of numerical methods [7, 31]. Moreover, Powell [35] noticed
that the standard form (1.1) of MHD is incompletely hyperbolic and suggested to add the source term in
(1.5) to recover the missing eigenvector. Although this non-conservative source term may lead to some
drawbacks [38], Powell demonstrated that adding a proper discrete version of the source term could make
the numerical schemes more stable to prevent the accumulation of divergence errors [36]. Besides, the
modified form (1.5) has another significant advantage in terms of positivity, which will be discussed later.

In addition to the DF constraint (1.4), the solutions of the MHD equations (1.1) should also satisfy
several algebraic constraints on positivity:

p>0, p>0, e>0, (1.6)

because these three quantities are positive in physics. Under assumption (1.3), p > 0 < e > 0 when
p > 0. For both physical considerations and robust computations, it is significant and essential to develop
positivity-preserving (PP) numerical methods for system (1.1), which always keep the numerical solutions
satisfying (1.6). However, most numerical schemes for MHD are generally not PP and may produce
negative density or pressure, when simulating problems involving strong discontinuity, high march number,
low internal energy, low density, low plasma beta, and/or strong magnetic field. As well-known, once
the numerical density and/or pressure become negative, the hyperbolicity of the system is lost, causing
serious numerical instability and the breakdown of the simulation. In fact, this issue also occurs in
the pure hydrodynamic case (i.e. the simulation of the compressible Euler equations), but gets much
worse for MHD, due to the underlying influence of the magnetic divergence errors on the positivity.
Over the past two decades, researchers have made some efforts to reduce such risk; see, for example,
[2, 18, 39, 21, 1, 8, 10, 9, 63, 28] and some recent works on provably PP schemes [42, 44, 45, 46, 57].
For the 1D ideal MHD equations, several PP multi-state approximate Riemann solvers were developed in
[18, 33, 4, 5]. Waagan proposed a positive second-order MUSCL-Hancock scheme [39] based on a PP linear
reconstruction and the relaxation Riemann solvers of [4, 5]; see also [21] for a review. Waagan, Federrath,
and Klingenberg [40] systematically demonstrated the robustness of that scheme by benchmark numerical
tests, and they [39, 40] noticed the importance of a stable discretization of the Powell type source term,
which was added in only the magnetic induction equations and thus different from (1.5). In recent years,
researchers have made remarkable progress in constructing high-order PP or bound-preserving schemes
for conservation laws; see, for example, [59, 60, 61, 53, 48, 52, 58, 41, 49, 51, 43] and references therein.
Christlieb et al. [10, 9] proposed high-order PP finite difference schemes for ideal MHD, based on the
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parametrized flux limiters [53, 52] and the presumed positivity of the Lax—Friedrichs scheme (which was
later rigorously proved in [42]). In high-order finite volume or discontinuous Galerkin (DG) schemes, it
is well-known that the PP property may be lost in two cases: one case is that the reconstructed or DG
solution polynomials fail to be positive, and the other is the cell averages evolved to the next time step
become negative in the updating process; see the framework by Zhang and Shu [59, 60]. The positivity
lost in the first case can be effectively recovered by a simple PP limiter; see, for example, the local scaling
PP limiters [8] for DG and central DG MHD schemes generalized from [59, 60], and the self-adjusting
PP limiter [1]. However, it is very challenging to fully guarantee the positivity of the cell averages in the
updating process, which is also critical to obtain a genuinely PP scheme. In fact, the validity of the PP
limiters [1, 8] relies on the positivity of the cell averages in the updating process, which was, however,
not rigorously proved for the methods in [1, 8]; it was formally shown for only the 1D methods in [8] by
invoking some assumptions on the exact Riemann solutions and also conjectured for the multi-dimensional
methods of [8]. As finite numerical tests might be insufficient to genuinely and fully demonstrate the PP
property under all circumstances, exploring provably PP schemes [42, 44, 45, 46] for MHD and developing
the related mathematical theory become very important and highly desirable.

In a series of recent work [42, 44, 45], high-order provably PP numerical methods were systematically
developed for ideal MHD. Interestingly, it was discovered that the positivity preservation (which is an
algebraic property) and the DF condition (1.4) (which is a differential constraint) are tightly linked, at
both the discrete [42] and continuous levels [44]. More specifically, the theoretical analysis in [42] first
showed, for the regular (non-central) DG and finite volume schemes of the standard MHD system (1.1),
that their PP property is closely connected with a discrete DF condition. Moreover, slightly violating the
discrete DF condition may lose the PP property of cell averages in the updating process [42, Theorem
4.1 and Remark 4.4]. On the other hand, it was shown in [44, Appendix A] that if the continuous DF
constraint (1.4) is slightly violated, even the exact smooth solutions of the standard MHD system (1.1)
may fail to be PP. Fortunately, the modified MHD system (1.5) does not suffer from this issue [45], namely,
its exact smooth solutions are always PP, no matter whether the DF condition (1.4) is satisfied or not;
see [45, Proposition 1]. Inspired by these findings, high-order accurate provably PP schemes were studied
for ideal MHD within the (non-central) DG and finite volume frameworks via the standard form (1.1) [42]
and in the multidimensional cases [44, 45] via the modified form (1.5). See also some recent extensions
and applications in [46, 28, 57].

This paper aims to explore and rigorously analyze high-order provably PP schemes for ideal MHD
in the central DG (CDG) framework. It is a sequel to the previous effort [42, 44, 45] on the non-central
DG methods. The CDG method was originally introduced in [30], as a variant of the DG method [11]
to the central scheme framework [34, 29]. Different from the regular DG method [11], the CDG method
evolves two copies of numerical solutions on two sets of overlapping meshes (namely, the primal mesh and
its dual mesh), thereby possessing the distinct advantage of avoiding the use of any exact or approximate
Riemann solvers, which can be computationally expensive for complicated systems such as MHD. Another
advantage is that the CDG method allows much larger time step-sizes [32, 37]. It is also worth mentioning
that Li et al. [25, 24] systematically proposed a novel CDG method which exactly maintains the globally
DF property of the numerical magnetic field for ideal MHD; see also [56, 15] for more related works.
Recently, bound-preserving CDG schemes were constructed for the scalar conservation laws and the Euler
equations [27], the shallow water equations [26], and the relativistic hydrodynamics [50]. Although the PP
limiter [60, 27] was extended to the CDG methods for ideal MHD in [8], the validity of the PP limiter [8]
is based on the positivity of the cell averages in the updating process, which was, however, not rigorously
proved but was formally shown in only the 1D case [8] by invoking some assumptions on the exact Riemann
solutions. The rigorous PP property of the CDG methods for MHD is still unclear in theory, especially in
the multidimensional cases. It is natural and interesting to ask the following important questions:

Is the PP property of the CDG methods on overlapping meshes for ideal MHD also related to some
discrete DF conditions? If so, what is the corresponding discrete DF conditions in the CDG case?
In theory, how to establish the relation for the CDG schemes?

All of these questions have no answers yet. This paper will settle these questions by rigorous theoretical
analysis, which further leads to our provably PP CDG schemes for ideal MHD. Specifically, the main efforts
and findings in this work include:

o We present the first rigorous PP analysis of the standard CDG methods for the MHD equations
(1.1). The analysis is based on the geometric quasilinearization (GQL) approach, which was
proposed in [42] with its general framework established in [47]. Our new analysis establishes the
theoretical relation between the PP property of the CDG method and a discrete DF condition,
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which distinctly differs from that of the non-central DG and finite volume methods in [42]. This
finding lays the foundation for the design of our provably PP CDG schemes.

e In the 1D case, the discrete DF condition is naturally satisfied, and we rigorously prove that the
standard CDG method is PP under a condition on the CDG polynomials. This condition can be
simply enforced by an existing PP limiter [8].

e In the 2D case, however, the corresponding discrete DF condition becomes highly nontrivial, and
we prove by an analytical counterexample that the standard CDG method for (1.1), even with
the PP limiter, is not PP in general, as it may fail to meet the discrete DF condition.

e By studying the structure of the 2D discrete DF condition, we further construct a new 2D locally
DF CDG method based on the modified MHD equations (1.5). The key point is to carefully
discretize the extra source term in (1.5) to exactly control the effect of nonzero divergence on the
PP property. Based on the GQL approach, we rigorously prove in theory the positivity of the
new 2D CDG schemes under a CFL condition. The new CDG schemes carry many features of
the standard CDG method, e.g., avoiding the use of any Riemann solvers and being uniformly
high-order accurate and of high resolution.

e We implement the proposed provably PP CDG schemes and demonstrate their robustness and
accuracy by several demanding numerical MHD examples, including the high-speed jets and bast
problems of very low plasma beta.

It is worth noting that the analysis and design of our PP CDG schemes have distinct difficulties different
from the regular DG case [42, 44] or other hyperbolic systems [60, 27]. One key difficulty in our quest is
to analytically establish the intrinsic relation between the PP property and discrete DF condition on 2D
overlapping meshes, whose form remained unknown prior to our analysis and is very different from the
non-central DG case. Due to the relation, the states involved in CDG schemes are intrinsically coupled
by the discrete DF condition, making the PP analysis very nontrivial. Consequently, some standard PP
techniques, which typically rely on reformulating a multidimensional scheme into convex combination
of formal 1D PP schemes [60, 27], are inapplicable in our multidimensional MHD cases. Another new
challenge in this work is to find out the suitable discretization of the source term in (1.5) such that
it exactly offsets the divergence terms in the discovered discrete DF condition. Our novel source term
discretization in the CDG framework is based on the information from the corresponding dual mesh and
distinctly different from the non-central DG case [44].

The paper is organized as follows: We review the GQL approach and some auxiliary theoretical
results in section 2. Sections 3 and 4 present the rigorous PP analysis of the standard CDG schemes in
1D and 2D, respectively. The provably PP, locally DF 2D CDG schemes are constructed and analyzed
in section 5. The 3D extension is straightforward and omitted in this paper. Section 6 gives numerical
examples to verify the PP property, robustness, and effectiveness of our schemes, before concluding the
paper in section 7.

2. Admissible state set and geometric quasilinearization. This section briefly reviews the
GQL approach [42, 47] and a few related results in the MHD case, which will be useful in the PP analysis.

The positivity constraints (1.6) demand that the conservative vector U must belong to the following
physically admissible state set

G={U=(p,m,B,E)": p>0, £U) >0}, (2.1)

which is a convez set [8], with £(U) := E — % - @ = pe.

A numerical scheme for (1.1) is called PP if it always preserves the numerical solutions in the set
G. From (2.1), we can see that it is more difficult to preserve the positivity of £(U), which is a highly
nonlinear function depending on all the conservative quantities {p, m, B, E'}. In a typical scheme for (1.1),
{p,m,B, E} are themselves evolved via their own conservation laws, which are seemingly independent of
each other. As such, it may not always guarantee the positivity of £(U) due to numerical errors, especially
when the kinetic or/and magnetic energies are huge and very close to the total energy. In order to analyze
the PP property of a numerical scheme, one should substitute all the discrete evolution equations of
{p, m, B, E'} into the highly nonlinear function £(U), and then analytically check whether the resulting &
is positive or not.

To overcome the difficulties arising from the nonlinearity of £(U), we introduce an equivalent linear
representation of G, which skillfully transfers the intractable nonlinear constraint £(U) > 0 into linear
ones.

LEMMA 2.1 (GQL representation [42]). The admissible state set G is exactly equivalent to
*|2
G, = {U: (pm,B,E)" : U.n; >0, U-n*+ % >0 Vv, B* e RS}, (2.2)
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where ny = (1,0,...,0) 7, the extra variables {v*,B*} are called free auxiliary variables, and n* is a
function of only the free auxiliary variables:

N S
nt = -v*, —-B*, 1) . (2.3)

A proof of Lemma 2.1 was first given in [42], and its geometric interpretation was presented in [47]. Notice
that in the equivalent form (2.2), all the constraints become linear with respect to U, yielding a highly
effective way to theoretically study the positive numerical MHD schemes. Such an equivalent linear form
is called GQL representation, and can be derived for general convex sets within the GQL framework [47].
The GQL representation (2.2) will be a crucial tool in our PP analysis and design.

Let us recall the following inequality (2.4), which was constructed in [42] and will be useful for the
PP analysis based on the GQL approach.

LEMMA 2.2 ([42]).  For any free auxiliary variables v*,B* € R® and any two admissible states
U, U € G, the following inequality

<U _F((U)

(%

F;(U B; — B;
fx )> -n*+|B*|2+T(v*.B*)>o, (2.4)

holds if a« > o;(U, U), where i € {1,2,3}, and

B-B|
N

|\/ﬁvz + /PP il

T (2.5)

ai(U,fj)maX{l’U1|+C“’UZ|+CZ, + max {Czac}}

with

1 | |BJ? B|? 2 prgnl|”
= B [(BE ) B o p
p P p pV/2e

Remark 2.3. Let %;(U) be the spectral radius of the Jacobian matrix, in the z;-direction, i = 1,2, 3,
of the MHD equations (1.5). For the ideal EOS p = (7 — 1)pe, it was well-known (see, e.g., [19]) that

1 | |BJ? \/(|B2 )2 B2¢2
Z;(U) = |vi|+ —= | — +E+4/ [ — + 2] —4—=
()=l V2| o»p p p

where ¢, = \/yp/p is the sound speed. Let a5t := max{%;(U),%;(U)}. It was shown in [42] that
(U, 0) <o+ 0O(JU - T). (2.6)

Remark 2.4. In the PP analysis of many other hyperbolic systems (see, e.g., [60, 61, 48, 41]), one
usually expects the following property for any U € G,

F;(U)

U+ €G  with o> Z(U). (2.7)

If true, this property would imply %(U — I(U) +U+ ( ) € G for a > o' and then by (2.2) would

lead to N
F;,(U - F;(U
(040 g, PO 2s)

Unfortunately for the MHD system, the usually-expected property (2.7) is not true in general, even if the
condition a > %; is replaced with a > x%; for any given constant y > 1; see a proof in [42, Proposition
2.5]. Therefore, the PP analysis of numerical MHD schemes has distinct challenges significantly different
from that for other hyperbolic systems such as the Euler equations [60, 27].

Remark 2.5. As (2.7), the resulting inequality (2.8) is also invalid in general [42]. Different from (2.8),

the correct inequality (2.4) in Lemma 2.2 has an extra term Z:i=Bi(v*.B*), which is essential and critical.

Without this term the inequality (2.4) would reduce to (2. 8) and become incorrect. This term is not
always positive but helps offset the “possible negativity” of (2.8). More importantly, this technical term
will be canceled out skillfully under a discrete DF condition, and it will be a key to establish the intrinsic
relation of the PP property to the discrete DF condition.
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3. Rigorous PP analysis of 1D standard CDG method. In this section, we apply the GQL
approach to rigorously analyze the positivity of the standard CDG method for the 1D MHD equations. In
the 1D case, the DF constraint (1.4) simply reduces to that By is a constant, denoted by Bconst. The 1D
analysis is fairly trivial compared to the multidimensional cases, but it may help us to gain some insights.

For convenience, we employ the symbol x to represent the 1D spatial coordinate variable. The spatial
domain € is uniformly divided into {I; := (z;_1,2;, 1)} with constant stepsize Az = z;,1 —x; 1. We
denote z; = %(x];% + 1), then {I; 1 = (z;,2;41)} forms a dual partition. Define

Vit = {w e [L2Q)® s wilr, € PH(I;) Vi, 0}, VF = {u € LX) s uelr,,, €PHIj4y) Vj,é} ,

where P*(I) denote the space of the polynomials with degree less than or equal to k on the cell I. The
standard semi-discrete CDG method seeks the numerical solutions Ug S Vg’k and UhD € Vf’k such that
for any test functions w € V(}f’k and u € Vf’k,

I; ot Tmax I; I; (31)

+F (U (2-1)) wla) 1) = Fo(UF (241))  wilz, ),

oup 1 c D c
pra udz = (Uy —Uy) -udx + F,(U}) - Oyudx
I.. 1

its Tmax J1; 4 Livy (3.2)
+F1 (U] (2;,1) - u(z)) — F1(U§ (2541, 1) - ule;, )

with f(2%) = lim_,o+ f(x & €) being the limits at = from the left or the right side. In (3.1)—(3.2), Timax
is the maximum time stepsize allowed for stability, which is determined by certain CFL condition (see
Remark 3.2). More discussions about the role of 7.y in CDG methods can be found in [30, 37].

Based on Zhang-Shu’s framework [60], to achieve a PP high-order scheme, the main task is to preserve
the evolved cell averages in the set G during the updating process. Once such a property is guaranteed,
one can then use a simple PP limlter to enforce the PP property of the solution polynomials at any

specified points. Denote ﬁf(t) == f[ U (z,t)dz and U]+ = A f[ U2 (z,t)dr. Let the unit
vector €, be the ¢th column of the 8 x 8 identity matrix. Takmg w =& in (3 1) and u = &, in (3.2) for
{=1,2,...,8, we can derive the semi-discrete scheme satisfied by the cell averages of the CDG solution:
—C —D =—C
de _ E-(UC UD) L Uj _Uj . Fl(Uf(ijr%)) _FI(UE(xj—%)) (3 3)
2 O . Az ’ '
—C —D o
dUJ+2 Ujrs —Ujig k(U (z41)) — F, (U} (%))

a L+ (UhD’Ug) = Trmax Az

(3.4)

where and below we omit the ¢ dependence of all quantities for convenience. The scheme (3.3)—(3.4) is
desired to satisfy the following PP property

U + AL (U UP) e G, Ty + AL, (UPUS) eG v, (3.5)

under certain suitable CFL condition on the time stepsize At and some proper conditions on the CDG
solution polynomials which can be accessible by the PP limiter. The property (3.5) guarantees the cell
averages staying in G during the updating process, if one uses a strong-stability-preserving (SSP) method
for time discretization, which is a convex combination of the forward Euler method.

We now use the GQL approach to derive a theoretical analysis on property (3.5) for the cell-averaged
CDG scheme (3.3)—(3.4). We only focus on the case k > 1, because when k& = 0 the scheme (3.3)—
(3.4) reduces to a first-order Lax—Friedrichs-like scheme, whose PP property can be concluded from [42].

Let {57(11) 1 M, and {5:(.1');}5:1 be the Gauss-Lobatto quadrature nodes transformed into the intervals
4

[2;_1,2;] and [z, z; 1], respectively. Denote Qf = {fc;'/_)i} U {$J+1 ;. Let {@&,}L_, be the associ-

ated weights which are normalized such that ZL 1@y, =1land &y =@ = m, i.e., the weights can

be regarded as being defined for the interval [—3, 3]. We take L = [££3], which gives 2L — 3 > k, so that
the L-point Gauss—Lobatto quadrature rule is exact for polynomials of degree up to k. This implies

=D 1 I D ity oD _ Wy D (u) _ W D D D
U 77( U da:+/ Ul dx)f 3 Z Y ub (s )f?(Uj7%+Uj+%)+Hj (3.6)

Az
Ji— o‘=i1y 1

v
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. L o, A~V L-1¢&, v
with UP, ) i= UP(;44) and 1P = Y, & UP (i )iHZV LUl (s §+) ).

THEOREM 3.1 (PP property of 1D standard CDG method). Assume that U UJ+1 € G for all j
and the numerical solutions U () and UP (x) satisfy

Ui(x)eG, UP@)eG VYoeuQy?, (3.7)
J
Bll,)h(xji%) = Beonst = Blcjh(mjil) Vi, (3.8)
then the PP property (3.5) holds under the CFL condition

A _wn A
YAz 2’ " Tmax

where ay = max; {a1 (U (25:1), U (7)), 01 (UP(;4), UP(w;_1) ).
Proof. Denote U§, := ﬁf + AtL; (U, UP). Thanks to (3.6), we have

€ (0,1], (3.9)

=—=C 9(;)1 At
Ug, = (1-0)T; +9H§7+7( f+%+U§Z%) ~ (Fl(U )—Fl(Uﬁ%)). (3.10)
The condition (3.7) implies that UD € G. It follows that
C =C D 9(2}1 At D D 9(2}1 At D D
UK nn = (=0T oy #0107 -na + (5= = o010 + (5 + 70020001 > 0

where the condition (3.9) is used in the inequality. Define a := %21 . &2 We can rewrite (3.10) as

Fi(U,)) B (Ufl))

=—=C 90.}1
Ug, = (1-0)U; +6117 + (Uﬁl - T +U07, (3.11)

Note that the condition (3.9) yields a > a1 > ;1 (U?

free auxiliary variables v*, B* € R? that

B*2 (3.11 — B*|? 1 B*|2
Ugt-n*—k' 2' (z)(l—e)(Uf-n*Jr' 2‘ )+9(1—@1)< _ H;?-n*+| 2')

1, UD ) Thanks to Lemma 2.2, we have for any
Jjts

1—(4}1
D D
0o F\(UD,) Fi(UP )
[ S P
(2.4) oo, BPu(x;_1)—BP, (z. 41 3.8
9 8 PRu) = B) g 0

According to the GQL representation (2.2) in Lemma 2.1, we obtain US, € G, = G. Similar arguments
give ﬁﬁ_% + At£j+% (UP U¢) € G. The proof is completed. d

Remark 3.2. Although the parameter 6 can be chosen arbitrarily from (0,1], we take 6 = 1 in our
tests so that At = Ty for efficient simulations. The theoretically estimated PP CFL condition (3.9) is
similar to the typical one derived in [27, Theorem 3.2] for PP CDG schemes of the Euler equations. It
follows from (3.9) that a17max < g@lAaj, which can be used to determine Ty, and At. In general, such a
CFL constraint is stricter than the standard one for L?-stability [32]. An efficient implementation is that
if a preliminary calculation with the standard time step produces negative density or pressure, we then
restart the computation from the last time step with half of At and proceed. Our theory ensures that
we only need to restart for at most a small fixed number of times. We observe that the restart is never
encountered in all our tests reported in section 6.

Remark 3.3. Theorem 3.1 indicates that the PP property of the 1D CDG method is related to a
discrete DF condition (3.8), which is trivial and naturally satisfied. In fact, the 1D CDG method (3.1)-
(3.2) automatically maintain the 1D globally DF property th(x) = BY),(z) = Beonst, because the fifth
component of F1(U) is zero. The condition (3.7) can be simply enforced by an existing PP limiter [§]
generalized from [59, 60]. Notice that the 1D globally DF property is not affected by the PP limiter. As
we will see, in the 2D case, the related discrete DF condition is very different and highly nontrivial.
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4. Rigorous PP analysis of 2D standard CDG method. In this section, we apply the GQL
approach to rigorously analyze the positivity of the standard CDG method for the 2D MHD equations.
Our analysis will reveal that the PP property is closely related to a discrete DF condition, which is very
nontrivial and differs from that for the regular DG method in [42]. The extension of our analysis to 3D is
quite straightforward and is presented in the Supplementary Materials of this paper. For convenience, we
will employ the symbols (z,y) to denote the 2D spatial coordinate variables.

Let {I;;} and {l;;1 ;1 1} denote two overlapping uniform meshes for a rectangular domain 2 =
[xmmaxmax] [ymlnvymax] with IZ,] = (1'17% xz+§) (y‘]—évyj+§) and Ier j+1 = ($Z7ml+1) (ijyj+1)
The spatial stepsizes are constants, denoted by Az in the z-direction and Ay in the y-direction. Define

VOF = fw e [LAQ : welr,, € PF(L,) Vi, j, ¢}, VPF = {u € L@ ulryy ) € P Uiy s1g) Vi,j,é}

with P*(I) denoting the space of the 2D polynomials in I with the total degree of at most k. The standard
semi-discrete CDG method seeks the numerical solutions Uhc S Vg’k and UhD IS Vf’k such that

ouy; ¢ 11D C.k
5 wdzdy = G;; (U}, U, w) Yw eV, ", (4.1)
Iij
ouy, _ D ¢ Dk
udzdy = G,y 1 511 (U, U u) Yu eV (4.2)
I 4. ot 22 T2
i+5.0+35
with
1
G;; (U5, UP, w) = - / (UP —u¢) -wdxdy—l—/ F(UP) - Vwdzdy
max Ijj Iij
Y1
—/ ’ (Fl(UE(%%,yvt)) Wl 1Y) —Fl(Uf(xifg,y,t))'W(xf_%,y))dy
Vi
Yitd D - D +
- (FQ(U}L (1‘7yj+%7t)) ' W(l‘,y]+%) - FQ(Uh (xayjféﬂe)) ! W(zzyjfé))le (43)
mii%
1
Giv1 41 (U7, UY ) = / (U§ —UPY . udady + / F(UY) - Vudzdy
Tmax Tivd i+l Livdivd
it C - C +
[ (PuUS (w00 ula )~ Fr(UF a0.6) e ) ) dy
v;
s c c
[ (FaUE . ) - ul) — Fa(US (o05,0) - uay) ) do (44)
Let {x ”)1} —, and {x(“ ) } 1 denote the N-point Gauss quadrature nodes transformed into the interval
[xj 1 x]—} and [z;,z Tjpa ], respectively. Denote Qf := {x (”) }ﬁ[ Rt “)1} Let {w,})_; be the
associated weights which are normalized such that Z _1wu = 1, as defined on the interval [—1,1].

Similarly, use QY = {y(“ l} U {y(“ 1 }# 1 to denote the Gauss quadrature nodes in the y-direction. For

the accuracy requlrement, we take N = k 4 1 for a P*-based CDG method. With these quadrature rules
approximating the cell interface integrals, the semi-discrete equations for the cell averages in the CDG
method (4.1)—(4.2) can be written as

4o’ du;,
ij C D i+3.+3 D 1yC
& - ‘Cij (UhaUh )7 2 = = ‘CiJr%,jJr% (Uh aUh) (45)
dt dt
with
—=D —C N
£5(UF,0F) === = NS (R (U (ay 4y ) — Fa (UF (o))
max o==+1 p=1
w
Ay Z Z H( (Ui (“’+”7y1+ 1) = F2(UR ( i)"’yﬂ—*)))’ (4.6)
o=+1p=1
—c
Ui+ly‘+l — Ui+ly'+l w
N e D) > (2 (U i1, )~ Fa(UF i)

o=%1 p=1
8



Z ZW#( z 2+Tovyj+1)) F2 (U (z +)2+a7y7))> (4.7)

o'j:l,u,l

where and below we omit the ¢ dependence of all quantities for convenience.

As we have discussed in the 1D case, to achieve a PP CDG scheme, the main task is to preserve the
evolved cell averages in the set G during the updating process. More specifically, we wish the cell-averaged
CDG scheme (4.5) satisfies the following PP property

77C C 11D 7P D 11C .
Uij + Atﬁl] (Uh 7Uh ) € G, U’L-‘r%,]-‘r% + At£1+%7j+% (Uh 7Uh> (S G VZ,], (48)

under certain suitable CFL condition on the time stepsize At and some proper conditions on the CDG
solution polynomials. The property (4.8) guarantees the cell averages staying in G during the updating
process, if one uses a strong-stability-preserving (SSP) method for time discretization, which is a convex
combination of the forward Euler scheme.

We now employ the GQL approach to carry out a theoretical analysis on the property (4.8) for

the cell-averaged CDG scheme (4.5). As the 1D case, denote by {x 1} _, and {i‘(y)l M, the Gauss—

Lobatto points in [z;_1,2;] and [z;,z; 1], respectively. Denote (@@ = {2 V)l} U {a:(y 1} The

_]——7

Gauss—Lobatto points in the y-direction are similarly denoted as @y {yjy_) U {y(u) . We take

L = [%], which gives 2L — 3 > k, so that the L-point Gauss—Lobatto quadrature rule is exact for
polynomials of degree up to k. The exactness of the quadrature rules implies that

L . L o
=D _ Wy v, wl/ v,+ C _ wu
Uij = Z jnij + Z H ) + gty T Z 9 z+2,g+§ + Z z+2,y+2 (4.9)
v=1 v=1
with
A N o ) )\ w
vt _ M 2 (wv) (w A2 “e D (/L A(V)
IT;; A Z?U (xzil’ Yj+e Z Z Uy, Titer Y 1)’
o==x1pu=1 o=+1p=1
A w () (1) w NO)
v,+ M n v Wy C
i+3.d+s T N Z?U (2 Tivd :I:l’yj+ +” Z Z Uy z+ +"’yg+ +3 1)
o=%1p=1 o=%£1p=1
Here A; = S8E, Ay = 3L X = A + Xy, with
> D D N
a1 m%‘X I%%X {041 (Uh (xH-I y) Uh (xla y))7a1 (Uh (xi-l—%?y)? Uh ( z——’y))} =:ay, (410)
oy
as > mixﬁ%x {ag (Uh (z,yj11), UY (z, yi)), o (Uf(x,yﬂ_%), Uf(x,yj_%))} =: Qs. (4.11)

We introduce the discrete divergence operators for the numerical magnetic fields BE (z,y) and B(hj(x, Y):

divithD' A Z Zwu (Blh 2+2ayj(+) )_BID,h( @—77yj(i) ))

a:l:lp,l

w
DD S (B 1)~ B ).

Uilul

w L
i+3.0+% BC Ax E E - (Bl p(Tit1,y z+o) B1 n(@i, l/(l )z+o ))
o= il;t 1

w
Z Z “(Bzh Z+)2+o»y]+1) Bzh( H}Ha»%))

o':l:lpl

(4.12)

div
(4.13)

which are numerical approximations to the weak divergence ﬁAy Jo; B-nords = ﬁAy JJ; V-Bdzdy on
the cells I; ; and Ii+%’j+%, respectively, where ngy is the outward pointing unit normal of 01.

THEOREM 4.1 (Bridge PP and DF properties for 2D standard CDG method). Assume ﬁg € G,
ﬁﬁ%)j+% € G and that the numerical solutions U (z,y), UP (z,y) satisfy

Ug(xvy) € Gv U?(xvy) € G V(x,y) € U @ij? (414)
Z’j
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where Q;; := (Qf@@?)u(@f@@?) For alli and j, the updated cell averages U§, := ﬁiCj+At£ij(Ug7 up)
and UR, = ﬁﬂ%)j_% + At£i+%,j+%(UhD, UY) satisfy for any free auziliary variables v*,B* € R3 that

U%,-n; >0, UL, -n; >0, (4.15)
US, -n* + LEM Mt (IT%~ + II1) - n* + [B*2) — At(v* - B*)(div;;BY) (4.16)
At n 2 2 ij ij n A% IV»L] h)s .
UR, -n* + B s % ((HL— +rbt o) n*+|B*\2) — At(v* - B*)(div,,1 ., 1BY),  (4.17)
At 2 2 i+3.5+5 it3.5+3 it gtz h ‘

under the CFL condition

ap At agAt 9(:)1 9 — At

A= =1
AJZ‘ Ay 2 ’ Tmax

€ (0,1]. (4.18)

Furthermore, if U (x,y) and UP (2,y) satisfy the following discrete DF condition
diviBy) =0,  divips 1By =0 Vi,j, (4.19)

then (4.15)—(4.17) imply US,, UR, € G, namely, the desired PP property (4.8).
Proof. For £ € {1,2} and any two admissible states U, U € G, we observe that

—(F¢(U) = Fy(U)) -0y = piy — pvg > —(p + p)ag(U, V) = —,(U,U)(U + U) - ny, (4.20)
~(F¢(U) = F((0)) - n* > (U, U) (U +U) -n* + |[B**) — (B, — Be)(v* - BY), (4.21)

where the second inequality (4.21) follows from Lemma 2.2 for any free auxiliary variables v*, B* € R3.
We reformulate the updated cell average Ugt as

US, = (1-6)T;, + 00, + I, (4.22)
where
N
w
Z Z 2/1’ (Fl Uh it ay](Jr) ))_Fl(Uf( 1_77yj(‘i) )))
o= :i:l,u 1
w
S S (B0l 0y04) - PaOP G 0,
o=+1p=1

with UP(z li17y§+ ) € G and UP(z §+)o‘,yj:|: ) € G according to the hypothesis (4.14). By applying
(4.20), one can estimate the lower bound of IIp - n; as

M- ““ oD Z P (UP @i gyl + UR (i gyls) ) - ma
o= :I:l,u 1
At w
RNy > Z ”(UD( e yjiy) + UR (@ Qa,yj_f)) n
o= :tl[L 1
Wy L 1
T S (OREaf) + R af)
o=%x1p=1
N w
~(L " (1
— A2 Z Z{(UE( Ei)"’y( ))+UD( Efl-)%v J(_)%)) i ¢
o==+1p=1
= A (Wt ) o,
where :E(i)l = 5UZ+ ; A(.li)% = Iif%a ij(i)i = ijr%, and A](.i)% = yjf% are used. It then follows from (422>



that
C =C —D
UAt'l'llz (1—9)Uij-n1+9Uij~n1+Hp-n1

> Gﬁg ‘n; — A (I'I,L,’Jr + H?zf) ‘n,

(4;9)0< L H"—+Zw”ﬂ ) (g )
- ij ij T
v=1

4.18
> () (m “+H%‘)~nl(>)ov

where we have used the identity (4.9), the CFL condition (4.18), and H;-'J’-i € G which follows from the
convexity of G and the hypothesis (4.14). Next, we apply (4.21) to estimate the lower bound of IIp - n*
for free auxiliary variables v*, B* € R3 as follows:

(4.21) - Wy (v1D (1) D (1) 2
Mpon' >0 =0 30 3 S (U iy 0e) + UR (g ufe) ) - = 0 [BY)
o==+1p=1
At N w
— o D Y (Bl ute) = BPu(i gyl ) v BY)
o==+1p=1
N
2 ( Tiver Yj+d +°7 J= 2
o==+1 ,u*l
w * *
D S (B vy4s) — BE ey, ) (v BY)
o=%1p=1
_— A((Hfﬁ +T57) 0t |B*|2) — At(divi;BP)(v* - B*). (4.23)
Combining this estimate with (4.22) leads to
B* 2 4.99 - B* 2 . B* 2
Ugt-nw‘T'( = )(1—9) <chn+|2|> +0(U3-n*+|2|) +I0r-n
(4.18) /
> e(Ulz )
(423) . B* 2
> 9 (U’? 4+ B > Ik ont 4 |B*|2) — At(divy;BP)(v* - B¥)

L *
(92“’2”( = - n* >+6Zw”< st *+B2|2>

- A((Hfz+ +157) 0" + B ) ~ At(divi;BP)(v* - B¥)

001 [
> -
= 2((H +1I0; )HHBI)
0/\ p—
* (L;l - ’\> ((HiLj’+ +T0;7) 0" + IB*I2) — At(div;;BP)(v* - B¥)

2

which gives (4.16) and further implies that
*|2

(4.18) gg
> 2 ((Hfj— + L)t \B*|2) — At(div; BP)(v* - B*),

Ugt -n* +
Therefore, if UP(z,y) further satisfies the discrete DF condition div;;BY = 0, then we obtain

C ‘B*|2 * * 3
UL, n"+ - >0  WB eR’,

which along with U(Ajt -n; > 0 implies Ugt € G, = G, according to the GQL representation in Lemma 2.1.
Similarly, one can derive UX,-n; > 0 and the estimate (4.17) for U, which further lead to UR, € G, = G

under the discrete DF condition (4.19). The proof is completed. d
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Remark 4.2. Theorem 4.1 shows that the PP property of 2D standard CDG method is closely related
to a discrete DF condition (4.19), which is significantly different from both the trivial 1D version (3.8)
and the non-central DG version found in [42]. As seen from (4.16) and (4.19), the discrete DF condition
on the primal mesh is defined by the numerical solution on the dual mesh; see Figure 2.

Remark 4.3. As the free auxiliary variables {v*, B*} are necessary in (4.16)—(4.17), the GQL approach
is essential for bridging the PP and discrete DF properties. It seems very challenging (if not impossible) to
draw the connection between the PP and discrete DF properties without using the GQL approach. Since
the states at all the quadrature points in the CDG schemes are coupled by the discrete DF condition, the
PP analysis is very nontrivial, and some standard PP techniques, which typically rely on reformulating a
2D scheme into convex combination of formal 1D PP schemes [60, 27], are inapplicable in our analysis.

THEOREM 4.4 (Necessity of discrete DF condition for standard CDG method). For any given CFL
number C > 0 and any 6 € (0,1], the 2D standard CDG method, even under the condition (4.14), is not
always PP in general, if the proposed discrete DF condition (4.19) is violated.

Proof. Tt is proved by contradiction. Suppose there exists a CFL number C = Tyax(G1/Ax+as/Ay) >
0, such that the PP property (4.8) always holds under the condition (4.14). Define the constant ¢ :=
min {£,1} € (0,1]. Consider the ideal EOS, the P’-based CDG method with Az = Ay and piecewise
constant data

1 UL,

Ui, (@y)el1; 1 UL_1 .1,
US(e,y) =Uo V(x,y) € UP(ey) = Us, (wy) €Ly, 3 ULy py,  (424)
Uy, otherwise,
where the three constant admissible states are defined by
1+66)2  (2+¢)? T
Up= (114660, 0, 145 0,0 EF0S  CF7 p )
2 2 8 v—1
T 9 T
1+ (1
U1_<1a 1, 0,0, 1, 0, 0’1+Iil> ) U2_<]—7 1,0,0, 1+¢ 0, O, +(2+6) +731>

with p € (O,%) and ¢ € (0,d). Notice that Uy, Uy, Uy € G, so that the solutions (4.24) automati-
cally satisfy the condition (4.14). However, they do not meet the discrete DF condition (4.19), because

div; ;BP = ¢/Ax # 0. Substituting (4.24) into U, = ﬁg + AtL;; (U, UP) gives

US, = (1 - )0 + 2(U) + Us) 4 = (B (U)) ~ Fy(U2).

a1+a2

According to the PP assumption, we have Ugt € G, for any p € (O7 %) and any € € (0,0). For any

U,U € {Uy, Uy, Uy}, we observe from (2.5) that

~ |B57B5| € ~
< 1207 sl £ —.
01(U,0) < ol + e g - 2 = bt (140 4 5 <5 =,
02(U,T) < [vsllos + [Collos + max M:\/l( Cp+ (1424 S< prisl—a
2\Y, > [|[V2]lc0 2|0 0Stes2 Jor + /ps 27 p 5 P 1 a2,
which implies w := % € (0,1). Define

Ulp.€) = (1= Uy + 5(Us +Ua) + = (F(Uy) — F1(U))

=wUg, + (1 —w) ((1 —0)Ug + g(U1 - U2)> .

By the convexity of G, we have U(p,€e) € G, which implies £(U(p,€)) > 0, for any p € (07 %) and any

e € (0,8). Define 6 :=C/8 > 6 > e and § := 4§ — & > 0. Observing that £(U) is continuous with respect to
U on Rt x R7, we obtain by a direct calculation that

p—0t

lim £(U(p,¢)) = 5<pl_i)%1+ U(p, e)) = (—;&) {(83 —€) + 06(20 + de)? + 4e (3 + 05 + 861 + 6)) } < 0.
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Due to the sign-preserving property of continuous functions, there always exists a pg € (0, %) such that
E(U(p,€)) < 0 for all p € (0, pg], which contradicts the PP assumption of the CDG method.

In summary, for any given CFL number C > 0 and 6 € (0, 1], there always exists a positive pg such
that the 2D standard CDG method produces negative internal energy & (Ugt) when p < pp and thus is
not PP. (Note that such pp may depend on the given C and 6; see Figure 1.) The proof is completed. 0O

Remark 4.5. For the counterexample (4.24) in the above proof, we essentially only require a small
pressure p in the cell I;; and its adjacent cells, not necessarily everywhere in all the cells nor the entire
domain €2, due to the local feature of the CDG method. The above analysis actually infers that the
2D standard CDG method may easily produce negative internal energy in the (local) region where the
numerical pressure is low and simultaneously the discrete DF condition (4.19) is violated (even slightly).
This finding was also found for the 2D non-central finite volume and DG methods in [42, Theorem 4.1
and Remark 4.4].

0.25 p510° 2510%
02 2 2
0.15 15 15
g 04 “:; 1 gy
Ing < Ing
0.05 05 05
0 0 0
-0.05 05 : 05 :
10° 102 107 10° 107 10° 10°® 10° 10
P P P
(a) £ < 0 when p < 1072 for CFL (b) £ < 0 when p < 10™* for CFL (c) £ < 0 when p < 107° for CFL
number C = 0.8. number C = 0.1. number C = 0.04.

Fig. 1: 2D standard CDG method with different CFL number C produces £(U) < 0 for the counterexample
(4.24) with y =1.4 and p < pg. (a) 8 =1 and e =0.1; (b) # =1 and € = 0.01; (¢) = 0.5 and € = 0.005.

Yi—1
..... . _ ) - | )
................. |
.............. | . )
........ | 1
4@, Iij Iij
Itz
3 12 " . |
y(l) i i 4 ® y”%
i+%
. ° . ‘ | 1"
Yj Nol JJ
== t
3 4 (2)
I3 I b ‘ 8
(1)
Y5y 3 4
: I
..... ) ]
(1) (2) (1) o 1
HT e ] ° ¢ %(7)%
N . - | | :
Yi—1 z, ¢Y) NG SN € —
LTi—1 T; Ti+1 =5 Ti1 LORCUNE R ) aipy

Fig. 2: Tllustration of the 2D discrete divergence operator (4.12) on a primal cell (solid lines) with N = 2 and
its relation to the dual mesh (the shadow cells). The red points are involved in (4.12), while the blue points are
involved in another discrete divergence operator (5.13). These two operators are equivalent when BP is locally
DF, as shown in the proof of Theorem 5.2.

Remark 4.6. The condition (4.14) is a basic standard condition in PP DG type schemes and can be
enforced by a local scaling limiter; see [8, 27] and [59, 60]. However, unlike many other systems [59, 60, 27],
only condition (4.14) is insufficient for PP property in the MHD case. Theorem 4.4 indicates that the
2D standard CDG method, even with the PP limiter to enforce condition (4.14), is not PP in general, as
it fails to meet the discrete DF condition (4.19). This implies the necessity of the discrete DF condition
(4.19), which is, unfortunately, not automatically satisfied by the standard CDG method (4.1)—(4.2). In
fact, it is difficult to meet condition (4.19), because it depends on coupling the numerical magnetic fields
from the four neighboring cells on the dual mesh; see Figure 2. If BP(z,y) and B (z,y) are globally DF
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(see [25, 24] for a globally DF CDG method), then the condition (4.19) is met naturally. Unfortunately,
using the local scaling PP limiter to enforce condition (4.14) will destroy the globally DF property. Due to
such incompatibility, it is difficult to meet conditions (4.14) and (4.19) simultaneously. We will overcome
this obstacle in the next section by constructing new locally DF CDG schemes based on the modified
MHD equations (1.5).

5. New CDG schemes: provably PP and locally DF. Our analysis in the last section shows
that in order to achieve the provably PP property in the standard 2D CDG framework, we require the cor-
responding discrete divergence terms div;; B2, div, 1 +%Bg vanish. However, as discussed in Remark 4.6,
it is difficult to meet the discrete DF condition (4.14) and the basic condition (4.19) simultaneously. In this
section, we further propose and analyze a new locally DF CDG method based on suitable discretization of
the modified MHD equations (1.5) with the extra source term. We discover that if the numerical magnetic
fields B,’lj and Bg are locally DF within each cell, then a suitable discretization of the source term in
(1.5) can bring some new discrete divergence terms which exactly offset divijBE ,div; +1. +%B,€ under the
locally DF constraint. Moreover, the locally DF property is compatible with condition (4.19) and thus
is not destroyed by the local scaling PP limiter. Notice that all our discussions in sections 4 and 5 are
directly extensible to the 3D case; see the Supplementary Materials of this paper.

In order to introduce our new CDG schemes for the modified MHD system (1.5), we first define two
locally DF spaces [23, 55] associated with the overlapping meshes

ows  Ow
Ck Cik . 5 6 B .
Wh :{w:(wl,...7wg)T€Vh : (8x &y) Iij—O Vl,j}7
0 0
W,?’k:{u:(ul,...,ug)TEVf’k: (“5 “6) —0 Vz’,j}.
or oy J1r
i+5.0+35

Different from [23, 55], our new locally DF CDG method seeks the numerical solutions U§ € W(,f’k and
UP e WhD’k for the modified MHD system (1.5) such that

ou¢
/ o wdedy = Gi; (U7, U, w) + 35 (B, S(UR) - w) - vw € V)™, (5.1)
I
o0 cudady = Gy 11 (UP U w) + Hyp1 01 (BS,S(USY) -u) Yuev)F (5.2)
I . ot Yy=%ir55+3Fh> Phos i+i,5+5\Pho h B .

it5.0+3

where G;;(UY/, UP, w) and Git1j41 (UP, U u) are defined in (4.3)—(4.4), and H;;(Bf,S(U)-w) and
Hirl el (BY,S(UY) - u) are suitable numerical approximations (discussed below) to the source terms

/(fV-BE)S(UE)«dedy and / (-=V-Bf)S(UY) - udzdy,

Tij Ii+%,j+%

respectively. Since Uf € W}?’k, the numerical magnetic field BhD is locally DF within every dual mesh cell.
As shown in Figure 2, a primal mesh cell I;; consists of four quarters of dual mesh cells I;; = Ui<s<a Ifj,

while BE is locally DF within each of {Ifj };}Zl. Therefore, to measure V - B}? on the primal mesh cell
I;;, we only need to consider the jump of normal magnetic component across the dual mesh interfaces
{(zi,y) ry;m1 <y <y;p1}and {(z,y;) 1 2;_1 <o < a1} within the primal mesh cell I;;; see Figure 2.
Hereafter we employ the standard notations [-] and {{-} to respectively denote the jump and the average
of the limiting values at a cell interface, for example,

HBlD,h(xivy)]] = B{?h(xj_vy) - BEh(xi_a Y), ﬂth(x, y;)] = th(x,y;r) - BQD,h(x,y_j_)v

{UP(zi,9)} = %(Uf(xi‘,y) + Uz, y), {UR(x,y)} = %(U;?(x,yj‘) + U7 (z,9)))-

Then we carefully approximate the source term integral as follows:

/I (V- BP) S(UP) - wdady ~ / P I8P, @ )]) S ([UP (2in9) ) - wiai, y)dy

. /m% (=[B2n(x,5)1) S ({UF (w,y;)}) - w(z,y;)de = Hi; (B, S(UY) - w). (5.3)

14



Such a suitable discretization has carefully taken the PP property into account, as it will become clear in
the proof of Theorem 5.2. Similarly, we design

Hipr i1 (BF,S(UY) - u) = /yM (—[[Blc,h(xi+%7y)]]) S ({{Uf(wi%»y)}}) “u(ziy,y)dy

+ /:i“ (f[[BQC:h(lE,ijr%)]]) S ({{Ug(ﬁ, ijr%)}}) . u(x,yj+%)da:. (5.4)

Our new semi-discrete locally DF CDG method is defined by the weak formulation (5.1)—(5.2) with the
approximate source terms (5.3)—(5.4). It is worth noting that the locally DF property and the above source
term discretizations (5.3)—(5.4) are essential for achieving PP property (see the proof of Theorem 5.2 and
Remark 5.3), which are discovered through careful investigation via the GQL approach.

Remark 5.1 (Uniform high-order accuracy). Note that our new CDG method (5.1)—(5.2) remains
uniformly high-order, not affected by the inclusion of the approximate source terms (5.3)—(5.4). Recall that,
for the ezact solution of ideal MHD, the DF constraint (1.4) implies the normal component of magnetic
field is always continuous across every cell interface. That is, the jumps of the normal magnetic component,
[Bi(z;,y)] and [Ba(z,y;)], are zero for the ezact solution. Hence, in smooth region, the numerical jumps
[BP,(z:,y)] and [BY, (z,y;)] are at the level of truncation error. Therefore, the approximate source
terms (5.3)—(5.4) are also at the order of truncation error and thus do not affect the spatial accuracy of
the CDG method. This will be further confirmed by the numerical tests in subsection 6.2.

Next, we will present a rigorous PP analysis for our new locally DF CDG method (5.1)—(5.2) with
(5.3)—(5.4). With the N-point Gauss quadrature rule approximating all the cell interface integrals, the
semi-discrete equations for the cell averages in our new CDG method (5.1)—(5.2) can be written as

dﬁg new C D dﬁﬁ' % J+3 2 new D C
dt = EU (UhJUh)7 T El-‘r J+ (Uh ,IJ—h)7 (55)
where L3(UF, UP) = £i;(UF, UP) + 87 and £ |1 (UP,UF) = Loy 511 (UF.UF) + 85, 1y,

with £;5(U}), UP) and L1 ;4 1(UR, UY) defined in (4.6)-(4.7), and

Wy BP, (wi,ya)] p
S ZZ < MS({{Ui)(xi’yJ(‘*)‘i)}}))

N BD E) Y
pIP> ;( m S ({UF @ +a7yg>}})>

N, (B ] "
c Tits Yirieg c
Shiin = 2 Z;(— ~ S ({Uf (21, jimn}))

o==+1p=1

BS, (") , 1>]]
w [[ 2\ Ty 1o Yjtd
+ Z Z H( £y4 2 ({{UC( ’L+) +U?yj+ )}}))
o==%1p=1
THEOREM 5.2 (PP property of new locally DF CDG method). Assume U”,UHr j+1 € G and that
the numerical solutions U (z,y), UP (x,y) satisfy the condition (4.14). Then our new locally DF CDG
method (5.1)—(5.2) with (5.3)—(5.4) is PP, namely, for all i and j the updated cell averages satisfy

U, + ALy (US UP) € G, Ty s + ALy L (URUR) € G, (5.6)
under the CFL condition Ar A b N
a1 as o1
<5 0=—c1], 5.7
Al‘ + Ay 2 Tmax ( ] ( )
where ag = max{ay, Be}, £ = 1,2, with {a,} defined in (4.10)~(4.11) and
(®) c ()
ﬁl — max ‘[[Bl h(xzyijr )H‘ ’[[Bl,h(xi+%ayj+%+%)]]’

8 ‘[[B (i)a,y] ﬂ‘ ’[[B n(@ 1+) Lo Yty )]]’
2 1= Imax

e | 2[R @) 20K Gy v
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D where US, = Uy, +AtL,; (US, UP)
is the updated cell average of the 2D standard CDG method defined in Theorem 4.1. Because the first
component of S(U) in (1.5) is zero, we have Sg ‘n; = 0. From (4.15) in Theorem 4.1, one obtains
Ug’tnew ny =U§, -ny + AtS»D ‘n; = UAt n; > 0.

Next, we will prove Ug"tncw n* + ‘B ® >0 for auxiliary variables v*, B* € R3. Notice that

Proof. Define Ug’tnew = ﬁg +AtLYY(UF, UP) = U, +AtS)

C,new ‘B*|2 n* | |2 D *
UL n® 4+ —— 5 Ug§ +t +AtS;; -n (5.8)

and a tight lower bound of U, - n* + ‘B ® has been derived in (4.16) of Theorem 4.1, i.e.,

B* 2 Hil‘}f + H;ﬁ" B* 2
Ug, n* + B”] > 9@1<J23 ‘n* 4 2') — At(v* - B*)(div;;BP) (5.9)
with
Hf B +H1 a w w
— = Z Z LLUR iy }}+— > Z S HUR e ). (5.10)
o==+1p=1 o==+1p=1

In the following, we will derive a suitable lower bound for AtSi? -n*, which exactly offsets the discrete
divergence terms in (5.9). Thanks to [45, Lemma 7], for any U € G and any ¢ € R, it holds that

—€S(U) -n* > £(v*-B*) — 55 (U "+ |B;| ) : (5.11)

The condition (4.14) ensures UP (z; ,yj(i) ) € G, which implies the average {UP (x;, y](i) )} € G accord-

ing to the convexity of G. Applying inequality (5.11) to {UP (xl,yj(‘j_) )} and [BP (T y](+) )] gives

~ [BPu (@i )18 (0P (@i g2} ) -
[EreR)|
fiof (e yis)
> [BE I B~ 25 (10 G w+ BE)
Similarly, one has
— B, @5 u)IS ({UR e 5)}) -m

> (B2 )0 B) = 26 ((UR G -w + BE)

*|2
> B (@i IV B) = ({{qu N n*+'32')

2

Therefore,

AISE = 2 i“;“(—wfh(m“y;i) 1S ({UP(@:5%2)}) - m )

=+1p=1

+% Zili B ( [[B2h( z+0ayj)]]s ({{Uh( z+"’y3)}}) )

p=1

At - o ‘B*|2
R ) {”th(“yﬁ)z)ﬂ“* ‘B 24 (HUE(:ci,yﬁi)g)}} ot 2)]
o==+1p=1

% zi i‘;[mh W, )V B*)—?ﬂz(ﬁUD( o) n B;Q)]

= At(v* - B¥) ((ﬁ;/ijB£> 2[31&5 Z Z Yu ({{UD xl,yj('fr) VB on*+ |B2*2>

=41 p=1

262At Z Z Wu ({UD (i)aayj)}} n* + “32*|> (512)

o=+1p=1
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with
[BD, (@i V)] [BD, (2 )]

N
T RD ._ Wu , T
div;;BP : U;W; 5 - + Ay . (5.13)

Substituting the estimates (5.12) and (5.9) with (5.10) into (5.8), we obtain
B*[?

UG n* + 21 S @ 4 At(v* - BY) ((ﬁ’vijB,? - divijBf) (5.14)

with

(9A % - 261At) > iw; ({{Uh xl,yﬁ <)} n |B2*|2)

o=%1p=1
A 2,8 At N w ‘B*|2
~ 2 2 0
# (002 - 2220) 50 52 (qupalt v+ BE).
o==+1p=1
Under the CFL condition (5.7), we have 6@y 3t > 2X; = m&—f‘t > 26A1$At7 and similarly, ;32 > Q%yAt_
Hence ® > 0, and then the estimate (5.14) yields
*|2 .
Ug,tnew .n* + | | > At(v* . B*) (diVijB}? — diVithD) . (515)

Combining (5.13) with (4.12) gives

w '
aiviBY — divyBP = 1 S D (BPu(wieyoolle) = BPalwiyull)
o==41p=1

N
1 w . .
+Ky Z 27#(32 h(‘Lf’meJ ) B2 h( f/+>ﬂ ’J;”)>

S Zw(ﬂBm(wﬁ? 1, [BR @y, M)

A
o=+1p=1 Az Yy

where for clarity we have colored the points which correspond to the red and blue points illustrated in
Figure 2 for N = 2. A key observation is that thanks to the locally DF property of B}?, the

two discrete divergence operators C,l;/'” and div;; are exactly equivalent for Bg . In fact, using
the exactness of N-point Gauss quadrature (N = k + 1) for polynomials of degree k, we have

. 1 Yi+d
divi; By, — leuBD AxAy(/ 12 (31 n(Tip1,y) = BID,h(*T’i,f%vy)) dy
-2
Yits (oD D
+ (BZ,h(I-,yj+%) - BQ,hC”vﬁ‘/j—%)) dz

Yitg D Yitg D
- [[Bl,h(xivy)]]dy - [[Bgyh(x,yj)ﬂdx
Vi3 Tieg

4 4
1 1
- § BP. ds) = § : V - BPdzd
AmAy(z 1/01? h na[fj $> AmAye 1//I‘. hEEEY
= (%) = )

where we have utilized the divergence theorem within the four subcells Ifj shown Figure 2, namely, I}] =

(i, 2] X [y, y501)s I = [wig @] < [y, 9541] By = vy, @] % [y;1, 93] and I = [2,241] ¥
[yj_§ , y]] Since BhD is locally DF, we have V-BP? = 0 within each of these four subcells. Thus div;;B

&ivva’}? = 0. Tt then follows from (5.15) that US ™ *—I—@ > 0 for any auxiliary variables v*, B* € R3.
This together with Ugtnew n; >0 1mphes UC "V ¢ G, = G, according to the GQL representation in

Lemma 2.1. Similarly, one can show Ui_|r§ g+t Atﬁ?f{ il (UP UY) € G. The proof is completed. 0O
: 3:J+3

Remark 5.3. As seen from the proof of Theorem 5.2, the locally DF property and the suitable source
term discretizations (5.3)—(5.4) are essential for achieving the PP property. Our carefully discretized source
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terms (5.3)—(5.4) provide the discrete divergence terms At(v* - B*)div;; B, which, under the locally DF
constraint, exactly cancel out the “superfluous” discrete divergence terms —At(v* - B*)divijB}? arising
from the standard CDG method. The GQL approach with auxiliary variables has played a critical role in
the above PP analysis and numerical design.

Remark 5.4. The estimate wave speed ay = max{dy, 8¢} in Theorem 5.2 is comparable to the standard
one a3* := max{||%Zo(US)||lcos |Ze(UP)|| o0 }- In fact, for smooth solutions, one has a, < a3'd + O(h) from
(4.10)—(4.11) and (2.6), where h = max{Ax, Ay}, and B, = O(h**!) is much smaller than é;, so that
ar < a4 4+ O(h). Even in the discontinuous cases, (3, does not cause strict restriction on At, as justified
theoretically by Proposition 5.5 and verified numerically. Moreover, our numerical results in section 6
show that our CDG schemes with a standard CFL number are still PP in most cases, which indicates the
theoretical CFL condition (5.7) is sufficient rather than necessary.

PROPOSITION 5.5. For any U, U € G, define {p} := 3(p+p) and [B] == By — By, then it holds that

[[Be]| <1

{o} =3¢
Proof. Using Jensen’s inequality for the concave function \/z gives \/{p} > 3(,/p + /p). Thus

a(U,0), e {1,23}.

Bl _ 1Bl _ [B-B]

< _ < . (5.16)
NG 7 RN AN R
On the other hand, the first inequality in (5.16) also implies that
|[Be]| |[Be]| |Be| + | Be| { By }
< _ < — < max , < max {C,Cp (5.17)
N T Y RS AN B z e Ca}
where the last step follows from
B B2 B|? B|? 5
Mg max{| | ,%}—{ ( | + 62 + ‘l | ‘52”
VP p 2\ p p
1| BP \/ BE ' BRee|
S L MR (T Sl
V2 | op p p
Combining (5.16) with (5.17) gives % <1 (max {Co,Co} + 'ﬁ;;‘j'ﬁ) < la,(U,0). 0

6. Numerical experiments. This section carries out several benchmark or demanding numerical
tests on 1D, 2D, and 3D MHD problems to verify the accuracy, robustness, and effectiveness of the
proposed (locally) DF and PP CDG methods. We focus on the proposed third-order accurate PP CDG
schemes (k = 2) coupled with the explicit third-order accurate SSP Runge-Kutta time discretization [17].
Unless mentioned otherwise, we use the ideal EOS p = (v — 1)pe with v = 5/3, the CFL number of 0.25,
and 0 = At/Tax = 1.

6.1. 1D near-vacuum Riemann problem. Consider a Riemann problem from [10]. Its initial
conditions, which involve very low density and low pressure, are given by

—12 —12
(0.9, B)(z,0) — {(10 , 1072, 0,0, 0,0, 0, 0), =<0,
(1, 0.5, 0, 0, 0, 0, 1, 0), xz>0.
The computational domain is [—0.5,0.5] with outflow boundary conditions. Figure 3 displays the density
and thermal pressure at ¢t = 0.1 simulated by our PP CDG method with 100 cells, along with a reference
solution with 1000 cells. One can observe that the near-vacuum wave structures well captured by our
scheme and agree with the results reported in [10, 45]. Our numerical scheme maintains the positivity of
density and pressure and is very robust in the whole simulation.

6.2. Vortex problem with low pressure. This example simulates a smooth MHD vortex problem
[10, 44] with very low pressure in the domain [—10,10]? with periodic boundary conditions. The initial
conditions are (p,v,p,B)(z,y,0) = (1,1 + dv1,1 + dv9,0,1 + dp,0B1,5 B9, 0) with vortex perturbations
2 2 1 2 2 2
(6v1,dvg) = ﬁeo'g’(l’r )(=y,x), dp = f%el’r ,and (0B1,0Bs) = %eoﬂl*r )(—y, x), where
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Fig. 3: Near-vacuum Riemann problem: density (left) and pressure (right) computed by the third-order
PP CDG scheme with 100 cells (circles) and 1000 cells (solid lines), respectively.

r = /22 4+ y2, and the vortex strength is set as u = 5.389489439. The lowest thermal pressure is very
small (about 5.3 x 107!2) in the vortex center. As such, the CDG method would fail due to negative
pressure, if we do not enforce the condition (4.14) with the PP limiter. To assess the accuracy, we list in
Table 1 the errors in the momentum and the magnetic field at t = 0.05 for our third-order locally DF PP
scheme. The results confirm that the third order of convergence is achieved in I' norm, demonstrating
that both the PP limiter and the inclusion of the approximate source terms (5.3)—(5.4) do not affect the
high-order accuracy of our new CDG method (5.1)-(5.2).

Table 1: Vortex problem: I! errors at ¢ = 0.05 and the approximate rates of convergence for the third-order
locally DF PP CDG scheme.

Mesh my Mo By By
N x N I_error | rate | IT-error | rate | *-error | rate | {!-error | rate
10 x 10 4.65e-3 - 4.66e-3 - 3.34e-3 - 3.34e-3

20 x 20 8.39e-4 | 2.47 | 8.36e-4 | 2.48 | 5.89e-4 | 2.50 | 5.89e-4 | 2.50
40 x 40 1.16e-4 | 2.85 | 1.16e-4 | 2.85 | 8.14e-5 | 2.86 | 8.14e-5 | 2.86
80 x 80 1.21e-5 | 3.27 | 1.20e-5 | 3.27 | 8.55e-6 | 3.25 | 8.55e-6 | 3.25
160 x 160 | 1.28e-6 | 3.24 | 1.27e-6 | 3.24 | 9.04e-7 | 3.24 | 9.04e-7 | 3.24
320 x 320 | 1.49e-7 | 3.10 | 1.49e-7 | 3.10 | 1.06e-7 | 3.10 | 1.06e-7 | 3.10
640 x 640 | 1.85e-8 | 3.01 | 1.85e-8 | 3.01 | 1.30e-8 | 3.02 | 1.30e-8 | 3.02

We also quantitatively investigate the numerical divergence error in the magnetic field. As in [46], we
measure the global relative divergence error in Bg on the primal mesh 7;10 by

eav = |V -BL |/IBF 1, (6.1)
with

Iv-BEl = [ il as+ 3 [ 19 Bf ey,
h i, 7 Lis

EFeTC
Bl = Y [ gmfpas+ Y [ [BF|asy.
I g "1

where [(n, BY)] denotes the jump of the normal component of B across the cell interfaces £ of the
primal mesh 7710. Table 2 lists the global divergence errors e4;, computed at different grid resolutions. It
is seen that the errors eq;, decreases, as the mesh refines, at an approximately third-order rate.

Table 2: Vortex problem: global divergence errors eq4;y at ¢ = 0.05 and the approximate rates of convergence
for the third-order locally DF PP CDG scheme with increasing grid resolution.

Mesh | 10 x 10 | 20 x 20 | 40 x 40 | 80 x 80 | 160 x 160 | 320 x 320 | 640 x 640
€div | 1.04e-1 | 2.13e-2 | 3.48e-3 | 4.56e-4 5.92e-5 7.58e-6 9.58e-7
rate - 2.28 2.62 2.93 2.94 2.96 2.98

As the following tests involve (strong) discontinuities, some nonlinear limiters should be applied to
suppress the undesirable oscillations in the high-order CDG solutions. We use the locally DF WENO
limiter [62] within some troubled cells identified adaptively by the KXRCF shock detector [22].
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6.3. Orszag-Tang problem. This problem [20] is a benchmark test for MHD codes. Although it
does not involve low pressure or density, we take it to verify the effectiveness and correct resolution of our
scheme. The initial solution is given by p = 42, v = (—siny,sinz,0), B = (—siny, sin 2z,0), and p = 7.
The computational domain Q = [0, 2n]? is divided into 400 x 400 cells with periodic boundary conditions
on Jf). Figure 4 plots the contours of p at t = 0.5, t = 2, and ¢ = 3 computed by our third-order locally DF
CDG method. As time evolves, the initial smooth flow develops into the complicated structures involving
multiple shocks. Our results are in good agreement with those in [20, 23, 44] by the non-central DG
schemes, and the wave structures are correctly captured with high resolution by our new locally DF CDG
method. Figure 5 shows the pressure distributions along y = 0.6257 at time ¢ = 3, computed by using
our new locally DF CDG method and the standard conservative locally DF CDG method (without extra
source terms), respectively. We see that both methods provide very similar results, which are comparable
with those computed in [20, Figure 15] using a fifth-order finite difference WENO scheme with a correction
procedure for enforcing the DF condition. These results demonstrate that the extra source terms (5.3)—
(5.4), which are essential for guaranteeing the PP property, do not affect the resolution of CDG methods.
Figure 6a displays the time evolution of the global divergence error e4;,. We find that the magnitude of
€div is kept below 3 x 10~* during the whole simulation.

1 2

Fig. 4: Orszag—Tang problem: contour plots of density at ¢ = 0.5, 2, and 3 (from left to right).

3.5 \ \
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< 1.5
=
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Fig. 5: Orszag—Tang problem: The pressure distributions along y = 0.6257 at t = 3.

6.4. Rotor problem. This is also a benchmark test [3], which describes a dense disk of fluid rotating
in a ambient fluid, with the initial conditions given by

(pa U3, Bla BQ, B3) = (057 07 2'5/V47Ta Oa O),

and
(10, — (y—0.5)/r9, (x —0.5)/r0) if r<rg,
(p, v1, v2) = ¢ (149, — Ay —0.5)/r, AN(zx —0.5)/r) if ro<r<mry,
(1, 0, 0) if r>ry,
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Fig. 6: Time evolution of the global divergence error eg;y .

with r = \/(z — 0.5)2 + (y — 0.5)2, 79 = 0.1, 71 = 0.115, A = (r1 —7)/(r1 —70). The computational domain
Q = [0,1]? is divided into 200 x 200 uniform cells with outflow boundary conditions on 9. Figure 7 shows
the contour plots of the thermal pressure p and the Mach number |v|/¢s at t = 0.295. Our results are
consistent with those reported in [3, 44]. Figure 6b plots the global divergence error e4iy, which remains
small and at order O(107%).
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Fig. 7: Rotor problem: Contour plots of the thermal pressure (left) and Mach number (right) at ¢t = 0.295.

6.5. Shock cloud interaction. This test simulates the interaction of a high density cloud and
a strong shock wave. It was originally introduced in [12] and has become a benchmark for examining
MHD schemes [38, 44, 45]. Initially, there is a strong shock at = 0.6, which is parallel to the y-axis.
The left and right states of the shock are specified as py = 3.86859, pr = 167.345, vi, = 0, By =
(0,2.1826182, —2.1826182), pr =1, pr = 1, vg = (—11.2536,0,0), and B = (0,0.56418958, 0.56418958),
with a rotational discontinuity in the magnetic field. In front of the shock, a stationary circular cloud
of radius 0.15 is centered at (0.8,0.5). The cloud has a higher density of 10 and the same pressure and
magnetic field as the surrounding plasma. The computational domain = [0, 1]2 is divided into 400 x 400
uniform rectangular cells, with the inflow condition on the right boundary and the outflow conditions on
the others. Figure 8 presents the numerical thermal pressure and the magnitude of the magnetic pressure
at t = 0.06 simulated by our locally DF PP CDG method. It is observed that the complicated flow
structures and the discontinuities are resolved and agree with the results computed in [38, 44, 45]. Figure
6¢ shows the evolution of the global divergence error €4;,, which remains small and at order 0(10*4). We
also notice that if we do not enforce condition (4.14) by using the PP limiter, the CDG solution will go
outside the set G and break down at time ¢t ~ 0.0366.

6.6. 2D blast problems. The classical 2D MHD blast wave problem, originally proposed in [3],
represents a quite demanding test widely adopted to examine the positivity of numerical MHD schemes;
see [3, 10, 42, 44, 45, 46]. The adiabatic index is taken as v = 1.4. The computational domain is
Q = [-0.5,0.5]2 with outflow boundary conditions on 9. Initially,  is filled with stationary fluid with
v=0,p=1,and B = (By,0,0). The initial pressure p is piecewise constant and has a circular jump
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Fig. 8: Shock cloud interaction: the thermal pressure (left) and the magnitude of magnetic field (right).

on x? + y? = 0.12, with p = p, inside the circle and p = 0.1 outside. We consider two blast problems:
the classical version [3] with {p. = 10%, By = 100/v/47}, and a much more extreme version [44] with
{pe = 10*, By = 1000/+/47} (larger discontinuity in p and stronger magnetic field). The plasma-beta 3
is very small for both cases (3 ~ 2.51 x 10~ for the classical blast problem and 3 = 2.51 x 10~ for the
extreme blast problem), rendering their simulations highly challenging. Our locally DF PP CDG method
works very robustly for both blast problems. The numerical results computed on the mesh of 200 x 200
cells are given in Figure 9. One can see that, for the classical blast problem, our simulation results are in
good agreement with those reported in [3, 10, 25, 42, 44, 45], and our density profile does not have the
numerical oscillations that were observed in [3, 10]. Our flow patterns of the extreme blast problem are
consistent with those in [44] simulated by a PP non-central DG method. It is noticed that without the
proposed PP techniques, the CDG code would break down quickly within a few time steps.
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Fig. 9: Contour plots of density (left), thermal pressure (middle), and magnetic pressure (right). Top: the
classical 2D blast problem at ¢ = 0.01. Bottom: the extreme 2D blast problem at ¢ = 0.001.
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6.7. Astrophysical jets. This test simulates three very challenging jet problems involving very
high Mach number and strong magnetic fields. The setup is the same as in [44] and similar to the gas
dynamical case in [1] with v = 1.4. The domain [-0.5,0.5] x [0,1.5] is initially filled with the ambient
plasma with v = 0, p = 1, and p = 0.14. On the bottom boundary, the inflow jet condition (p = 1.4,
p=1,v=1(0,800,0)) is fixed for x € [—0.05,0.05] and y = 0. All the other boundaries are set as outflow.
The magnetic field is initialized as (0, By, 0) in the entire domain. We consider three configurations based
on different strengths of By: Case 1: By = /200, and the plasma-beta 5 = 1072; Case 2: By = /2000,
and the plasma-beta 8 = 1073; Case 3: By = /20000, and the plasma-beta 3 = 10~%. Since the jet Mach
number is as high as 800 and the magnetic field is very strong (especially in Case 3), so that the internal
energy is much smaller than the kinetic/magnetic energy and negative numerical pressure can be easily
produced. Without the proposed PP techniques the CDG code would break down within a few time steps.
In the computation, we take the computational domain as [0,0.5] x [0, 1.5], divide it into 200 x 600 cells,
use reflecting boundary condition on = 0. The numerical results computed by our third-order locally
DF PP CDG method are displayed in Figures 10 within the domain [—0.5,0.5] x [0,1.5]. We clearly see
that the flow patterns are different for different strengths of By. The cocoons, bow shock, shear flows,
and jet head location are well captured and agree with those in [44], demonstrating the high resolution
and excellent robustness of our locally DF PP CDG scheme. It is worth mentioning that if we either
remove our proposed discretization of the extra source term or neglect condition (4.14) without using the
PP limiter, then the simulation would fail due to the appearance of negative pressure.

1.5 1.5 1.5

0.5 0.5

0.5 0.5

. g 0 0
-0.5 0 05 -0.5 0 05 -0.5 0 05
Fig. 10: Astrophysical jets: the density logarithm (top) and the magnetic pressure (bottom) at ¢t = 0.002
for Cases 1 to 3 (from left to right).

6.8. 3D blast problem. In the last example, we simulate a fully 3D blast problem [10, 9]. The
computational domain is Q = [—0.5,0.5]% with outflow boundary conditions on 9. Initially,  is filled
with stationary fluid with v = 0, p = 1, and B = (100/v/87,100/+/87,0). The initial pressure p is
piecewise constant and has a spherical jump on 22 4 y? + 22 = 0.12, with p = 1000 inside the sphere and
p = 0.1 outside. Figure 11 shows the plots of density and thermal pressure at ¢ = 0.01 computed by our
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Fig. 11: 3D Blast problem: The pseudocolor plots of density (left) and thermal pressure (middle) at
t =0.01.

0.5 0.5 0.5
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Fig. 12: 3D Blast problem: Contour plots of density (left), thermal pressure (middle), and the norm of
magnetic field (right) cut at z = 0 and ¢ = 0.01.

third-order locally DF PP CDG method on the uniform cuboid mesh of 160 x 160 x 160 cells. The contour
plots of the numerical solution slice at z = 0 are also presented in Figure 12. The results agree with those
reported in [10, 9]. We also notice that the CDG code would produce negative pressure and break down
quickly within a few time steps if our PP techniques are not applied.

7. Conclusions. This paper has presented the first rigorous analysis on the positivity-preserving
(PP) property of the central discontinuous Galerkin (CDG) approach for ideal magnetohydrodynamics
(MHD). The analysis has further led to our design of arbitrarily high-order provably PP, locally divergence-
free (DF) CDG schemes for 1D and 2D MHD systems. We have found that the PP property of the standard
CDG methods is closely related to a discrete DF condition, which differs from the non-central DG case.
This finding laid the foundation for the design of our PP CDG schemes. In the 1D case, the discrete
DF condition is naturally satisfied, and we have rigorously proved that the standard CDG method is PP
under a condition satisfied easily using an existing PP limiter [8]. However, in the multidimensional cases,
the corresponding discrete DF condition is highly nontrivial yet critical, and we have analytically proved
that the standard CDG method, even with the PP limiter, is not PP in general, as it generally fails to
meet the discrete DF condition. We have addressed this issue by carefully analyzing the structure of the
discrete divergence terms and then constructing new locally DF CDG schemes for Godunov’s modified
MHD equations (1.5). A challenge we have settled is to find out the suitable discretization of the source
term in (1.5) such that it exactly offsets the divergence terms in the discovered discrete DF condition.
Based on the geometric quasilinearization approach, we have proved in theory the PP property of the new
multidimensional CDG schemes under a CFL condition. Extensive benchmark and demanding numerical
tests have been conducted to validate the performance of the proposed PP CDG schemes.

In the future, we hope to further explore high-order numerical schemes preserving both the positivity
and the globally DF property simultaneously. We hope our findings and newly developed analysis tech-
niques may motivate future developments in this direction as well as the exploration of other PP central
type schemes for MHD and related equations.

Acknowledgment. The authors would like to thank Dr. Shengrong Ding at SUSTech for her assist-
ance in the numerical test of the 3D Blast problem.
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