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Abstract  22 

How do sensory systems optimize detection of behaviorally relevant stimuli when the sensory environment 23 

is constantly changing? We addressed the role of spike-timing-dependent plasticity (STDP) in driving 24 

changes in synaptic strength in a sensory pathway, and whether those changes in synaptic strength could 25 

alter sensory tuning. It is challenging to precisely control temporal patterns of synaptic activity in vivo and 26 

replicate those patterns in vitro in behaviorally relevant ways. This makes it difficult to make connections 27 

between STDP-induced changes in synaptic physiology and plasticity in sensory systems. Using the 28 

mormyrid species Brevimyrus niger and Brienomyrus brachyistius, which produce electric organ discharges 29 

for electrolocation and communication, we can precisely control the timing of synaptic input in vivo and 30 

replicate these same temporal patterns of synaptic input in vitro. In central electrosensory neurons in the 31 

electric communication pathway, using whole-cell intracellular recordings in vitro, we paired presynaptic 32 

input with postsynaptic spiking at different delays. Using whole-cell intracellular recordings in awake, 33 

behaving fish, we paired sensory stimulation with postsynaptic spiking using the same delays. We found 34 

that Hebbian STDP predictably alters sensory tuning in vitro and is mediated by NMDA receptors. However, 35 

the change in synaptic responses induced by sensory stimulation in vivo did not adhere to the direction 36 

predicted by the STDP observed in vitro. Further analysis suggests that this difference is influenced by 37 

polysynaptic activity, including inhibitory interneurons. Our findings suggest that STDP rules operating at 38 

identified synapses may not drive predictable changes in sensory responses at the circuit level. 39 

Keywords: weakly electric fish, sensory processing, temporal coding, synaptic plasticity, Hebbian plasticity 40 

New and Noteworthy 41 

We replicated behaviorally relevant temporal patterns of synaptic activity in vitro and used the same 42 

patterns during sensory stimulation in vivo. There was a Hebbian spike-timing-dependent plasticity (STDP) 43 

pattern in vitro, but sensory responses in vivo did not shift according to STDP predictions. Analysis suggests 44 

that this disparity is influenced by differences in polysynaptic activity, including inhibitory interneurons. 45 

These results suggest STDP rules at synapses in vitro do not necessarily apply to circuits in vivo. 46 

Introduction 47 



How does a sensory system optimize detection of behaviorally relevant stimuli amidst constant changes in 48 

those stimuli and to the sensory environment? To efficiently process sensory information, sensory systems 49 

are tuned to specific stimulus attributes. Rather than being tuned to every possible stimulus variant, a more 50 

efficient approach is for the neuronal tuning of a sensory system to adapt to changing stimulus statistics. 51 

Sensory systems are known to adapt to a variety of complex stimulus statistics, such as the probability of 52 

occurrence in the environment, stimulus rate, stimulus distribution, local stimulus mean, variation in stimulus 53 

statistics, intensity, and more (1, 2). For example, retinal ganglion cells adjust their firing rate 2-5 fold in 54 

response to changes in image contrast, providing a mechanism for contrast adaptation (3). In guinea pig 55 

auditory midbrain, the neuronal population as a whole shifts their responses to best encode commonly 56 

occurring sounds, though the mechanism for this shift remains unknown (4). Electrosensory pyramidal 57 

neurons in gymnotiform weakly electric fish respond maximally to low frequencies under local spatial 58 

stimulation, while they respond maximally to high frequencies under more global stimulation (5). This may 59 

be due to different amounts of inhibitory input in these different stimulus contexts. A variety of examples 60 

exist showing shifts in neuronal tuning depending on behavioral context (2, 6–8), but are there common 61 

mechanisms that could allow for tuning adaptation in a quickly changing sensory environment? 62 

The adjustment of synaptic connectivity via STDP, wherein synaptic strength is altered based on the relative 63 

timing of repetitive pre- and postsynaptic activity, is known to alter neuronal responses in sensory circuits 64 

across diverse invertebrate and vertebrate organisms (9–13). For example, STDP is involved in the 65 

development of receptive fields (14, 15) and establishment of direction selectivity within the visual system 66 

(16), and in the adult function of many circuits, including in humans (17–19). However, it remains unclear 67 

whether STDP is a mechanism for altering sensory tuning in adult organisms in real-time.  68 

Mormyrid weakly electric fish produce and receive electric organ discharges (EODs) that they use to 69 

electrolocate and communicate. EODs have two salient features: waveform, which signals sender identity, 70 

and inter-pulse interval (IPI), which signals contextual information (20). Mormyrids have a sensory pathway 71 

dedicated to processing electric communication signals (Fig. 1)(21, 22). The waveform of each EOD is 72 

encoded into spike timing differences among peripheral electroreceptors called knollenorgans (KOs), while 73 

interspike intervals within KOs encode IPIs (21). The KO afferent fibers project to the nucleus of the 74 



electrosensory lateral line lobe in the hindbrain, where corollary discharge inhibition blocks responses to 75 

the fish’s own EOD but not to external EODs generated by other fish (23). This timing information is relayed 76 

to the midbrain anterior exterolateral nucleus (ELa), where EOD waveform tuning originates (24, 25). ELa 77 

provides topographic, excitatory input to the posterior exterolateral nucleus (ELp)(24), where single-neuron 78 

IPI tuning is established (26).  Because ELa output precisely follows the timing of electric stimulus pulses 79 

(25), we can stimulate ELp in vitro and in vivo with the exact same temporal patterns. This allows us to 80 

have precise control of the timing of presynaptic input using behaviorally relevant stimuli in vivo and to 81 

replicate those temporal patterns in vitro. 82 

Indeed, ELp multipolar cells show the same IPI tuning in response to direct ELa stimulation in vivo as they 83 

do to sensory stimulation (26). Within the ELp, excitatory and inhibitory multipolar neurons shape tuning to 84 

EOD waveform and IPI (21). Excitatory multipolar cells form extensive inter-connections with each other 85 

(27). They are more likely to share an excitatory connection with cells having similar IPI tuning, and 86 

connections between cells with similar IPI tuning are stronger than connections between cells with dissimilar 87 

tuning (27). In addition, local excitatory connections between ELp multipolar cells are more common at 88 

short distances (27). The dense interconnections among these timing-sensitive cells and the temporal 89 

precision of afferent input to ELp motivated experiments to test whether STDP affects the topology of this 90 

network.  91 

In addition, we have access to two species, Brevimyrus niger and Brienomyrus brachyistius, which are 92 

distantly related members of clade A (28). Previous comparative work has shown that the cellular anatomy 93 

and physiology of ELp is similar across clade A species (28, 29). Studying these two distantly related 94 

species allows us to ask whether STDP is a common mechanism operating in ELp neurons across clade 95 

A species. 96 

In the present study, we show that STDP can alter the synaptic responses of ELp neurons in vitro, but these 97 

changes did not reliably predict changes in sensory tuning in vivo. Analysis of variation in synaptic 98 

responses suggests that differences in local connectivity in vivo relative to in vitro affect the direction of 99 

synaptic changes induced by STDP.  100 



Materials and Methods 101 

Animals 102 

In this study, we used a total of 95 Brevimyrus niger of both sexes, ranging from 4.5–9.4 cm in standard 103 

length and 0.8–13.5 g in mass and 40 Brienomyrus brachyistius of both sexes, ranging from 6.6–10 cm in 104 

standard length and 4.2–20.1 g in mass. We acquired the fish through the aquarium trade and housed them 105 

in same-species groups with a 12:12 h light/dark cycle, water conductivity of 200–400 µS/cm, and a 106 

temperature of 25–29°C. We fed the fish live black worms four times per week. All procedures were in 107 

accordance with the guidelines established by the National Institutes of Health and were approved by the 108 

Institutional Animal Care and Use Committee at Washington University in St. Louis. Brienomyrus 109 

brachyistius were used for the Brienomyrus brachyistius specific experiment in vitro and for the EOD tuning 110 

experiments in vivo, otherwise Brevimyrus niger were used. 111 

In vitro whole brain preparation 112 

We used an in vitro whole-brain preparation and recording method used in previous studies (27, 30). We 113 

anesthetized fish in 300 mg/l MS-222 and then submerged fish in ice-cold, oxygenated artificial 114 

cerebrospinal fluid (ACSF; composition in mM: 124 NaCl, 2.0 KCl, 1.25 KH2PO4, 24 NaHCO3, 2.6 CaCl2, 115 

1.6 MgSO4·7H2O, and 20 glucose, pH 7.2–7.4; osmolarity 300–305 mosM) before performing a craniotomy 116 

to fully expose the brain. While the brain remained submerged, all cranial nerves were cut, the connection 117 

to the spinal cord was severed, and the valvula cerebellum was removed by suction, leaving the remaining 118 

hindbrain, midbrain, and forebrain intact. The brain was then removed and placed in an incubating chamber 119 

containing oxygenated ACSF at 29°C for 1 h. The brain was then transferred to a recording chamber 120 

(Warner Instruments RC-26GLP) that was continuously perfused with oxygenated ACSF at room 121 

temperature (flow rate = 1 ml/min), where it was placed on an elevated slice hold-down with a 1.0-mm mesh 122 

size (Warner Instruments SHD-26GH/10). A second slice hold-down with a 1.5-mm mesh size (Warner 123 

Instruments SHD-26GH/15) was placed on top of the brain, and it was held securely in place with cured 124 

silicone placed at the top of the chamber. Some of the threads of the upper hold-down were cut to improve 125 



access to the ELa and ELp. This configuration helped keep the preparation stable while also maximizing 126 

tissue survival by allowing a constant flow of oxygenated ACSF both beneath and above the preparation.  127 

In vitro whole cell recording 128 

We visualized ELp neurons with transmitted light in an upright fixed-stage microscope (BX51WI; Olympus) 129 

and a Newvicon tube camera (Dage-MTI). We obtained whole cell intracellular recordings with filamented 130 

borosilicate patch pipettes (1.00-mm outer diameter; 0.58-mm inner diameter) with tip resistances of 6.2–131 

10.2 MΩ as described previously (31). The electrode internal solution contained the following (in mM): 130 132 

K gluconate, 5 EGTA, 10 HEPES, 3 KCl, 2 MgCl2, 4 Na2ATP, 5 Na2 phosphocreatine, and 0.4 Na2GTP, pH 133 

7.3–7.4 (osmolarity: 285–290 mosM). Electrodes were mounted in a headstage (Molecular Devices CV-134 

7B), which was connected to a multichannel amplifier (Molecular Devices MultiClamp 700B) for current-135 

clamp recording. Data were digitized at a sampling rate of 50 kHz (Molecular Devices Digidata 1440A) and 136 

saved to disk (Molecular Devices Clampex v10.2). The position of the electrode was controlled by a 137 

manipulator (Sutter Instruments MP-285) connected to a controller (Sutter Instruments MPC-200 and ROE-138 

200). Healthy ELp neurons were identified on the basis of location and a relatively low-contrast, round 139 

somatic boundary. We targeted somas of all possible sizes and locations throughout ELp within ∼20–50 140 

μm of the surface, depending on tissue thickness. Seal resistance varied from 1.3 to 4.8 GΩ, and input 141 

resistance varied from 230 to 290 MΩ. We only used data from neurons that had stable access and input 142 

resistances and a stable resting potential of at least −50 mV. 143 

In vitro data collection 144 

For focal presynaptic stimulation, we placed a glass stimulus electrode in ELa, just anterior to the ELp 145 

border, and another in the solution just above the brain as a reference electrode. We delivered biphasic, 146 

square current pulses with a total duration of 100 μs and amplitudes ranging from 50 to 200 μA through 147 

pulse generators (A-M Systems model 2100), triggered by a single digital output (Molecular Devices 148 

Digidata 1440A).  Stimulus amplitude was adjusted to yield reliable, subthreshold postsynaptic potentials 149 

from the recorded neuron. Five synaptic potentials evoked by ELa stimulation were averaged to measure 150 



the amplitude of excitatory post-synaptic potentials (EPSPs). We defined the resting potential as the 151 

average membrane potential within a 50-ms window during the prestimulus period. 152 

Experiments were also done using an array of stimulus electrodes for presynaptic stimulation rather than a 153 

single glass stimulus electrode. The array consisted of four channels of bipolar stimulation (8 electrodes 154 

total), in the form of either a “cluster” electrode (FHC model CE) or a “matrix” electrode (FHC model MX). 155 

We placed this array in ELa, just anterior to the ELp border. The rest of the stimulus protocol described 156 

above for the focal glass stimulus electrode was the same for the array stimulus electrodes.  157 

For STDP induction, each EPSP induced by ELa stimulation was paired with a spike evoked by a 2 ms 158 

depolarizing 600 µA pulse injected via the patch pipette, which was sufficient to induce an action potential 159 

in the postsynaptic neuron. In Brevimyrus niger, we paired EPSPs and spikes at -80,-50,-40,-30,-20,-10, -160 

5, 0, +5, +10, +20, +30, +40, +50, and +80 ms delays pre-post. We randomly chose the pairing delay that 161 

each neuron was subjected to. There were three controls: ELa stimulation only, intracellular stimulation 162 

only, or no stimulation. All pairings, ELa stimulation only and intracellular stimulation only control conditions 163 

were repeated at 1 Hz for 6 minutes. The no stimulation control lasted 6 minutes. In Brienomyrus 164 

brachyistius, we only paired EPSPs and spikes at -20 and +10 ms delays pre-post, with no controls. After 165 

EPSP-spike pairing, the EPSP evoked by ELa stimulation was recorded again (repeated 5 times and 166 

averaged) to compare with the baseline, pre-pairing EPSP. To measure the max of the PSP, we found the 167 

maximum point in a window from the end of the stimulus to 200 ms. In this same window, to measure the 168 

PSP area over time, we summed the post-stimulus synaptic potential trace and multiplied by one over the 169 

sampling frequency (1/sampling frequency = sampling period). 170 

To test the role of STDP in shaping IPI tuning, we paired IPI trains of ELa stimulation with intracellular 171 

spiking. We delivered two trains of ELa stimulation, the first train consisted of 10 pulses at 10 ms IPI and 172 

the second train consisted of 10 pulses at 100 ms IPI. Both IPI trains were repeated 30 times to get an 173 

averaged post-synaptic potential baseline response. During pairing, we delivered the 10 ms IPI train, 174 

followed by 450 ms of silence, then the 100 ms IPI train. While this ELa stimulation was delivered, either 175 

the 10 ms IPI train or the 100 ms IPI train was paired with 10 pulses of 10 ms IPI or 100 ms IPI postsynaptic 176 

spikes evoked by 600 µA current injection via the patch pipette with a -20 ms pre-post delay. This pairing 177 



was repeated 300 times. Both IPI trains were then repeated 30 times to get an averaged post-synaptic 178 

potential response after pairing. We measured the maximum depolarization in response to each stimulus 179 

pulse relative to rest and then averaged the maximum depolarizations in response to the 2nd through 10th 180 

pulses to quantify the response to each IPI. To measure the PSP area over time, in a window from the end 181 

of the first stimulus in the IPI train to the start of the second stimulus in the IPI train, we summed the post-182 

stimulus synaptic potential trace and multiplied by one over the sampling frequency (1/sampling frequency 183 

= sampling period). 184 

In vitro pharmacology 185 

To assess the role of NMDA versus non-NMDA receptors in mediating STDP, we bath applied the NMDA 186 

receptor antagonist dl-2-amino-5-phosphonopentanoic acid (APV; Tocris 0105) or the non-NMDA receptor 187 

antagonist 6,7-dinitroquinoxaline-2,3-dione (DNQX; Tocris 2312). Both drugs were delivered at a 188 

concentration of 50 μM in ACSF. Full washout typically took 15–20 min. During bath application, EPSPs 189 

evoked by ELa stimulation were paired with a spike evoked by a 2 ms depolarizing 600 µA pulse injected 190 

via the patch pipette. We paired EPSPs and spikes for 6 mins at 1 Hz with delays at -20 ms and +10 ms 191 

(pre-post).  We randomized the sequence in which the delays were paired. After EPSP-spike pairing, 192 

EPSPs evoked by ELa stimulation were recorded again (repeated 5 times and averaged) to compare with 193 

the baseline EPSP. 194 

In vivo whole-cell recordings 195 

We prepared fish for in vivo recordings from ELp as described previously(26, 32). Fish were anesthetized 196 

in 300 mg/L tricaine methanesulfonate (MS-222) and paralyzed with an intramuscular injection of 100 µl of 197 

0.1 mg/ml gallamine triethiodide (Flaxedil). The fish was then moved to a recording chamber, where it was 198 

submerged in freshwater, except for a small region of the surface of the head. We maintained general 199 

anesthesia for surgery by respirating the fish with an aerated solution of 100 mg/ml MS-222 through a 200 

pipette tip in the mouth. The surgery site was anesthetized with 0.4% lidocaine on the skin. We then 201 

removed the skin of the surgery site, affixed a post to the skull, and removed a rectangular piece of skull 202 

covering ELp. We placed the ground electrode on the nearby cerebellum. After surgery, we brought the fish 203 



out of anesthesia by switching to aerated freshwater respiration and monitored the fish’s electric organ 204 

discharge command (EODC) output with a pair of electrodes placed next to the fish’s tail(20, 26, 32, 33). 205 

The EOD output is silenced by flaxedil (the muscle paralytic), but we recorded the EODC as a fictive EOD. 206 

MS-222 anesthesia silences the EODC output, so the return of EODC output indicates that the fish has 207 

recovered from anesthesia (32). At the end of the recording session, the respiration of the fish was switched 208 

back to 100 mg/L MS-222 until no EODC output could be recorded, and then the fish was sacrificed by 209 

freezing. 210 

We obtained intracellular, whole-cell patch recordings in current-clamp using previously published methods 211 

(26, 34, 35). We used glass patch micropipettes with resistances of 20–40 MΩ. The pipette tip was filled 212 

with a solution (in mM) of 100 CH3CO2K, 2 KCl, 1 MgCl2, 5 EGTA, 10 HEPES, 20 KOH, and 43 biocytin, 213 

and the pipette shank was filled with the same solution, except that biocytin was replaced with D-mannitol 214 

(26, 34). Initial seal resistances were >1 GΩ. Recordings were amplified 10x and low-pass filtered (cutoff 215 

frequency, 10 kHz) using an Axopatch 200B amplifier (Molecular Devices), digitized at a rate of 97.7 kHz 216 

(Model RX8 Digitizer, Tucker Davis Technologies), and saved using custom software written in Matlab. We 217 

delivered electrosensory stimulation using electrodes positioned around the perimeter of the recording 218 

chamber (32). 219 

In vivo data collection  220 

After patching a cell, we stimulated with bipolar square pulses, adjusting the duration (0.1–1.5 ms), intensity 221 

(3–71 mV/cm), polarity (normal or reversed), and stimulus orientation (transverse or longitudinal to the fish) 222 

to elicit maximal sub-threshold, postsynaptic potential (PSP) amplitudes from each neuron. Next, we 223 

injected intracellular, depolarizing current, adjusting the duration (1 to 8 ms) and amplitude (0.1 to 0.9 nA) 224 

until a reliable spike was produced in each neuron. All subsequent sensory and intracellular stimuli 225 

delivered during a trial then used these parameters. We did not include in the repetition count any responses 226 

to stimulus repetitions in which stimuli occurred within 2–5 ms after an EODC response, since corollary 227 

discharge inhibition in the hindbrain blocks sensory responses within this window (23). We only used 228 

recordings in which the resting potential varied by 5.5 mV or less across all trials and was at least –40 mV 229 

throughout the experiment. 230 



The sensory stimulus was repeated 30 times to get an averaged post-synaptic potential baseline response. 231 

The sensory stimulation was then paired with intracellular current injection at the delay of maximum 232 

potentiation observed in vitro, -20 ms pre-post delay, or the delay of maximum depression, +10 ms pre-233 

post delay. Three ms were added to each delay time to account for the latency from knollenorgan 234 

stimulation to ELa evoked potential for final delays of -23 ms pre-post and +7 ms pre-post. There were 235 

three controls: sensory stimulation only, intracellular stimulation only, or no stimulation. All pairings, sensory 236 

stimulation only and intracellular stimulation only control conditions were repeated at 1 Hz for 6 minutes. 237 

The no stimulation control lasted 6 minutes. The order in which they were repeated was decided pseudo-238 

randomly, to maintain an equal number of times that each of the 2 pairings and 3 controls were collected 239 

first. After every pairing or control, sensory stimulation was repeated 30 times to obtain an averaged post-240 

synaptic potential to compare to baseline. To measure the max of the PSP, we found the maximum point 241 

in a window from the end of the stimulus to 200 ms. In this same window, to measure the PSP area over 242 

time, we summed the post-stimulus synaptic potential trace and multiplied by one over the sampling 243 

frequency (1/sampling frequency = sampling period). 244 

To explore the effect of STDP on EOD tuning, we paired post-synaptic spiking at a potentiating delay of -245 

23 ms pre-post either with a randomly selected conspecific EOD or a 90-degree phase shifted version of 246 

that same EOD as a sensory stimulus. These EODs were randomly selected from a library of 10 EODs. 247 

We adjusted the intensity (3–71 mV/cm) and stimulus orientation (transverse or longitudinal to the fish) to 248 

elicit maximal sub-threshold, PSP amplitudes from each neuron. Both EOD sensory stimuli were repeated 249 

20 times to get an averaged post-synaptic potential baseline response. Which EOD was paired and the 250 

order in which they were repeated was decided pseudo-randomly, to maintain an equal number of times 251 

that either a natural or phase-shifted EOD sensory stimulus was collected and to maintain an equal number 252 

of natural EOD and phase-shifted EOD pairings. One of the two EOD stimuli, pseudo-randomly selected, 253 

was paired with intracellular current injection with a -23 ms pre-post delay for 6 mins at 1 Hz. Both EOD 254 

sensory stimuli were then repeated 20 times to obtain an averaged post-synaptic potential response to 255 

compare to baseline. To measure the max of the PSP, we found the maximum point in a window from the 256 

end of the stimulus to 200 ms. In this same window, to measure the PSP area over time, we summed the 257 



post-stimulus synaptic potential trace and multiplied by one over the sampling frequency (1/sampling 258 

frequency = sampling period). 259 

To explore the effect of STDP on IPI tuning, we paired IPI trains of sensory stimulation with intracellular 260 

spiking. We delivered two trains of sensory stimulation, the first train consisted of 10 pulses at 10 ms IPI 261 

and the second train consisted of 10 pulses at 100 ms IPI. Both IPI trains were repeated 5 times to get an 262 

averaged post-synaptic potential baseline response. During pairing, we delivered the 10 ms IPI train, 263 

followed by 450 ms of silence, then the 100 ms IPI train. While this sensory stimulation was delivered, either 264 

the 10 ms IPI train or the 100 ms IPI train was paired with 10 pulses of 10 ms IPI or 100 ms IPI postsynaptic 265 

spikes with a -23 ms pre-post delay. This pairing was repeated 300 times. The order of the pairings was 266 

decided pseudo-randomly, to maintain an equal number of times that each condition (pairing with 10 ms 267 

IPI or 100 ms IPI) was collected first. After each pairing, IPI sensory stimulation was repeated 5 times to 268 

obtain an averaged post-synaptic potential to compare to baseline. To measure the max of the PSP, we 269 

found the maximum point in a window from the end of the first stimulus in the IPI train to the start of the 270 

second stimulus in the IPI train. In this same window, to measure the PSP area over time, we summed the 271 

post-stimulus synaptic potential trace and multiplied by one over the sampling frequency (1/sampling 272 

frequency = sampling period). 273 

Synaptic potential landmarks 274 

In our in vivo experiments, we often observed multiple phases of depolarizations and hyperpolarizations 275 

during a post-synaptic potential. We wanted to quantify the physiological characteristics of these synaptic 276 

responses to see whether differences in those characteristics correlated with differences in the observed 277 

STDP. Synaptic potential landmarks were calculated on the pre-pairing (i.e. baseline) postsynaptic potential 278 

trace for the initial STDP experiments and the EOD tuning experiments, and the first baseline postsynaptic 279 

potential in the 100 ms IPI train for the IPI tuning experiments. The raw trace was filtered with a 2 ms median 280 

filter, and the 1st and 2nd derivative were both filtered with a 5 ms zero-phase digital filter. Resting potential 281 

was calculated by averaging the 50 ms prestimulus period. The baseline postsynaptic potential traces were 282 

zeroed by subtracting the resting potential value from the whole trace. The threshold for a depolarization or 283 

a hyperpolarization was +/- 3 standard deviations from the baseline mean, respectively. We measured 32 284 



different landmarks from each PSP based on 16 different types of measurements. An example of a PSP 285 

illustrating these landmarks can be found in Supplemental Figure S1 (10.6084/m9.figshare.c.6339569). 286 

The landmarks are numbered, and the same numbers are used in Supplemental Figure S1 and 287 

Supplemental Tables S1-S4 (10.6084/m9.figshare.c.6339569). These measurements behind these 288 

landmarks were defined and measured as follows: 289 

1. Total # of depolarizations: # of points that crossed threshold with a positive slope (i.e. point (i-1) < 290 

threshold< point (i)) 291 

2. Total # of hyperpolarizations: # of points that crossed threshold with a negative slope (i.e. point (i-1) 292 

> threshold>point (i)) 293 

3. Total # of peaks: # of local maxima above threshold within a given depolarization, can be >1. The 294 

timing of each peak was also recorded. We also set a selection criterion to determine what constitutes 295 

a local maximum. We took the first derivative of the trace and recorded all the locations of sign changes 296 

in the first derivative trace. To be considered a local maximum, the peak magnitude had to be greater 297 

than the maximum value of the post-stimulus trace minus the minimum value of the post-stimulus trace, 298 

divided by 20, from above the first point of a sign change in the first derivative on either side of the peak 299 

in question (36). 300 

4. Total # of troughs: # of local minima below threshold within a given hyperpolarization, can be >1. The 301 

timing of each trough was also recorded. We also set a selection criterion to determine what constitutes 302 

a local minimum. We took the first derivative of the trace and recorded all the locations of sign changes 303 

in the first derivative trace. To be considered a local minimum, the trough magnitude had to be less 304 

than the maximum value of the post-stimulus trace minus the minimum value of the post-stimulus trace, 305 

divided by 20, from below the first point of a sign change in the first derivative on either side of the 306 

trough in question (36). 307 

5. Median and range of values of peaks: We measured the median and range (largest peak minus 308 

smallest peak) of all the peak amplitudes. 309 

6. Median and range of values of troughs: We measured the median and range (largest trough minus 310 

smallest trough) of all the trough amplitudes. 311 

https://doi.org/10.6084/m9.figshare.c.6339569
https://doi.org/10.6084/m9.figshare.c.6339569


7. Median and range of latencies to all depolarizations and hyperpolarizations: The beginning of a 312 

depolarization was defined as the timing of the maximum in the second derivative between the end of 313 

the previous depolarization or hyperpolarization and the first peak in the depolarization. If there was no 314 

preceding hyperpolarization or depolarization, then the timing of stimulus offset was used instead. The 315 

depolarization latency was defined as the beginning of a depolarization minus the time of stimulus 316 

offset. The beginning of a hyperpolarization was defined as the timing of the minimum in the second 317 

derivative between the end of the previous depolarization or hyperpolarization and the first trough in 318 

the hyperpolarization.  If there was no preceding hyperpolarization or depolarization, then the time of 319 

stimulus offset was used instead. The hyperpolarization latency was defined as the beginning of a 320 

hyperpolarization minus the time of stimulus offset. The median and range were calculated for all the 321 

depolarization and hyperpolarization latencies combined. 322 

8. Median and range of latencies to all peaks and troughs: The peak latency was defined as the timing 323 

of the peak minus the timing of stimulus offset. The trough latency was defined as the timing of the 324 

trough minus the timing of stimulus offset. The median and range were calculated for all the peak and 325 

trough latencies combined. 326 

9. Median and range of total duration of each depolarization: Peaks in the second derivative were 327 

defined the same as peaks in the PSP (see above), but on the 2nd derivative trace (36). The end of a 328 

depolarization was defined as the timing of the first peak in the second derivative after the offset 329 

threshold crossing used to define the depolarization. End latency was defined as the end of a 330 

depolarization minus the timing of stimulus offset. The total duration of the depolarization was defined 331 

as the depolarization end latency minus the depolarization latency. The median and range were 332 

calculated for all the depolarization durations. 333 

10. Median and range of total duration of each hyperpolarization: Troughs in the second derivative 334 

were defined the same as troughs in the PSP (see above), but on the 2nd derivative trace (36). The end 335 

of a hyperpolarization was the time of the first trough in the second derivative after the offset threshold 336 

crossing used to define the hyperpolarization. End latency was defined as the end of a hyperpolarization 337 

minus the timing of stimulus offset. The total duration of the hyperpolarization was defined as the 338 



hyperpolarization end latency minus the hyperpolarization latency. The median and range were 339 

calculated for all the hyperpolarization durations. 340 

11. Total PSP duration: Total PSP duration was defined as the end latency of the last 341 

depolarization/hyperpolarization minus the first depolarization/hyperpolarization latency. 342 

12. Median and range of duration at half max value of each depolarization: First, we found the value 343 

at half of the max, which is the largest peak of a depolarization plus the magnitude at the depolarization 344 

latency, divided by two. Then, we found the timings of half max before and after the largest peak. The 345 

duration at half max equaled the timing of half max after peak minus the timing of half max before peak.  346 

13. Median and range of duration at half min value of each hyperpolarization: First, we found the 347 

value at half of the min, which is the largest trough of a hyperpolarization plus the magnitude at the 348 

hyperpolarization latency, divided by two. Then, we found the timings of half min before and after the 349 

largest trough. The duration at half min equaled the timing of half min after trough minus the timing of 350 

half min before trough.  351 

14. Median and range of onset and offset average slope of depolarizations and hyperpolarizations: 352 

The depolarization onset slope was calculated by taking the largest peak magnitude of a depolarization 353 

minus the depolarization start magnitude, divided by the difference of time between those two points. 354 

The hyperpolarization onset slope was calculated by taking the largest trough magnitude of a 355 

hyperpolarization minus the hyperpolarization start magnitude, divided by the difference in time 356 

between those two points. The depolarization offset slope was calculated by taking the largest peak 357 

magnitude of a depolarization minus the depolarization end magnitude, divided by the difference in time 358 

between those two points. The hyperpolarization offset slope was calculated by taking the largest 359 

trough magnitude of a hyperpolarization minus the hyperpolarization end magnitude, divided by the 360 

difference in time between those two points. 361 

15. Summed area of depolarizations and hyperpolarizations: The depolarizations area was calculated 362 

by summing all values above threshold then multiplying by one over the sampling frequency 363 

(1/sampling frequency = sampling period). The hyperpolarizations area was calculated by summing all 364 

values below threshold and then multiplying by one over the sampling frequency (1/sampling frequency 365 

= sampling period) 366 



16. PSP total area: The total area was calculated by summing the total depolarizations area (described 367 

above) and the hyperpolarizations area (described above). 368 

Experimental design and statistical analyses 369 

The goal of this study was to explore the role of STDP in shaping sensory tuning. To do this we performed 370 

experiments in mormyrid weakly electric fish to take advantage of a sensory system in which we could 371 

precisely stimulate a sensory system both in vitro and in vivo in a behaviorally relevant way in an intact 372 

circuit. The details of the stimulations are stated above for each particular experiment.  Unless otherwise 373 

stated, values are represented as median and 75%/25% quartiles. The max and area were measured as 374 

described above for both baseline PSPs and the PSPs measured following pairing. The Area, Max, and 375 

Slope calculations were normalized by subtracting the before pairing value from the after pairing value, 376 

then dividing by the maximum of the absolute values of the after pairing and before pairing values. We used 377 

this normalization method because the complex nature of PSPs recorded in vivo made percent change an 378 

unreliable measure for two reasons. First, the before pairing values were sometimes negative, so that an 379 

increase would be reflected in a negative percentage change and a decrease would be reflected in a 380 

positive percentage change due to a negative denominator. In addition, the before pairing values were 381 

sometimes very small, so that any change, however small, would be reflected in a very large percentage 382 

change. Using the maximum of the before and after pairing absolute values ensured that the numerator 383 

and denominator were of a similar order of magnitude. For the in vitro and in vivo non-tuning STDP 384 

experiments and pharmacology, a t-test was used if there were 2 groups or 1-way ANOVA if there were 385 

more than 2 groups. For the IPI tuning experiments and EOD tuning experiments, a two-way ANOVA was 386 

used to compare the stimulus*pairing interactions. A Bonferroni correction for multiple comparisons was 387 

used unless otherwise stated. Details of the synaptic landmark measurements are found in the section 388 

above entitled Synaptic potential landmarks. A principal components analysis was performed on the 389 

landmarks measured in the in vitro and in vivo experiments. The first four principal components were 390 

retained for each. Statistical analysis was done in SPSS and Matlab. 391 

Results 392 



STDP alters synaptic strength in midbrain electrosensory neurons in vitro 393 

To test whether we could induce changes in synaptic connectivity via STDP in vitro, we used a whole brain 394 

excised preparation from Brevimyrus niger to pair focal ELa presynaptic stimulation with postsynaptic 395 

intracellular ELp current injection (Fig. 2A) for 6 mins at 1 Hz. Because ELa provides topographic, excitatory 396 

input to ELp (24) and excitatory ELp-to-ELp connections are more common at shorter distances (27), we 397 

expected focal ELa simulation to drive primarily excitatory inputs to the recorded ELp neuron. Presynaptic 398 

stimulation was paired with postsynaptic spiking at a range of delays from -80 to +80 ms pre-post. Raw 399 

trace examples of synaptic depression evoked by paired stimulation at a 10 ms post-leads-pre delay and 400 

synaptic potentiation evoked by a 20 ms pre-leads-post delay are shown in Fig. 2B. The PSPs resulting 401 

from focal stimulation in vitro consisted primarily of single EPSPs, but examples that deviated from this 402 

pattern are shown in Supplemental Figure S2 (10.6084/m9.figshare.c.6339569). We normalized the 403 

changes in EPSP amplitude by subtracting the before pairing values from the after pairing values, and then 404 

dividing by the maximum of the absolute values of the after pairing and before pairing values. We then 405 

plotted the normalized change in EPSP amplitude following paired stimulation against the relative timing of 406 

EPSP peaks and postsynaptic action potential peaks during pairing (Fig. 2C). There was a clear change in 407 

the postsynaptic potential amplitude for delays in the range of -25 to +25 ms between the relative timing of 408 

EPSP peaks and postsynaptic action potential peaks (Fig. 2C). Using separate exponential curve fits for 409 

the pre-leads-post delays data and the post–leads-pre delays data, we found that there was an increase in 410 

the synaptic strength as the pre-leads-post delay approached zero and a decrease in the synaptic strength 411 

as the post-leads-pre delay approached zero. Correlation coefficients for pre-leads-post delays and post-412 

leads-pre delays were 0.436 and 0.377, respectively. 413 

After averaging all the changes at each pre-post stimulus delay, we found that the stimulus delays of -20 414 

ms pre-post and +10 ms pre-post evoked the largest potentiation and depression, respectively. We also 415 

included three different controls, in addition to these two pairings: presynaptic ELa stimulation only, 416 

postsynaptic ELp spiking only, and no stimulus. ELa stimulation only and postsynaptic ELp spiking only 417 

controls were also performed for 6 mins at 1 Hz and the no stimulus control period lasted for 6 mins. Since 418 

STDP depends on the correlation between pre- and postsynaptic spiking, we chose these controls to 419 
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elucidate any plasticity or changes in excitability that may be due to factors other than STDP. We found a 420 

significant difference in EPSP amplitude changes after paired stimulation among the -20 ms pre-post 421 

pairing, +10 ms pre-post pairing, and controls (Fig. 2D, F(4,54) = 21.893, p <   0.0005, one-way ANOVA). 422 

Specifically, we found that the -20 ms pre-post synaptic pairing was significantly different from the +10 ms 423 

pre-post synaptic pairing (p < 0.0005, Tukey’s HSD). The -20 ms pre-post synaptic pairing was also 424 

significantly different from the ELa stimulation only control (p = 0.002, Tukey’s HSD) and the intracellular 425 

spiking only control (p <   0.014, Tukey’s HSD) but there was no significant difference between the -20 ms 426 

pre-post synaptic pairing and the no stimulus control (p = 0.401, Tukey’s HSD). The +10 ms pre-post pairing 427 

was significantly different from the ELa stimulation only control (p < 0.0005, Tukey’s HSD), the intracellular 428 

spiking only control (p < 0.0005, Tukey’s HSD), and the no stimulus control (p < 0.0005, Tukey’s HSD). The 429 

ELa only control was not significantly different from the intracellular only control (p = 0.981, Tukey’s HSD) 430 

nor the no stimulus control (p = 0.483, Tukey’s HSD), nor was the intracellular only control significantly 431 

different from the no stimulus control (p = 0.797, Tukey’s HSD) (Fig. 2D).  432 

We normalized the changes in EPSP area by subtracting the before pairing values from the after pairing 433 

values, and then dividing by the maximum of the absolute values of the after pairing and before pairing 434 

values.  We found no significant difference in the normalized change in EPSP area after paired stimulation 435 

between the -20 ms pre-post and +10 ms pre-post pairings and controls (Fig. 2E, F(4,54) = 0.724, p = 436 

0.579, one-way ANOVA). 437 

To determine whether STDP is broadly consistent across species, we paired pre- and postsynaptic 438 

stimulation in Brienomyrus brachyistius at both -20 ms pre-post and +10 ms pre-post delays. When 439 

comparing normalized change in max, the former resulted in potentiation whereas the latter resulted in 440 

depression (t(27) = 3.291, p = 0.0027, paired t-test, Supplemental Fig. S3A, 441 

10.6084/m9.figshare.c.6339569). We found no significant difference in the normalized change in area (t(27) 442 

= 1.645, p = 0.1112, paired t-test, Supplemental Fig. S3B, 10.6084/m9.figshare.c.6339569), though visually 443 

there is a trending difference. The results suggest that synaptic connectivity in ELp can be altered by STDP 444 

in both species studied. To induce STDP in all experiments that follow, we used -20 ms pre-post stimulus 445 

delays to induce potentiation and + 10 ms pre-post stimulus delays to induce depression.  446 
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Induction of STDP requires NMDA receptors 447 

ELp neurons are known to have both NMDA and AMPA receptors (27), and NMDA receptors are a known 448 

mediator of LTP (11). Therefore, we tested the role of NMDA and AMPA receptors in STDP by bath 449 

perfusion of either APV, an antagonist of NMDA receptors, or DNQX, an antagonist of AMPA receptors, in 450 

Brevimyrus niger. There were significant differences in the baseline EPSP amplitudes between control, 451 

DNQX application and APV application (Fig 3A; F(2, 57) = 10.631, p < 0.0005, one-way ANOVA). DNQX 452 

application resulted in a significant decrease in EPSP amplitude compared to control (p < 0.0005, Tukey’s 453 

HSD), whereas APV application did not cause a significant decrease in EPSP amplitude compared to 454 

control (p = 0.475, Tukey’s HSD) (Fig. 3A). As a result, EPSP amplitudes in the presence of DNQX were 455 

significantly smaller than EPSP amplitudes in the presence of APV (p = 0.014, Tukey’s HSD). 456 

Both APV and DNQX application resulted in a significant decrease in potentiation elicited by the -20 ms 457 

pre-post delay (Fig. 3B; t(17) = 3.98, p = 0.00095, unpaired t-test; -20 ms pre-post delay v. DNQX -20 ms 458 

pre-post, t(19) = 5.31, p = 0.00004, unpaired t-test). APV, but not DNQX application resulted in a significant 459 

decrease in depression elicited by a +10 ms pre-post delay (Fig. 3B; t(22) = -3.67, p = 0.0013, unpaired t-460 

test; 10 ms pre-post delay v. DNQX 10 ms pre-post, t(23) = -1.98, p = 0.059, unpaired t-test). Since blocking 461 

NMDA receptors did not have a significant effect on EPSP amplitudes, these results suggest that NMDA 462 

receptors are necessary for the synaptic strength changes elicited by STDP. The effect of DNQX on STDP 463 

likely reflects the significant reduction in EPSP amplitudes caused by blocking AMPA receptors, as a 464 

reduction in EPSP amplitude is expected to reduce the magnitude of synaptic plasticity. 465 

Diffuse presynaptic stimulation induces variable STDP 466 

A given EOD stimulates a distinct subpopulation of cells in the ELa (21, 25) and the ELa provides 467 

topographic, excitatory input to the ELp (24). An array of stimulus electrodes stimulates both focal ELa 468 

inputs that provide direct excitatory input to the recorded neuron and adjacent ELp neurons, as well as 469 

excitatory input to more distant ELp neurons (22). Because excitatory ELp-to-ELp connections tend to occur 470 

over short distances (27), array stimulation in vitro is expected to stimulate more inhibitory inputs to 471 

recorded neurons compared to pathways excited by focal ELa stimulation.  In Brevimyrus niger, when 472 



postsynaptic ELp spikes were paired with presynaptic stimulation using a large electrode array in ELa (Fig. 473 

4A), the resulting changes in EPSP amplitude were more variable (Fig. 4B). No large changes in EPSP 474 

amplitude were observed for relatively long pre- leads postsynaptic delays or long post- leads presynaptic 475 

delays. However, at relatively short pre-leads-post delays, both potentiation and depression were observed, 476 

and a similar pattern was observed at relatively short post-leads-pre delays (Fig. 4B). Using separate 477 

exponential curve fits for the pre-leads-post delays data and the post–leads-pre delays data, we found that 478 

the fit for both delays did not match the pattern observed with focal in vitro stimulation. Correlation 479 

coefficients for pre-leads-post delays and post-leads-pre delays were 0.011 and -0.110, respectively (Fig. 480 

4B). These results show that stimulating a larger, more diffuse population of ELa neurons can result in a 481 

more variable pattern of STDP at both positive and negative pre-post delays close to zero, as compared to 482 

focal ELa stimulation. Comparing the normalized change in max measurement, we found that the -20 ms 483 

pre-post synaptic pairing was not significantly different from the +10 ms pre-post synaptic pairing (Fig. 4C; 484 

t(25) = -1.36, p = 0.187, unpaired t-test). Comparing the normalized change in area measurement, we 485 

similarly found that the -20 ms pre-post synaptic pairing was not significantly different from the +10 ms pre-486 

post synaptic pairing (Fig. 4D; t(25) = -2.05, p = 0.051, unpaired t-test). 487 

STDP can alter synaptic connectivity in vivo 488 

Next, we sought to determine whether STDP could be induced in vivo in response to pairing sensory stimuli 489 

with postsynaptic spiking. In these experiments in Brevimyrus niger, we provided presynaptic input using 490 

sensory stimulation rather than direct stimulation of ELa while recording intracellularly from ELp neurons 491 

(Fig. 5A). We paired sensory stimulation with intracellular stimulation using delays that generally resulted 492 

in strong potentiation (-20 ms pre-post) vs. depression in vitro (+10 ms pre-post) (see Fig. 2D). However, 493 

for both pairings, we added a 3 ms delay to account for the latency between sensory stimulation and ELa 494 

responses (37). Thus, we delivered paired stimulation with sensory stimulation leading postsynaptic 495 

stimulation by 23 ms, and sensory stimulation following postsynaptic stimulation by 7 ms, as well as three 496 

controls: sensory stimulation only, intracellular stimulation only, and no stimulation. 497 

While many of the changes in synaptic responses fit the predicted patterns of potentiation in response to 498 

the sensory-leads-post pairing and depression in response to the post-leads-sensory pairing, many others 499 



did not (Fig. 5B). Unlike the focal in vitro data, no significant differences were found among the 5 treatments 500 

for normalized change in PSP maximum values (Fig. 5C; p = 0.089, one-way ANOVA). However, there 501 

were significant differences among the treatments for normalized change in area (Fig. 5D; p = 0.002, one-502 

way ANOVA). In particular, the sensory-leads-post pairing was significantly larger than the post-leads-503 

sensory pairing (Fig. 5D; p = 0.009, Tukey’s HSD). Results of the other pairwise comparisons are as follows: 504 

sensory-leads-post v. sensory stimulus only, p = 0.466; sensory-leads-post v. intracellular only, p = 0.002; 505 

sensory-leads-post v. no stimulus, p = 0.088; post-leads-sensory v. sensory stimulus only, p = 0.404; post-506 

leads-sensory v. intracellular only, p = 0.998; post-leads-sensory v. no stimulus, p = 0.934; sensory only v. 507 

intracellular only, p = 0.222; sensory only v. no stimulus, p = 0.880; intracellular only v. no stimulus, p = 508 

0.807 (all pairwise comparisons using Tukey’s HSD). 509 

To analyze the time course of these changes in synaptic responses, we subtracted the mean voltage trace 510 

before pairing from the mean voltage trace after pairing, and then averaged across neurons to obtain a 511 

mean difference potential that represents the overall time course of changes in synaptic response. The 512 

maximum change in synaptic response occurred at 14.5 ms following stimulus onset for sensory-leads-post 513 

and 13.4 ms for post-leads-sensory (Fig 6A). Although there is a positive peak in the post-leads-sensory 514 

trace, the positive peak in the sensory-leads-post trace is larger, which shows there is a relative increase 515 

in synaptic strength in the sensory-leads-post delay relative to the post-leads-sensory delay. In addition, 516 

due to the later shape of the post-leads-sensory delay PSP, which reveals a decrease in synaptic strength, 517 

the overall change in area is closer to zero for the post-leads-sensory trace. We also analyzed the 518 

normalized change in onset slope, for the focal in vitro data, array in vitro data, and the in vivo data and 519 

found no significant differences (Fig. 6B; t(26) = 1.79, p = 0.084, unpaired t-test; Fig. 6C; t(25) = 1.58, p = 520 

0.126, unpaired t-test; Fig. 6D; t(61) = 1.36, p = 0.178, unpaired t-test). 521 

The induction of STDP varies with the physiological characteristics of synaptic responses  522 

While the postsynaptic potentials recorded in vitro typically consisted almost exclusively of excitatory 523 

postsynaptic potentials with a single peak, the postsynaptic potentials recorded in vivo often contained both 524 

positive and negative components consisting of multiple peaks and troughs (Fig. 7A). To determine whether 525 

there are physiological attributes of neurons that might relate to the widespread variation we observed in 526 



STDP during in vitro array stimulation and in vivo sensory stimulation (see Figs. 4B and 5B-D), we 527 

measured 16 landmarks from the postsynaptic potentials of each neuron before pairing (see the Materials 528 

and Methods and Supplemental Data (10.6084/m9.figshare.c.6339569) for details). We performed a 529 

Principal Components Analysis (PCA) on these landmarks and then ran a two-way ANOVA on the resulting 530 

PC scores in which the independent variables included pairing (pre-leads-post vs. post-leads-pre), and 531 

whether or not the observed change in postsynaptic potential after pairing fit our STDP predictions based 532 

on the normalized change in max data (i.e. a positive change in normalized max for a pre-leads-post delay 533 

and a negative change in normalized max for a post-leads-pre delay would fit our hypothesis). The specific 534 

eigenvalue loadings and the landmarks they represent can be found in the supplemental data 535 

(10.6084/m9.figshare.c.6339569). 536 

For the in vitro focal stimulation data, when reviewing the normalized change in max amplitude, there were 537 

no values that did not fit the expected STDP direction. For the in vitro array stimulation data (Fig. 7B), there 538 

were N = 12 pre-leads-post pairings that fit the hypothesis and N = 6 that did not fit. There were N = 4 post-539 

leads-pre pairings that fit the hypothesis and N = 5 that did not fit. The first four PC scores captured 76.67% 540 

of the variance. We found significant differences for PC 3. For PC3, the ‘fit’ variable was significantly 541 

different (F(1,18) = 7.05, p = 0.016, two-way ANOVA) and the ‘pairing’ variable was significantly different 542 

(F(1,18) = 8.81, p = 0.008, two-way ANOVA). In the eigenvalue loadings found in Supplemental Table S1 543 

( 10.6084/m9.figshare.c.6339569 ), for PC3, negative loadings are dominated by landmarks relating to 544 

hyperpolarizations, while positive loadings are dominated by landmarks relating to depolarizations. This 545 

suggests that the relative balance of excitatory and inhibitory pathways leading to the recorded neuron is 546 

affecting whether the array in vitro data fit the STDP direction predicted by the focal in vitro data. For the in 547 

vivo data (Fig. 7C), there were N = 24 sensory-leads-post pairings that fit the hypothesis and N = 9 that did 548 

not fit. There were N = 13 post-leads-sensory pairings that fit the hypothesis and N = 17 that did not fit. The 549 

first four PC scores captured 76.31% of the variance. We found significant differences in PCs 2 and 3. For 550 

PC2 data the ‘pairing’ variable was significant (F(1,59) = 4.598, p = 0.036, two-way ANOVA). For PC3, the 551 

‘fit’ variable was significantly different (F(1,59) = 4.162, p = 0.046, two-way ANOVA). Although the loadings 552 

did not separate into easily discernable categories (Supplemental Table S2 553 
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10.6084/m9.figshare.c.6339569), there were still significant differences in the PCs, which suggests that 554 

differences in the excitatory and inhibitory based synaptic landmarks relate to whether the in vivo data did 555 

or did not fit the expected STDP direction based on the focal in vitro data. Together, these results suggest 556 

that physiological characteristics of postsynaptic potential responses relate to whether the induction of 557 

STDP results in synaptic connectivity changes in the direction predicted by the in vitro focal stimulation 558 

results. 559 

STDP does not cause changes to different EOD stimuli as predicted by in vitro focal stimulation 560 

data 561 

We next sought to determine whether STDP could elicit selective changes in the synaptic responses to 562 

particular EOD stimuli. In this experiment in Brienomyrus brachyistius, we presented a randomly chosen 563 

conspecific EOD and a 90-degree phase-shifted version of that EOD as sensory stimuli. The latter 564 

manipulation maximally distorts the EOD waveform in the temporal domain while keeping the frequency 565 

spectrum constant (28, 38). After recording responses to both stimuli, we randomly selected one of the two 566 

stimuli to pair with intracellular stimulation at a -23 ms sensory-leads-post delay. We then recorded 567 

responses to both stimuli after pairing to determine whether there was a selective increase in synaptic 568 

response to the paired stimulus. We found no significant differences for either the normalized change in 569 

area or the normalized change in max data (Fig. 8A and B). However, some experiments did result in 570 

selective increases in response to the paired stimulus, as seen by the grey lines connecting data points 571 

from the same neurons.  572 

STDP can cause selective changes in the responses to different IPI stimuli 573 

Within this sensory pathway, ELa neurons respond faithfully to a given EOD stimulus regardless of IPI, and 574 

IPI tuning first arises within ELp (26). Thus, we were able to test whether STDP could elicit selective 575 

changes in the responses to different IPI stimuli both in vitro and in vivo. In both cases, in Brevimyrus niger, 576 

we repeatedly delivered trains of 10 ms and 100 ms IPIs while pairing postsynaptic stimulation with just one 577 

of the IPIs at a pre-leads-post delay of -20 ms (or sensory-leads-post delay of -23 ms) (Fig. 9A). We then 578 

measured the change in response to both 10 ms and 100 ms IPIs after pairing. In vitro, we found clear 579 
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evidence for a differential shift in responses to 10 vs. 100 ms IPIs depending on which IPI postsynaptic 580 

spikes were paired with, resulting in a significant ‘stimulus’ * ‘pairing’ interaction effect for the normalized 581 

change in max value (Fig. 9B; F(1,26) = 7.42, p = 0.011, two-way repeated measures ANOVA). Pairing 582 

with 10 ms IPIs led to a relative increase in synaptic responses to 10 ms IPIs compared to 100 ms IPIs, 583 

whereas pairing with 100 ms IPIs led to a relative increase in synaptic responses to 100 ms IPIs compared 584 

to 10 ms IPIs (Fig. 9B). There was no significant interaction effect in the normalized change in area 585 

measurement, though there was a qualitative increase in the 100 ms IPI stimulus relative to the 10 ms IPI 586 

stimulus after pairing with a 100 ms IPI (Fig. 9C). In vivo, however, there were no significant differences for 587 

changes in either the normalized max or area for the 10 ms or 100 ms IPI pairings (Fig. 9D, E). 588 

In vivo EOD and IPI tuning varies with the physiological characteristics of synaptic responses  589 

Some EOD and IPI sensory tuning experiments did result in selective increases in response to the paired 590 

stimulus, as seen by the grey lines connecting data points from the same neurons (Figs. 8 and 9). Therefore, 591 

we performed a landmark calculation and PCA analysis on these data to determine whether physiological 592 

characteristics of synaptic responses could predict the shift in responses to paired and unpaired EOD and 593 

IPI stimuli. For the in vivo EOD tuning experiments, there were N = 38 natural EOD pairings that fit the 594 

hypothesis and N = 32 that did not fit. There were N = 36 shifted EOD pairings that fit the hypothesis and 595 

N = 34 that did not fit.  The first four PC scores captured 58.9% of the variance. PC1 and PC4 had significant 596 

‘fit’*‘pairing’ interactions (Fig. 10B; F(1,136) = 7.03, p = 0.009, two-way ANOVA and F(1,136) = 6.59, p = 597 

0.011, two-way ANOVA). In the eigenvalue loadings found in Supplemental Table S3 598 

(10.6084/m9.figshare.c.6339569), for PC1, negative loadings are dominated by landmarks relating to 599 

depolarizations, while positive loadings are dominated by landmarks relating to hyperpolarizations. This 600 

suggests that the relative balance of excitatory and inhibitory pathways leading to the recorded neuron is 601 

affecting whether the EOD tuning data fit the STDP direction predicted by the focal in vitro data.  For PC4, 602 

although the loadings did not separate into easily discernable categories, there were still significant 603 

differences in the PC, which suggests that differences in the excitatory and inhibitory based synaptic 604 

landmarks relate to whether the EOD tuning data did or did not fit the expected STDP direction based on 605 

the focal in vitro data. For the in vivo IPI tuning experiments, there were N = 7 10 ms pairings that fit the 606 
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hypothesis and N = 11 that did not fit. There were N = 7 100 ms pairings that fit the hypothesis and N = 10 607 

that did not fit.  The first four PC scores captured 71% of the variance. There were no significant differences 608 

in the PCs based on IPI, though there are qualitative differences in the graphs (Fig. 10C, Supplemental 609 

Table S4 10.6084/m9.figshare.c.6339569). These results suggest that physiological characteristics of 610 

postsynaptic potential responses relate to whether EOD and IPI tuning results in synaptic connectivity 611 

changes in the direction predicted by the in vitro focal stimulation results.  612 

Discussion  613 

In vitro studies across many brain regions and organisms have shown that repeated pre- leads postsynaptic 614 

spiking induces synaptic potentiation, whereas the reverse timing induces synaptic depression (12, 13, 39). 615 

This Hebbian form of STDP has been implemented in a variety of computational models that explore many 616 

circuits (40, 40–42). Additionally, it is known that STDP can alter neuronal responses to sensory input in 617 

vivo (11), and we describe a few examples below in more detail. However, these studies in adult organisms 618 

are specific to the role of STDP in processing self-generated sensory representations or reinforcing stable 619 

sensory representations, rather than how STDP alters sensory tuning to stimuli in a changing sensory 620 

environment. The role of STDP in altering tuning to external stimuli in intact adult circuits in real time remains 621 

unclear. We leveraged studying sensory processing in mormyrid weakly electric fish, a system where we 622 

have precise control over the timing of presynaptic input using behaviorally relevant stimuli both in vitro and 623 

in vivo. We show for the first time in ELp neurons that there is clear synaptic potentiation at pre- leads 624 

postsynaptic delays and clear synaptic depression at post- leads presynaptic delays in vitro with focal 625 

stimulation (Fig. 2), indicative of Hebbian STDP.  626 

Once we established that Hebbian STDP can be induced in ELp neurons, we explored the role of STDP in 627 

altering sensory tuning. In vitro, pairing with 10 ms IPIs led to a relative increase in synaptic responses to 628 

10 ms IPIs compared to 100 ms IPIs, whereas pairing with 100 ms IPIs led to a relative increase in synaptic 629 

responses to 100 ms IPIs compared to 10 ms IPIs (Fig. 9B). It has been shown previously that IPI tuning 630 

first arises in the ELp, and that ELa cells are tuned to EOD waveform, but not IPI (21, 26). Since Hebbian 631 

STDP can alter the IPI tuning of ELp neurons, these results suggest that Hebbian STDP is acting on ELp-632 

to-ELp synapses, rather than on ELa-to-ELp synapses.  In addition, we show that the peak of synaptic 633 
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potential change for both sensory-leads-postsynaptic delays and postsynaptic–leads-sensory delays 634 

occurs more than 10 ms after stimulus onset (Fig. 6A). Previous work has shown that ELa response 635 

latencies to sensory stimuli are 2.5 - 3 ms (37), and ELp response latencies to sensory stimuli are 7 to 20 636 

ms (43). Thus, the changes in synaptic potential in vivo occur in a timeframe consistent with changes at 637 

ELp-to-ELp synapses. We also measured the onset slope of PSPs (Fig. 6B-D). Previous work has shown 638 

that the onset slope of a PSP represents the immediate upstream pre-synaptic glutamate synapse (44), 639 

which in this case would be direct synapses from the ELa. We found no significant changes in onset slope 640 

following STDP, consistent with STDP acting at ELp-to-ELp synapses rather than ELa-to-ELp synapses. 641 

STDP acting at these synapses may also explain why ELp neurons with similar IPI tuning are more likely 642 

to share an excitatory synaptic connection, and why these excitatory synapses are stronger, compared to 643 

neurons with dissimilar IPI tuning (27) . 644 

Previous work has shown that STDP has a role in refining and altering responses to sensory input in vivo. 645 

In the passive and active electrosensory pathways of mormyrid fish, anti-Hebbian plasticity creates an 646 

efference copy, or ‘negative image,’ of predictable electrosensory input to cancel reafferent responses to 647 

self-generated input (12, 45). This anti-Hebbian plasticity occurs at the synapses between granule cells and 648 

medium ganglion cells, and individual granule cells have temporally diverse responses to self-generated 649 

input, allowing for a temporally specific efference copy (46). This cancellation generalizes across EOD rates 650 

through EOD command rate-dependent responses of granule cells and granule cell afferents (47). In the 651 

functionally similar cerebellum-like dorsal cochlear nucleus (DCN) of mice, synapses from parallel fibers 652 

onto fusiform and cartwheel cells exhibit Hebbian and anti-Hebbian STDP, respectively (48, 49). More 653 

recently, cancellation of self-generated reafferent auditory input in cartwheel cells has been shown to arise 654 

through a similar plastic efference copy that is generated through anti-Hebbian STDP (50). Both of these 655 

results are clear evidence that points to an important role for STDP in sensory processing. However, these 656 

findings show a role for STDP in the adaptive filtering of self-generated reafferent sensory input. Here, we 657 

wanted to address whether STDP could play a role in altering the sensory processing of externally 658 

generated, behaviorally relevant stimuli.  659 



In the Xenopus tadpole visual system, Hebbian STDP evoked by moving bars occurs at retinotectal 660 

synapses in vivo, leading to the development of motion direction tuning (14, 51, 52). While this is clear 661 

evidence for Hebbian STDP altering sensory processing of external stimuli, these landmark studies 662 

occurred in developing juveniles, and we were interested in sensory processing in established adult circuits. 663 

In the locust olfactory system, small assemblies of Kenyon cells encode odor. Kenyon cells synapse onto 664 

β-lobe neurons, whose synchronous activity is required for fine odor discrimination (53). Hebbian STDP 665 

due to odor-evoked activity in Kenyon cells and β-lobe neuron synapses helps maintain the spiking 666 

synchrony required for feed-forward information flow (54). In hippocampal place cells, STDP is likely 667 

involved in several processes related to spatial learning and may explain the anticipatory shifting of place 668 

fields due to experience (55). These studies have explored a role for STDP in sensory processing of adult 669 

circuits, but they have shown that STDP functions to maintain or reinforce an existing sensory 670 

representation, rather than using STDP to modify responses to an actively changing sensory environment. 671 

Multipolar cells exhibit the same IPI tuning to sensory stimulation as they do to direct electrical stimulation 672 

of ELa (26). This allows us to stimulate ELp in vivo and in vitro with the exact same temporal patterns (26, 673 

27, 30, 31, 34). It follows that tuning in the ELp could be shifted via STDP in a similar way in vitro and in 674 

vivo. Despite this, while induction of STDP with presynaptic ELa focal stimulation in vitro (Fig. 2) resulted 675 

in clear synaptic plasticity and shifts in IPI tuning consistent with Hebbian STDP (Fig. 9B), we did not find 676 

such clear results when using array ELa stimulation in vitro or sensory stimulation in vivo (Fig 5). Rather, 677 

we found that using presynaptic array stimulation or sensory stimulation paired with postsynaptic spiking 678 

could result in either potentiation or depression for pre-post delays close to zero, rather than either/or as 679 

predicted by Hebbian STDP.  680 

Recently, Chindemi et al.(56) showed that modeling LTP/LTD in pyramidal cells in the neocortex based on 681 

in vitro stimulation protocols created stereotypical potentiation and depression as expected, but when the 682 

model was adjusted for physiological levels of calcium, LTP/LTD magnitudes were greatly reduced and 683 

required higher frequency stimulation to achieve. Further experiments manipulating the calcium 684 

concentration or stimulation frequency in vivo could be done to further elucidate what could be contributing 685 

to the discrepancy between our in vivo results and in vitro focal stimulation results. Alternative types of 686 



plasticity could also be involved. For example, the presence of synaptic clustering through cooperative 687 

plasticity allows for local plasticity in a group of functionally similar neurons (57–59). A well-studied 688 

mechanism in the field of memory formation (60), the consequence of this cooperative plasticity would be 689 

an anatomically restrained plasticity, where only synapses close enough together on the postsynaptic 690 

dendrite would be potentiated by repeated activation (57). Considering the dense interconnections and 691 

distinct tuning properties of ELp multipolar cells (27), it is possible that distinct clusters of synapses with 692 

different tuning properties and a differing presence of inhibition would all be affected by repeated stimulation 693 

variably. 694 

In our system, previous work in the ELa has shown that a given EOD stimulates a unique population of ELa 695 

neurons (21, 25), and that ELa provides topographic, excitatory input to ELp (24).  In addition, local 696 

excitatory connections between ELp multipolar cells are more common at short distances (27). Thus, focal 697 

ELa stimulation in vitro would drive activity in primarily local excitatory synapses between ELp neurons, in 698 

the topographic location corresponding to the ELa stimulation. In addition to excitatory input from ELa 699 

projection neurons and other ELp multipolar cells, multipolar cells also receive GABAergic inhibition from 700 

local interneurons (31). Array stimulation in vitro and sensory stimulation in vivo, however, would stimulate 701 

a more diffuse population of ELa projection neurons, driving postsynaptic activity in multipolar cells across 702 

the ELp, including more inhibitory pathways leading to the recorded neuron than expected from focal ELa 703 

stimulation. A stereotypically potentiating delay of pre-leads postsynaptic activity could lead to visible 704 

depression in the postsynaptic response if the balance between excitatory and inhibitory pathways to the 705 

neuron was shifted relatively towards inhibitory pathways. If these inhibitory pathways were more numerous 706 

or more affected by STDP, this would result in STDP in the opposite of the predicted direction.  707 

To begin to address this hypothesis, we performed a landmark calculation and PCA analysis on the in vitro 708 

array and in vivo data to determine whether physiological characteristics of synaptic responses correlated 709 

with variation in the direction of synaptic potential change induced by STDP. We found that there were 710 

significant differences in the PC scores depending on the ‘fit’ of the data, i.e. whether or not the data 711 

followed the predicted direction of STDP (Figs. 7 and 10). Importantly, the PC scores reflected measures 712 

suggestive of differences in the balance of excitation and inhibition, amongst other things, in an individual 713 



PSP. These results suggest that more inhibition and polysynaptic activity could lead to a more diverse 714 

STDP response with array stimulation in vitro and sensory stimulation in vivo as compared to focal 715 

stimulation in vitro, as both excitatory and inhibitory synapses could be under the influence of STDP.  716 

While induction of STDP with presynaptic ELa focal stimulation in vitro generates shifts in IPI tuning 717 

consistent with Hebbian STDP (Fig. 9B), we did not find such clear results when pairing postsynaptic spiking 718 

with specific IPIs in vivo. Though we did successfully induce statistically significant synaptic change in vivo 719 

in the direction predicted by Hebbian STDP (Fig. 5D), we found no significant shifts in EOD or IPI tuning 720 

(Figs. 8 and 9).  Despite previous work showing the relevance of STDP in sensory processing, this disparity 721 

between in vitro and in vivo results highlights the large increase in variables that are contributing to plasticity 722 

and altering synaptic responses in vivo relative to in vitro. In conclusion, STDP is likely a relevant 723 

mechanism for shaping sensory processing, but its effects on responses to behaviorally relevant stimuli in 724 

intact organisms can be more complex than predicted by plasticity at specific synapses. 725 
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Figure Captions 887 

Figure 1. The mormyrid knollenorgan sensory pathway mediates electric communication behavior. EOD 888 

stimuli are detected by knollenorgan electroreceptors. Each knollenorgan responds to each EOD with a 889 

single spike. The timing of these spikes varies across the population with variation in EOD waveform. Thus, 890 

EOD waveforms are represented by spike timing differences and IPIs are represented by interspike interval 891 

sequences. This information is relayed to the nucleus of the electrosensory lateral line lobe (nELL). 892 

Inhibition from this pathway blocks responses to the fish’s own EOD. From the nELL, information is sent to 893 

the ELa, which is tuned to EOD waveform. The ELa projects to the ELp. The integration of synaptic inputs 894 

from ELa and local excitatory and inhibitory interactions among ELp neurons establishes single neuron 895 

tuning for both EOD waveform and IPI. 896 

Figure 2. STDP alters synaptic connectivity in vitro. A, Schematic of the in vitro set up showing focal 897 

microstimulation of ELa along with intracellular recording and current injection in ELp. B, Example raw data 898 

traces collected in B. niger before and after pairing of a -20 ms pre-post delay in red and a +10 ms pre-post 899 

delay in blue. C, Scatter plot of normalized change in excitatory postsynaptic potential (EPSP) amplitude in 900 

ELp after pairing ELa stimulation with intracellular current-induced spiking in ELp neurons in B. niger. X-901 

axis is the relative timing of EPSP peaks and postsynaptic action potential peaks. Exponential curve fits 902 

with equations and correlation coefficients are provided. D, Normalized change in EPSP amplitude with 903 

median (black dotted line) & quartiles (boxes) for -20 ms pre-post delay in red (n = 12), +10 ms pre-post 904 

delay in blue (n=16), and all three controls in grey (ELa only n = 13, Intracellular only n = 11, No stimulus n 905 

= 7). Letters represent statistically significant differences between groups (p<0.05, one-way ANOVA 906 

followed by Tukey’s HSD post-hoc test). EPSP amplitudes were normalized by subtracting the before 907 



pairing values from the after pairing values, and then dividing by the maximum of the absolute values of the 908 

after pairing and before pairing values. E, Normalized change in EPSP area with median (black dotted line) 909 

& quartiles (boxes) for -20 ms pre-post delay in red (n = 12), +10 ms pre-post delay in blue (n=16), and all 910 

three controls in grey (ELa only n = 13, Intracellular only n = 11, No stimulus n = 7). EPSP areas were 911 

normalized by subtracting the before pairing values from the after pairing values, and then dividing by the 912 

maximum of the absolute values of the after pairing and before pairing values. 913 

Figure 3. STDP is NMDA receptor-dependent. A, Percent change in EPSP amplitude of baseline 914 

responses before pairing for control data (purple, n =27), during APV application (orange, n=15), and during 915 

DNQX application (yellow, n=18), all collected in B. niger. Median values are shown with black dotted lines 916 

and quartiles are represented by boxes. Asterisks represent statistically significant differences between 917 

groups (p<0.05, unpaired t-test). B, Normalized change in EPSP amplitude after pairing ELa stimulation 918 

with intracellular current-induced spiking in ELp neurons at a -20 ms pre-post delay (left) and a +10 ms pre-919 

post delay (right), showing the median (black dotted line) & quartiles (boxes) under control conditions (red, 920 

n = 12; blue, n = 16), during APV application (orange, n = 7 and n = 8), and during DNQX application 921 

(yellow, n = 9 and n = 9), all collected in B. niger. Asterisks represent statistically significant differences 922 

between groups (p<0.05, unpaired t-test). EPSP amplitudes were normalized by subtracting the before 923 

pairing values from the after pairing values, and then dividing by the maximum of the absolute values of the 924 

after pairing and before pairing values. 925 

Figure 4. Stimulating ELa using an array electrode reveals more variation in STDP compared to focal 926 

stimulation in vitro A, A schematic of the in vitro array set up showing 4-channel stimulation of ELa along 927 

with intracellular current injection in ELp. B, Scatter plot of normalized change in EPSP amplitude in ELp 928 

after ELa array stimulation, data collected in B. niger. X-axis is the relative timing of EPSP peaks and 929 

postsynaptic action potential peaks. (n = 128). EPSP amplitudes were normalized by subtracting the before 930 

pairing values from the after pairing values, and then dividing by the maximum of the absolute values of the 931 

after pairing and before pairing values. Exponential curve fits with equations and correlation coefficients 932 

are provided. C, Normalized change in EPSP max after pairing ELa array stimulation with intracellular 933 

current-induced spiking in ELp neurons at a -20 ms pre-post delay (left) and a +10 ms pre-post delay (right), 934 



showing the median (black dotted line) & quartiles (boxes) under control conditions (red, n = 18; blue, n = 935 

9). EPSP amplitudes were normalized by subtracting the before pairing values from the after pairing values, 936 

and then dividing by the maximum of the absolute values of the after pairing and before pairing values. D, 937 

Normalized change in EPSP area after pairing ELa array stimulation with intracellular current-induced 938 

spiking in ELp neurons at a -20 ms pre-post delay (left) and a +10 ms pre-post delay (right), showing the 939 

median (black dotted line) & quartiles (boxes) under control conditions (red, n = 18; blue, n = 9). EPSP 940 

areas were normalized by subtracting the before pairing values from the after pairing values, and then 941 

dividing by the maximum of the absolute values of the after pairing and before pairing values. Figure 5. 942 

STDP alters synaptic connectivity in vivo. A, A model of the in vivo set up showing sensory stimulation 943 

along with intracellular current injection in ELp. B, Example raw data traces collected in B. niger, before 944 

and after pairing of a -23 ms sensory-post delay in red and a +7 ms sensory-post delay in blue. One example 945 

each of changes that fit the STDP pattern observed in vitro and that do not fit the STDP pattern observed 946 

in vitro are shown. C, Normalized change in max (after-before) values with median (black dotted line) & 947 

quartiles (boxes) for -20 ms sensory-post delay in red (n = 33), 10 ms sensory-post delay in blue(n=30), 948 

and all three controls in grey (Sensory only n = 34, Intracellular only n = 34, No stimulus n = 30). Letters 949 

represent statistically significant differences between groups (p<0.05, one-way ANOVA followed by Tukey’s 950 

HSD post-hoc test). EPSP amplitudes were normalized by subtracting the before pairing values from the 951 

after pairing values, and then dividing by the maximum of the absolute values of the after pairing and before 952 

pairing values. D, Same as in C but showing normalized change in area values rather than normalized 953 

change in max values. Letters represent statistically significant differences between groups (p<0.05, one-954 

way ANOVA followed by Tukey’s HSD post-hoc test). EPSP areas were normalized by subtracting the 955 

before pairing values from the after pairing values, and then dividing by the absolute value of the maximum 956 

of the after pairing and before pairing values. 957 

Figure 6. STDP affects synaptic activity later than 7 ms after stimulus onset. A, Average After pairing – 958 

Before pairing traces collected in B. niger for – 23 ms sensory-post delay (red) and +7 ms sensory-post 959 

delay (blue). Time = 0 at stimulus onset. Grey line is zero mV. Lighter colored area surrounding the traces 960 

represent SEM. Inset is a zoomed in view of the area surrounding the peaks of the traces. B-D, Normalized 961 

change in onset slope for focal in vitro data (-20 ms pre-post delay in red (n = 12), 10 ms pre-post delay in 962 



blue(n=16)), array in vitro data (-20 ms pre-post delay in red (n = 18), 10 ms pre-post delay in blue(n=9)) 963 

and in vivo data (-23 ms sensory-post delay in red (n = 33), 7 ms sensory-post delay in blue(n=30)). EPSP 964 

slopes were normalized by subtracting the before pairing values from the after pairing values, and then 965 

dividing by the maximum of the absolute values of the after pairing and before pairing values. 966 

Figure 7. Variation in the effect of STDP is correlated with variation in synaptic responses. A, Raw trace 967 

examples of postsynaptic potentials recorded in vivo in B. niger. B, Principal components (PC) 1-4 for the 968 

in vitro array data that ‘fits’ or ‘does not fit’ the STDP hypothesis based on the in vitro data for both -20 ms 969 

pre-post delay (red) and +10 ms pre-post delay (blue). Asterisks represent a significantly different variable 970 

or interaction stated in the text. C, Principal components (PC) 1-4 for the in vivo data that ‘fits’ or ‘does not 971 

fit’ the STDP hypothesis based on the in vitro data for both -23 ms sensory-post delay (red) and +7 ms 972 

sensory-post delay (blue). Asterisks represent a significantly different variable or interaction stated in the 973 

text. 974 

Figure 8. STDP does not cause changes to different EOD stimuli as predicted by in vitro focal stimulation 975 

data. A, Normalized change in max values with median (black dotted line) & quartiles (boxes) for natural 976 

EODs (green, n = 35) and phase-shifted EODs (yellow, n = 25). Grey lines connect data points collected 977 

during the same trial from the same neuron. Data collected in B. brachyistius. EPSP amplitudes were 978 

normalized by subtracting the before pairing values from the after pairing values, and then dividing by the 979 

maximum of the absolute values of the after pairing and before pairing values. B, Same as in A but with 980 

normalized change in area values rather than normalized change in max values. EPSP areas were 981 

normalized by subtracting the before pairing values from the after pairing values, and then dividing by the 982 

maximum of the absolute values of the after pairing and before pairing values. 983 

Figure 9. STDP alters IPI tuning in vitro but does not cause similar changes to different IPI stimuli in vivo 984 

as predicted by in vitro focal stimulation. A, Model of the stimulation protocol, showing an alternating train 985 

of 10 ms and 100 ms IPIs in black with intracellular current injection in the ELp only paired with either the 986 

10 ms IPI (blue, n = 14) or 100 ms IPI (yellow, n = 14). B, In vitro normalized change in max amplitude 987 

values with median (black dotted line) & quartiles (boxes) for the paired IPI as compared to the unpaired 988 

IPI (N = 14 for all pairings. Data collected in B. niger. Asterisks represent statistically significant interaction 989 



effect between ‘stimulus’ * ‘pairing’ variables (p<0.05, two-way ANOVA). EPSP amplitudes were normalized 990 

by subtracting the before pairing values from the after pairing values, and then dividing by the maximum of 991 

the absolute values of the after pairing and before pairing values.  C, Same as B but with normalized change 992 

in area values instead of normalized change in max values. EPSP areas were normalized by subtracting 993 

the before pairing values from the after pairing values, and then dividing by the maximum of the absolute 994 

values of the after pairing and before pairing values. D, Normalized change in max values with median 995 

(black dotted line) & quartiles (boxes) comparing the paired IPI (paired 10 ms n = 18; paired 100 ms n = 996 

17) to the unpaired IPI. Data collected in B. niger. Grey lines are connecting data points collected during 997 

the same trial in the same neuron. EPSP amplitudes were normalized by subtracting the before pairing 998 

values from the after pairing values, and then dividing by the maximum of the absolute values of the after 999 

pairing and before pairing values. E, Same as D but with normalized change in area values instead of 1000 

normalized change in max values. EPSP areas were normalized by subtracting the before pairing values 1001 

from the after pairing values, and then dividing by the maximum of the absolute values of the after pairing 1002 

and before pairing values. 1003 

Figure 10. Variation in the effect of STDP on tuning is correlated with variation in synaptic responses. A, 1004 

Principal components (PC) 1-4 for the in vitro IPI data that ‘fits’ or ‘does not fit’ the STDP hypothesis based 1005 

both 10 ms pairing (crosshatching) and 100 ms pairing (light grey). B, Principal components (PC) 1-4 for 1006 

the in vivo EOD tuning data that ‘fits’ or ‘does not fit’ the STDP hypothesis for natural EOD pairing(diagonal 1007 

lines) and shifted EOD pairing (dark grey). Asterisks represent a significantly different variable or interaction 1008 

stated in the text. C, Principal components (PC) 1-4 for the in vivo IPI data that ‘fits’ or ‘does not fit’ the 1009 

STDP hypothesis for both 10 ms pairing (crosshatching) and 100 ms pairing (light grey).  1010 


