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Charge-transfer-to-solvent states provide a sensitive spectroscopic probe of the

local solvent structure around anions

Ronit Sarangi @, Kaushik D. Nanda @ and Anna I. Krylov

Department of Chemistry, University of Southern California, Los Angeles, CA, USA

ABSTRACT

This computational study characterises charge-transfer-to-solvent (CTTS) states of aqueous thio-
cyanate anion using equation-of-motion coupled-cluster methods combined with electrostatic
embedding quantum mechanics/molecular mechanics (QM/MM) scheme. Equilibrium sampling was
carried out using classical molecular dynamics (MD) with standard force-fields and QWI/MM ab initio
molecular dynamics (AIMD) using density functional theory. The two calculations yield significantly
different local structure around solvated SCN™. Because of the diffuse character of CTTS states, they
are very sensitive to the local structure of solvent around the solute and its dynamic fluctuations.
Owing to this sensitivity, the spectra computed using MD and AIMD based snapshots differ con-
siderably. This sensitivity suggests that the spectroscopy exploiting CTTS transitions can provide
an experimental handle for assessing the quality of force-fields and density functionals. By combin-
ing CTTS-based spectroscopies with reliable theoretical modeling, detailed microscopic information
of the solvent structure can be obtained. We present a robust computational protocol for model-
ing spectra of solvated anions and emphasise the use of an ab initio characterization of individual
electronic transitions as CTTS or local excitations.
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1. Introduction

Understanding the microscopic origins of ion-specific
macroscopic properties of solutions such as surface ten-
sion, adsorption enthalpies and free energies, protein sol-
ubility, and chaotropicity has motivated intense research
efforts, owing to their importance in biology [1], interfa-
cial and atmospheric chemistry [2], electrochemistry [3],
water purification and desalination [4], biofuel produc-
tion [5, 6], pharmaceutical and biomedical applications
[7], and more. The microscopic understanding critically

depends on the characterization of the solvation environ-
ment of ions in the bulk or at interfaces. Spectroscopic
techniques that are sensitive to the local solvent structure
around ions, therefore, can serve as a tool for microscopic
characterization of these ion-specific properties.

Small anions such as halides, hydroxide, and thio-
cyanate do not support bound excited electronic states
in the gas phase. When solvated, they exhibit broad,
featureless bands in the deep UV (> 5 eV) region.
These bands, which are called charge-transfer-to-solvent
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(CTTS) excitations [8-10], arise due to the excitation of
an electron into a solvent cavity, sufficiently close to the
molecular core to have a non-zero oscillator strength.
The CTTS states act as precursors to solvated electrons
[11-16]. Because the CTTS excitations are solvent sup-
ported, they are highly sensitive to the local arrangement
of the solvent around the anion and factors that can
affect solvent structure, such as temperature, pressure,
and presence of other solvated species [10, 17]. Hence,
these states can serve as a basis for spectroscopic tech-
niques aiming to probe local solvent structure and its
dynamical fluctuations.

Many studies of CTTS states have employed UV-
visible (UV-vis) spectroscopy [8-10, 18-22]. Recently,
applications of two-photon absorption (2PA) and surface-
sensitive nonlinear spectroscopies such as second har-
monic generation, electronic sum-frequency generation
(SFG), and vibrational SFG to probe anions (such as
halides and thiocyanate) in the bulk and at air-liquid
interfaces have been reported [23-27]. Supported by
robust ab initio modeling, these spectroscopies can
exploit CTTS transitions and help to elucidate the local
solvent structure around anions. A few computational
studies for modeling such spectroscopic experiments
have been reported [21, 28], however, robust computa-
tional protocols based on high-level electronic structure
methods are scarce.

Several studies have investigated the CTTS states in
a variety of anion-solvent systems experimentally and
computationally [9, 18-22, 29, 30]. In particular, the
CTTS transitions of aqueous iodide [11, 20, 31-34] have
garnered considerable attention. In a series of landmark
papers [11-13], Sheu and Rossky simulated this system
and its dynamical evolution, including the generation of
solvated electrons, using a hybrid QM/MM (quantum
mechanics/molecular mechanics) approach. Bradforth
and Jungwirth [21] carried out a full ab initio calcula-
tion of energies and wave functions of the CTTS states
and showed that although the long-range solvent polar-
ization provides a dominant contribution to the binding
energy of the CTTS states, it can be captured by QM/MM
calculations using fixed point charges. By using MP2 to
describe the solute (iodide) and point charges to describe
the solvent, they were able to compute the CTTS band
within ~0.4eV from the experiment. Recently, Her-
bert and co-workers reported calculations of the iodide
CTTS bands within 0.1eV from the experiment using
a projection-based embedding scheme within the time-
dependent density functional theory (DFT) [28].

Here, we focus on a more complex system, the aque-
ous thiocyanate anion. SCN(,q Is one of the most
chaotropic ions in the Hofmeister series, i.e., it disrupts
the hydrogen-bonding network of water significantly [35,

36]. Its solvation shell is highly asymmetric and has an
eggshell-like shape, with a larger radius around the sul-
fur end [37]. It is sparsely hydrated in the bulk and
shows preference for interfaces, which makes it suitable
for surface-sensitive spectroscopies [23, 24, 26]. These
features of SCN, ) render it an interesting model system
for studying bulk and surface CTTS states.

The room-temperature CTTS UV-vis spectra of
SCN,q) exhibit two major peaks at 5.78 eV and 6.86 ¢V,
with aqhint of a third (strong) peak around 7.14 eV [19].
However, neither the band positions nor their assignment
has been backed up by computational modeling. To reli-
ably model UV-vis spectra of solvated anions, one needs
to use a high-level electronic structure method capable
of treating local, diffuse, and charge-transfer (CT) tran-
sitions accurately and on an equal footing, preferably,
wave-function based, although successful applications of
DFT have been reported [28]. The simulations require
sufficiently diffuse basis sets and accurate description of
the solvent structure and its thermal fluctuations around
the anion.

Modeling spectroscopy in the condensed phase
requires reliable sampling over equilibrium trajectories
to incorporate thermal structural fluctuations. Here, we
perform such averaging by selecting structures (snap-
shots) from two different treatments of equilibrium
dynamics. With the two sets of structures, we com-
pute two UV -vis spectra employing a quantum/classical
(QM/MM) embedding scheme based on a high-level
electronic structure method. By comparing these two
spectra with the experimental spectrum and by charac-
terizing individual excitations by a variety of electronic
descriptors, we developed a robust, computationally fea-
sible protocol for simulating the UV-vis spectrum of
SCN(q) with a high-level ab initio method. We envision
that this protocol will serve as a basis for future simula-
tions of higher-order nonlinear spectra of SCN, D and
other solvated anions.

The first set of snapshots was obtained using clas-
sical molecular dynamics (MD) with a standard non-
polarizable force-field. In the MD simulations, we used
TIP3P water [38] and the force-field parameters for
sodium thiocyanate of Tesei et al. [39], which were
reported to perform well for modeling both bulk and
interfacial solvation. The second set was obtained using
QM/MM ab initio MD (AIMD) with a high-quality den-
sity functional (wB97X-D) [40, 41]. This choice was in
part motivated by the results of Baer and Mundy [42],
who studied the dynamics of bulk and interfacial anions
(including thiocyanate) using the BLYP functional with
Grimme’s dispersion.

We computed the UV-vis spectra for the two sets
of snapshots using the high-level equation-of-motion



coupled-cluster method with single and double exci-
tations (EOM-EE-CCSD) [43, 44] within a QM/MM
embedding scheme, following our previous studies
[45-47]. The computational cost of EOM-EE-CCSD
scales as O(N®) with system size, which limits the size
of the QM system. Thus, we developed a general proto-
col for balancing accuracy versus costs in calculations of
CTTS states with such high-level QM methods.

In their study of CTTS excitations of iodide in bulk
water and water clusters, Bradforth and Jungwirth [21]
concluded that there is little advantage in treating the
waters even in the first solvation shell quantum mechani-
cally. Our results, in contrast, indicate that anions such
as SCN_,, which have a non-spherical solvation shell
and strongly perturb the solvent structure, require much
more sophisticated treatment to achieve a quantitative
agreement between theory and experiment. We show that
a robust description of the highly diffuse excited states
in these systems requires a QM treatment of at least two
solvation shells around the anion.

We then analyzed structural parameters, such as the
radial distribution functions (RDFs) around the solute
atoms, compared the computed RDFs with the experi-
mentally derived ones and with each other, and illustrated
the strong sensitivity of the CTTS bands to the local sol-
vent structure around SCN(_a ) which is, in turn, sensitive
to the quality of interaction potentials (force fields or
functionals). By juxtaposing the two sets of simulations,
our results indicate that spectroscopies targeting CTTS
transitions offer an experimental probe of the quality of
force fields or density functionals.

To elucidate how the different local structures obtained
from the two equilibrium sampling protocols impact
individual excitations, we characterised these electronic
transitions by computing and visualizing natural tran-
sition orbitals (NTOs) [48-50]. For solvated anionic
systems, however, visualizing the NTOs is not suf-
ficient to clearly distinguish between intramolecular
excitations and CTTS transitions due to the mixing
of local and CT excitations at some configurations.
Moreover, visual inspection of NTOs for each snap-
shot is not practical. Therefore, we augmented the
NTO analysis for the selected snapshots with quan-
titative descriptors such as hole, particle, and exciton
sizes, computed using the corresponding reduced one-
particle transition density matrices (1PTDM:s). Together,
NTO visualization and statistical analysis of the descrip-
tors provide a comprehensive toolkit for characterizing
CTTS and intramolecular transitions in solvated anionic
systems.

The structure of this paper is as follows. The next
section describes computational protocols with addi-
tional details given in the Supplemental Information (SI).
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In Section 3, we discuss the results and examine the
structural differences between the MD and AIMD calcu-
lations, illustrating how these differences are reflected in
the UV-vis spectra.

2. Computational details
2.1. Molecular dynamics

MD simulations were performed with NAMD [51], ver-
sion 2.14, using the initial configuration generated by
Packmol [52]. The system comprises an SCN™ ion sol-
vated in 1,347 water molecules and one Na*t counter-
ion in a periodic cubic box with a side of 34.4 A. The
water molecules were described by TIP3P model and
the parameters for Nat and SCN™ were taken from
Ref. [39]. A timestep of 1 fs was chosen for the simu-
lation. The waters were made rigid using the SETTLE
algorithm. The electrostatic interactions were computed
using the Particle-Mesh Ewald method with a 14 A cutoff
for long-range interactions. Following initial energy min-
imization, the system was equilibrated for 500 ps in an
NVT ensemble maintained at 300 K using the Langevin
thermostat. This was followed by 3 ns of production runs
in NPT ensemble with 1 atm pressure maintained using
the Nosé-Hoover method. From this MD trajectory, we
collected 80 snapshots separated by 2.5 ps for the calcu-
lations of the spectra.

2.2. Abinitio molecular dynamics

Seven snapshots from the MD run were chosen as the
initial configurations for the AIMD simulations. In these
simulations, the system was divided into the QM and
MM parts. The QM part, which included SCN™ and
20 nearest waters, was described by wB97X-D/6-31+Gs.
The waters for the QM part were selected based on
the distance from the carbon atom of SCN~. The MM
part was described by TIP3P waters. The van der Waals
parameters for the SCN™ and Na™ ions were taken from
Ref. [39]. The QM-MM interaction was described by
electrostatic embedding. The system was equilibrated for
1ps in an NVE ensemble, followed by 2.5 ps produc-
tion run in an NVT ensemble with the 1 fs timestep. The
temperature was maintained at 300 K using the Langevin
thermostat and the long-range interactions were calcu-
lated using Ewald’s summation. A total of 84 snapshots
were taken at 200 fs intervals from the trajectories for
excitation-energy calculations. We note that unless an
adaptive QM/MM scheme is used, the quantum waters
can diffuse away from SCN™ in the course of the sim-
ulation. On analysing our snapshots we found that such
exchange between quantum and classical waters around
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SCN™ was minimal, affecting just a few waters from the
outer solvation shell (see Figure S5 in the SI).

2.3. Calculation of excited states

We computed excited states and energies using a hybrid
QM/MM approach with electrostatic embedding with
the EOM-EE-CCSD method [43, 44] for the QM treat-
ment. The MM water molecules were described as TIP3P
point charges with a Gaussian blur. In order to estab-
lish optimal protocol for these calculations, we inves-
tigated the convergence of the spectra with respect to
the number of waters in the QM region, basis set,
and the number of excited states computed; in these
exploratory calculations, we used the configuration inter-
action singles (CIS) method. We briefly describe the
resulting protocol below; more details are given in
the SI.

We determined that the CIS spectrum needs at least
20 waters in the QM region for excitation energies to
converge within 0.01 eV, as shown in Figure SI in the
SI. The first solvation shell of SCN™ contains 8 waters;
20 waters correspond roughly to two solvation shells.
Given the importance of Pauli repulsion for these states
(i.e. without it, the electron density can extend too far
into the solvent), it is not surprising that at least two
solvation shells are needed for an adequate description
of the CTTS bands. For each snapshot, the QM system
was determined by choosing 20 water molecules that are
closest to the carbon atom of the anion. Because of the
potential exchange between quantum and classical waters
in the course of AIMD simulation, it means that the
QM system in the calculation of spectra slightly differs
from the QM system in the AIMD snapshot; our analy-
sis indicates that these adjustments only affected a small
number of snapshots and only affected the outermost
water molecules.

The basis-set convergence analysis (see Figure S2 in
the SI) indicates that a mixed basis set 6-31+G*/6-31G
(wherein SCN™ and eleven nearest waters are described
by the 6-314-Gx basis and the remaining nine waters
are described by 6-31G) yields excitation energies that
are blue-shifted by only 0.1 eV relative to our reference
calculations in which SCN™ and 24 nearest waters are
described by the aug-cc-pVDZ basis. The mixed basis set
contains almost three times fewer basis functions than
the full aug-cc-pVDZ (431 versus 1,111), which affords
significant savings in the EOM-EE-CCSD calculations.
To test the effect of additional diffuse basis functions,
we also carried out calculations with the above basis
augmented with additional s and p diffuse functions on
SCN™ and observed only minor (< 0.1eV) changes in
excitation energies, which indicates that the diffuse basis

functions on the QM waters are sufficient to describe the
CTTS states.

In the production-level EOM-EE-CCSD/MM calcu-
lations, we computed the lowest eight excitations (see
Figure $3). The CCSD and EOM-CCSD steps were exe-
cuted in single precision, which affords a significant cut in
the memory and computational time requirements com-
pared to the double-precision execution, while introduc-
ing negligible errors [53]. The core orbitals were frozen in
these calculations. We also froze all virtual orbitals with
energies above 2.5 hartree; this resulted in significant
reduction of the computational cost while introducing
negligible errors of the order of < 0.01 eV in excitation
energies.

In summary, the final protocol used for the
production-level EOM-EE-CCSD/MM calculations is as
follows:

(1) QM Region: SCN™ + 20 nearest waters;

(2) Mixed basis set: 6-31+G* on SCN™ and 11 nearest
waters, 6-31G on the rest;

(3) MM waters: TIP3P point charges with a Gaussian
blur;

(4) Excited states requested: 8;

(5) All core orbitals and virtual orbitals above 2.5 hartree
in energy were frozen;

(6) CCSD and EOM-EE-CCSD calculations were exe-
cuted in single precision;

(7) The stick spectra from the MD and AIMD snapshots
were convoluted using normalised Gaussian func-
tions with a full width at half maxima (FWHM) of
0.1177 eV and added together to produce the cumu-
lative spectrum.

Sample inputs for the QM/MM AIMD and EOM-EE-
CCSD/MM jobs are provided in the SI. All AIMD and
EOM-EE-CCSD/MM calculations were carried out using
the Q-Chem software [54, 55].

3. Results and discussion
3.1. Equilibrium dynamics

Figure 1 shows RDFs for distances between S, C, and N
atoms of the anion and the O and H atoms of the solvating
waters, obtained from the MD and AIMD simulations.
The RDFs for the MD simulations were computed using
the last 2 ns of the production run. For the AIMD simu-
lations, we use the average RDFs of the individual runs.
Both simulations show the eggshell-like solvation shell
around SCN ™, i.e. featuring different radii of the first sol-
vation shell around each atom, with N having a tighter
shell compared to S, and C having the largest radii, as
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Figure 1. RDFs of H (left panel) and O (right panel) atoms on
waters with respect to the (a) S, (b) C, and (c) N atoms on SCN—,
extracted from the MD and QM/MM AIMD simulations.

Table 1. Key RDF parameters extracted from MD and AIMD sim-
ulations and the experimentally derived values.

MD AIMD Expt.2
RDF Fmax, A Ntot Fmax, A Ntot I'max A Ntot
S-0 3.07 3.94 3.34 5.31 3.1 517
c-0 3.35 9.60 3.72 8.13 33 8.05
N-O 2.77 4.49 2.90 3.09 2.8 341

@ From Ref. [56].

clearly seen in Figure 1 (right panel). This is consistent
with the previous experimental and theoretical studies
[42, 56].

Table 1 compares the positions of the first RDF max-
imum (rmax) and the approximate water-coordination
number (#1,;)-defined as the area under the first peak —
for the computed RDFs of O atoms shown in Figure 1
to those from experimentally derived RDFs. We note
that the latter should not be taken as the exact reference,
because their quality depends on the underlying refine-
ment protocols. In this case, the experimental RDFs are
obtained by fitting the experimental neutron diffraction
spectra using the empirical potential structure refine-
ment technique [56]. As illustrated in the context of
other structure-determination studies, using higher-level
methods (such as QM/MM instead of classical MD) can
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noticeably affect the values of the extracted structural
parameters [57-60].

The MD simulations reproduce experimental ry,x but
overestimate the total number of waters in the first sol-
vation shell by about 2 waters. The QM/MM AIMD
simulations yield better ny but overestimate the rmax
by approximately 0.3 A relative to the experimental val-
ues. The results in Figure 1 and Table 1 show that the
MD simulations over-structure the solvent around SCN™
near the N end, as revealed by the high value at the first
RDF peak. In contrast, the AIMD simulations yield fewer
waters (compared to MD) in the first solvation shell and
a larger radius of the shell and, therefore, yield a less
structured solvent shell.

Figure 2 shows the average distances and standard
deviations for the 11 nearest water molecules from the
S and N ends. The waters in the AIMD snapshots are,
on average, farther than in the MD snapshots; the dis-
crepancy reduces beyond 11 waters, i.e. in the second
solvation shell. It also shows the difference between
the S and N ends — in the MD simulations, the clos-
est waters to the N end show low standard deviation,
meaning that they are tightly bound to the N atom in
the course of the 2 ns simulation time (this is what we
call over-structuring), but in the AIMD simulations the
standard deviation is larger, indicating larger structural
fluctuations.

One difference between the MD and QM/MM AIMD
simulations is that the MM waters are frozen while the
AIMD waters are allowed to vibrate in the course of
dynamics. In order to assess the impact of this struc-
tural constraint on individual water molecules in the MD
simulations on the local structure around the anion, we
performed an additional AIMD simulation with frozen
bonds and angles of water molecules using the RAT-
TLE algorithm. Figure S6 in the SI compares the N-H
and N-O RDFs of constrained water simulations with
the ones from Figure 1. We observe no appreciable dif-
ference in the RDFs, which means that constraining the
water bond lengths and angles is not responsible for the

5.0 ¢ AIMD [

4.0

Distance (4)
—o—,
e—
.

3.0

¢ MD
_50{ | AIMD
)
TEREE
g 4.0 PE
IS
3.o§}§I

12 3 45 6 7 8 9 101M1
Water Number

12 3 45 6 7 8 9 101M1
Water Number

Figure 2. Average distances and standard deviations for the 11 nearest water molecules from the S (left) and N (right) ends of SCN™

extracted from the MD and AIMD simulations.
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observed differences in the solvent structure around the
anion.

In summary, classical MD and QM/MM AIMD yield
rather different local solvent structure around SCN™.
The spectroscopic manifestation of these differences is
discussed below.

3.2. UV-vis spectrum

We begin by analyzing the types and character of the
excitations observed in our calculations. Figure 3 shows
representative natural transition orbitals (NTOs) for low-
lying EOM-EE-CCSD transitions [48-50, 61]. The hole
NTO is always of HOMO or HOMO-1 (of SCN™) char-
acter and the character of transitions can be assigned
based on the shape of the particle NTOs. As we show
below, the lowest states are dominated by intramolec-
ular A-like character (arising from 7 — 7* transi-
tion), and the higher bands are dominated by the three
CTTS state of s- and p-like characters. We note that
in isolated linear molecules, the ¥ — A transitions are

forbidden by symmetry, however, in the asymmetric sol-
vent environment, they become weakly allowed. As we
show below, for some solvent configurations, the intra-
molecular and the lowest CTTS excitations can mix,
giving rise to states of mixed character and intensity
redistribution.

Tables S3 and S4 in the SI show NTOs and exciton
descriptors [49, 61, 62] — such as the norm of 1PTDM
and the participation ratio — for two representative snap-
shots, one from the MD and one from the AIMD simula-
tions. Table 2 gives the average values and standard devia-
tions for the excitation energies and oscillator strengths of
the lowest eight transitions across all the snapshots sam-
pled from the MD and AIMD simulations. These data
suggest that the energy ordering and characters of states
is different for MD and AIMD snapshots, as explained
below.

For the MD snapshots, the oscillator strengths for
excitations 1, 2, and 3 show very small values that are
approximately an order of magnitude lower than those
for the higher transitions. The NTO analysis of these

Figure 3. NTOs for the lowest excited states from EOM-EE calculations: (a) intramolecular A state; (b) s-type CTTS state; (c) p-type CTTS

state; (d) p-type CTTS state.



Table 2. Raw data for excitation energies (Eey, €V) and oscillator
strengths (f).

MD AIMD

# Eex f Eex f

1 591£0.17 0.001 £ 0.002 5.79+0.20 0.024 £0.015
2 6.05 £0.15 0.004 £ 0.004 5.93£0.19 0.030 £0.012
3 6.17 £0.15 0.003 £ 0.004 6.34+0.14 0.010+£0.012
4 6.49 £0.16 0.026 £0.017 6.47 £0.15 0.013 £ 0.009
5 6.62 +0.17 0.024 +0.012 6.58 £0.16 0.011 £0.010
6 722 £0.16 0.212 £0.186 6.91 £0.17 0.078 £0.117
7 7.35+0.16 0.157 £0.152 7.05+0.19 0.036 £0.060
8 7.51£0.13 0.356 £ 0.227 7.32£0.17 0.252 £0.162

three transitions reveals the intramolecular character of
these A-like transitions with the particle NTOs resem-
bling those shown in Table S3 and localised on SCN ™. For
these snapshots, transitions 4 and 5 are CTTS transitions
with an s-like particle NTOs. Transitions 6 and 7 have
a p;-like particle NTO aligned along the molecular axis.
In contrast, transition 8 has a p,-like particle NTO that
resembles a p orbital perpendicular to the molecular axis.
The smaller standard deviations in oscillator strengths
for the lowest transitions are also consistent with their
intramolecular character, compared to those for higher-
lying CTTS transitions, which are more sensitive to the
fluctuations of the local solvent structure in the course of
equilibrium dynamics.

In contrast, for the AIMD snapshots, the averages
and standard deviations for oscillator strengths are low-
est for excitations 3, 4, and 5 and are about ~50%
lower than those for transitions 1 and 2 (see Table 2).
Thus, it is not possible to distinguish the intramolecular
A-like transitions from the CTTS transitions based
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on the oscillator strengths alone. Table S4 presents
the NTO analysis for a representative AIMD snapshot.
Visually, the NTO analysis suggests that transitions 1
and 2 are CTTS transitions with s-like particle NTOs.
Thus, the energy ordering of excited states is differ-
ent for snapshots from MD and AIMD simulations.
Further, NTOs for transitions 3, 4, 5, 6, and 7 reveal
mixed intramolecular and p,-like CTTS character, which
explains the non-negligible oscillator strengths for these
transitions, in contrast to the pure intramolecular tran-
sitions from the MD snapshot. NTOs of transition 8
characterise it as a py-like CTTS transitions with a
p-like particle NTO perpendicular to the molecular axis.
Thus, simple visualization of NTOs for AIMD snapshots
is not sufficient to clearly differentiate between the states
dominated by CTTS or local transitions.

In order to quantify inter- and intra-molecular char-
acter of the transitions across all snapshots, we computed
the averaged values and standard deviations for ab initio
descriptors [48, 61, 62] such as the hole, particle (elec-
tron), and exciton sizes (dh, de, and dexc, respectively).
The results are summarized in Figure 4. dexc — defined as
the root-mean-square (RMS) electron-hole distance —
quantifies the extent of delocalization and charge reso-
nance. For inter-fragment transitions such as the CTTS
transitions, average dexc and d. are expected to be larger
than those for localized intramolecular transitions. This
is confirmed in Figure 4; transitions 1, 2, and 3 for the
MD snapshots and transitions 3, 4, and 5 for the AIMD
snapshots show much smaller average exciton and par-
ticle sizes compared to those for the other transitions.
The average hole sizes do not vary much, in contrast to

4.0 4.0 E
< 35 E < 35 E
i~ ©
3.0 I 3.0
2.5 2.5
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Excitation Excitation
B Electron B Electron
351 7 Hole 351 7 Hole
< 30 EEEIE gs.oEE I
[0} [0)
N N
? 25 P25 I I I
20 E I JTI 2.0
= = v+ = 3 3 % = ¥ ¥ x ® 3 5 ¥
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
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Figure 4. Average exciton, hole, and particle sizes and their standard deviations for MD (left) and AIMD (right) snapshots.
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Figure 5. Comparison of aqueous SCN™ spectra calculated at
T = 300K using MD and AIMD with the experimental spectrum
(at T = 274K) from Ref. [19].

the particle and exciton sizes, across these transitions,
as also expected from the visualization of NTOs. Fur-
ther, compared to MD, AIMD leads to larger exciton
and particle sizes, which can be attributed to larger tran-
sient cavities around SCN™ in the AIMD simulations.
These differences in wave-function descriptors are, there-
fore, consistent with the differences in computed RDFs in
Figure 1. We note that large dynamic fluctuations of the
electronic descriptors of the CTTS states reflect their sen-
sitivity to the shape of the transient cavities around the
anion. Thus, these descriptors provide theoretical means
to quantify this previously noted feature of the CTTS
states [21, 33].

Figure 5 shows the spectra computed using snapshots
from MD and AIMD simulations and compares them
with the experimental absorption spectrum of aqueous
tetramethylammonium thiocyanate by Fox et al. [19].
We note that the experimental spectrum was recorded
at 274K, whereas the simulations were carried out at
300 K. Based on the data from Ref. [19], at room temper-
ature, the position of the lowest band should blue shift by
0.01 eV and the position of the second band red shifts by
0.06eV.

Fox et al. reported four sets of numbers (see Table S2).
One set corresponds to the low-temperature spectrum
(T = 274K, the one shown in Figure 5), but the three
other sets presumably correspond to 298 K and the rea-
son for the discrepancies between them is not clear.
Therefore, the comparison between the theory and
experiment is not straightforward. In addition to this
issue, we note that the experimental spectrum stops while
the band intensity is still rising, so the estimated position
and the intensity of the third peak may not be reliable.
Moreover, the experimental paper also cautions that due
to the low intensity of the lowest band, the fitting was
ambiguous.

Fox et al. assigned the peaks at 5.78eV and 6.86eV
as CTTS excitations and provided evidence of a third
peak at 7.14 eV. The assignment of the bands was based

Table 3. Comparison of peak positions (eV) of computed and
experimental UV-vis spectra of SCN__

(aq)*
Peak Character MD AIMD Expt.?
1 s-type CTTS 6.52 5.89 5.78
2 p-type CTTS 7.24 6.93 6.86
3 p-type CTTS 7.47 7.24 7.14
4 Intramolecular 5.90 6.45 -
2 From Ref. [19].

on temperature and solvent sensitivity of the peaks [19].
Table 3 summarises the computed peak positions with
the corresponding experimental values (we use the set
of numbers given in the Conclusion section of Ref.
[19]). The theoretical values in Table 3 were obtained
by fitting the computed spectra with four gaussians
(see SI).

Relative to the MD spectrum, the s-type CTTS excita-
tion is red-shifted by ~ 0.6 eV, p-type CTTS is red-shifted
by ~0.3eV, and the intramolecular excitation is blue-
shifted by ~0.5eV in the AIMD spectrum. This indi-
cates that the CTTS-type excitations are stabilised in the
QM/MM AIMD simulations, thereby, shifting to lower
energies. Table 3 also shows that the AIMD peaks match
well with the experimental peaks; the discrepancies in the
peak positions are within the error bars of the quantum-
chemistry method.

Finally, we correlate the structural differences in sol-
vation around SCN™ in the MD and AIMD simulations
with the differences in the UV-vis spectra. The AIMD
simulations show a higher 7, than MD simulations,
which means that the first solvation shell is larger in the
former. This stabilises the diffuse CTTS states by reduc-
ing the Pauli repulsion between the extended electron
density of the CTTS state and the surrounding water
molecules. We also argue that the diffuse s-type CTTS
excitations are affected more by this stabilization than
the directional p-type CTTS excitations, as indicated by a
larger red shift of the s-type CTTS state. The blue shift for
the intramolecular excitation can be explained in terms
of the stabilization of these compact states by tighter
solvation in the MD simulations.

4. Conclusions

We investigated the CTTS states of aqueous thiocyanate
by means of high-level electronic structure calculations.
We considered two equilibrium dynamics simulations
for SCN, 0 force-field-based MD and hybrid QM/MM
AIMD calculations. The two simulations result in rather
different local structures of water around the anion.
The structural parameters show that MD over-structures
waters around nitrogen and overestimates the numbers
of water in the first solvation shell. In contrast, AIMD



reproduces the number of waters in the first solvation
shell while overestimating its radius compared to exper-
imentally derived results. Importantly, AIMD results in
a less rigid solvent shell, giving rise to larger structural
fluctuations.

From the two sets of snapshots sampled from the MD
and AIMD trajectories, we computed excited states using
a QM/MM electrostatic embedding scheme wherein we
used the EOM-EE-CCSD method for the QM treatment.
We identified a convergent setup for the QM and MM
subsystems in which the anion and its two solvation
shells comprising 20 nearest waters are treated quantum
mechanically. Our results indicate that the lowest excited
states computed from the MD and AIMD snapshots show
significant differences in the average peak positions and
oscillator strengths, which we attributed to the differ-
ent solvent structures around the anion. We augmented
these results with the analysis of NTOs for these tran-
sitions. For the MD snapshots, the intramolecular and
CTTS transitions are easy to distinguish by visualization
of the NTOs. In contrast, we find that many transitions
from the AIMD snapshots have mixed intramolecular
and CTTS character. Thus, simple visualization of NTOs
is insufficient for the characterization of individual tran-
sitions. Moreover, visual inspection of each snapshot
from the simulations is impractical. We demonstrated
that wave-function descriptors such as the hole, particle,
and exciton sizes allow for a more thorough differen-
tiation between CTTS and local transitions across all
snapshots.

The computed MD and AIMD spectra are also differ-
ent. We correlated the computed structural differences
in the two sampling methods with the differences in
the peak positions of CTTS and local transitions. The
over-structuring of solvent molecules and smaller cavity
around the anion computed in the MD simulations over-
stabilizes the intramolecular transitions on the anion but
destabilises the diffuse CTTS states due to the electronic
repulsion with solvated waters. We show that the com-
puted UV -vis spectrum with the AIMD snapshots agrees
reasonably well with the experimental spectrum.

Our results suggest that the force-field parameters
used in our MD simulations are inadequate to describe
the hydration of SCN™ anion and also present an argu-
ment in favor of the more computationally expensive
AIMD methods in further studies.

In agreement to previous studies [21, 33], our results
show that CTTS excitations are strongly sensitive to
the local structure of water around the anion; there-
fore, robust modeling of spectroscopic processes involv-
ing these excitations requires an accurate description
of solvation dynamics of these anions. Conversely,
spectroscopies utilizing these states provide a sensitive
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experimental probe of both the local structure of the sol-
vent around anionic solutes and of the quality of force
fields and density functionals; we propose to explore
this idea in future studies. Our observations also sug-
gest that spectroscopies based on the CTTS transitions
can be used to gain detailed insight into local structure of
the solvent-if supplemented by reliable modeling. While
this idea — learn about microscopic structure from sim-
ulations and use spectroscopic observables to validate
the simulations — is the same as traditionally used in
many spectroscopic studies, the distinction here is that
for other types of electronic transitions, inhomogeneous
broadening is often hiding the imperfections of the sim-
ulations. For example, in our previous studies of solvated
species (CN, phenol, phenolate, thymine, glycine, water)
[45-47, 63, 64], we were getting a reasonably good agree-
ment with the experimental photoelectron spectra (and
redox potentials) with equilibrium sampling using classi-
cal force fields. In contrast, strong sensitivity of the CTTS
states to the shape of the transient cavities exposes the
deficiencies of such theoretical models.

Our study also highlights the outstanding difficulties
in condensed-phase studies. In addition to the limita-
tions of the theoretical methods, the comparison with
experimentally derived values is often not straightfor-
ward. In the context of solvated anions, we note that
the quality of the experimental RDFs depends on the
simulation protocols used in the structure refining proce-
dures. The interpretation of the experimental spectra in
terms of the positions and intensities of the specific bands
depends on fitting procedures, and so on. In addition, the
comparisons are often hindered by uncertainties in the
calibration procedures, which translate into the uncer-
tainties in the experimental intensities, and by a limited
range of energies. Thus, more work is needed from both
the experimental and theoretical sides in order to fully
understand even such simple system as solvated SCN™.
We hope that the progress in theoretical capabilities, as
illustrated by the present simulations, will inspire further
experimental efforts.

In summary, we have developed a robust computa-
tional protocol for modeling the UV-vis spectrum of the
aqueous thiocyanate anion and presented a toolkit for a
first-principles characterization of CTTS transitions. Our
strategy of developing a reliable computational proto-
col for modeling the UV-vis spectrum of SCN(yq) can
be extended to other aqueous anionic systems and to
modeling other spectroscopic signals, such as nonlinear
2PA and SFG spectra. Thus, this work lays the founda-
tion for modeling condensed-phase spectra of anions,
which involve both intra-molecular and CTTS bands, by
high-level electronic structure method such as EOM-EE-
CCSD.
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