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1 | INTRODUCTION

| Anna I. Krylov?

| Andreas Dreuw’

Abstract

An open-source software library for wavefunction analysis, libwfa, provides a
comprehensive and flexible toolbox for post-processing excited-state calcula-
tions, featuring a hierarchy of interconnected visual and quantitative analysis
methods. These tools afford compact graphical representations of various
excited-state processes, provide detailed insight into electronic structure, and
are suitable for automated processing of large data sets. The analysis is based
on reduced quantities, such as state and transition density matrices (DMs),
and allows one to distill simple molecular orbital pictures of physical phenom-
ena from intricate correlated wavefunctions. The implemented descriptors pro-
vide a rigorous link between many-body wavefunctions and intuitive physical
and chemical models, for example, exciton binding, double excitations, orbital
relaxation, and polyradical character. A broad range of quantum-chemical
methods is interfaced with libwfa via a uniform interface layer in the form of
DMs. This contribution reviews the structure of libwfa and highlights its capa-
bilities by several representative use cases.
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Open-shell and electronically excited species’ are important in many areas of science, such as organic electronics,’
chemical synthesis,” and biology.* A number of powerful quantum chemistry methods afford an efficient treatment of
large molecules and accurate description of even the most intricate electronic structures.””'° However, the ability to
produce accurate numbers alone is not sufficient—an important role of theoretical modeling is to also provide physical
insight. Challenges toward obtaining such insight stem from technical issues, such as the sheer quantity of data pro-
duced and the difficulty of comparing results from different quantum chemistry methods, as well as from more funda-
mental issues, for example, the relationships between physical observables, many-body wavefunctions, and the
molecular orbital framework.'"'?
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Motivated by these problems and limitations, researchers have designed a number of excited-state analysis tools to
provide compact visualization'* ' and quantitative analysis’® 2 of excited-state processes. However, many of these
tools were implemented only for specific use cases and selected quantum chemical methods, and were compatible only
with some software packages. Hence, the design idea of libwfa was to provide a flexible, comprehensive, and transfer-
able toolbox for excited-state analysis. libwfa affords a hierarchy of features of interconnected visual and quantitative
analysis that illuminate excited-state properties from a variety of perspectives and allow for fully automated processing
of excited state characters. The implemented methods rely on various types of density matrices (DMs), reduced objects
whose mathematical properties are well documented.*"** DMs provide a rigorous basis for extracting molecular orbital
pictures and numerical descriptors from intricate correlated wave functions.'»** DMs also allow one to connect the
computed quantities with experimentally relevant observables by virtue of operator expectation values. Basing the anal-
ysis on DMs is convenient because it affords an ansatz-agnostic implementation, which is independent of the quantum
chemistry method employed.

libwfa enables visualization of various densities and orbitals along with population analyses of the computed densi-
ties.”® An interface to the TheoDORE program>* enables a fragment-based analysis* that can be used for an automatic
excited-state assignment, for example, for interacting chromophores,”® push-pull systems,?”*® and transition-metal
complexes.” A complementary perspective is provided by a correlated electron-hole pair and a statistical analysis
thereof,>**! which was used to highlight dynamic charge-transfer effects in conjugated polymers,** elucidate the dif-
fuseness of Rydberg states,*" and to describe the nature of core-excited states.*® By providing various descriptors, libwfa
facilitates the connection between many-body calculations and simple physical models of chemical bonding and excited
states. For example, libwfa can be used to provide insight into phenomena, such as double excitations,**** secondary
orbital relaxation,*® entanglement,’’® exciton binding and exchange repulsion,''** de-excitations,' and polyradical

character,>*® and sheds new light onto Hiickel theory*' and valence-bond theory.** The formalism has been extended
to electronically metastable states,*> spin-forbidden transitions and magnetic properties,** and nonlinear optical
phenomena.*>™*’

This contribution presents libwfa from the end-user perspective, that is, for a researcher using an existing libwfa
interface to solve scientific problems. For this reason, we focus on the physics these tools can reveal rather than techni-
cal details of the implementation. Toward this purpose, we first lay out the overall structure of libwfa and list the
implemented analysis methods along with the key equations, highlighting their domain of applicability. We then pre-
sent several use cases, which illustrate selected features of libwfa. These examples highlight unique capabilities of
libwfa and illustrate functionality that is not accessible with TheoDORE and other available wavefunction analysis
codes. We begin by discussing the lowest singlet nx* and nx* states of uracil and show how libwfa can be used to gain
detailed insights into its oscillator strengths and excitation energies. As a second example, we have chosen (hexa)thio-
phene (a large n-conjugated system) to illustrate the utility of libwfa in understanding the differences between various
quantum chemical methods (e.g., between ab initio methods and time-dependent density functional theory [TDDFT]
with different exchange-correlation functionals). We then present an example of using libwfa to distill generalized El-
Sayed's rules from correlated many-body wavefunctions of a magnetic iron complex. Our last example illustrates the
extension of libwfa to the response DMs, which affords a molecular orbital description of nonlinear optical phenomena.

2 | FUNCTIONALITY AND PROGRAM STRUCTURE

libwfa is an open-source C++ library (distributed at github.com/libwfa), designed to provide an extensible platform for
implementing analysis methods and to facilitate interfaces to quantum chemistry methods and programs. It provides a
central interface layer connecting a wide range of quantum chemistry methods with a hierarchy of interconnected anal-
ysis methods. Figure 1 presents the structure of libwfa, along with a list of the implemented features. The overall
workflow is sketched at the top of Figure 1. A libwfa job starts with a quantum-chemical excited-state computation
(shown on the top left). A broad variety of methods can be used. For example, Q-Chem?®*** offers a variety of single-
reference methods: algebraic diagrammatic construction (ADC),”*® equation-of-motion coupled cluster (EOM-CC),*>*°
and TDDFT, including various variants of these methods that do not conserve spin or particle number (i.e., spin-flip-
ping,® ionizing or electron-attaching, etc). Alternatively, several multireference methods are available via
OpenMolcas.”">* multiconfigurational self-consistent field (MCSCF) and complete or restricted active space perturba-
tion theory (CASPT2/RASPT2).>* All what is required from any of these methods is transition and/or state DMs, which
enables a uniform analysis and an ansatz-agnostic (i.e., independent on underlying wavefunction or density-functional
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FIGURE 1 Structure of the wavefunction analysis library libwfa. Top: Workflow showing input from quantum chemistry programs on
the left and various analysis outputs on the right. Bottom: Implemented analysis methods for the one-electron transition density matrix
(1TDM), density matrix (1DM), and difference density matrix (1DDM); visualization methods to the right, quantitative analysis methods to
the left. Perturbed 1TDMs can be passed instead of 1TDMs for the analysis of nonlinear optical properties

models) interface. The DMs are fed into libwfa, where they are used for a variety of analysis tasks. The main visualiza-
tion tasks are concerned with (i) orbitals formed as eigenvectors or singular vectors of DMs, (ii) densities obtained as
weighted sums over orbitals, and (iii) electrostatic potentials (ESPs) induced by these densities. These visualization
tasks are complemented by quantitative analyses, classified into (iv) population analyses of one of the densities dis-
cussed above, (v) orbital-invariant matrix properties (norms, traces, etc) that describe the structure of the DMs, and
(vi) expectation values computed by contracting the DMs with different integrals. All implemented analysis methods
are ansatz-agnostic and invariant with respect to the molecular orbital (MO) expansion. The only partial exception con-
cerns the population analyses methods (iv), which utilize the Mulliken or Léwdin style analysis and, therefore, require
explicit knowledge of the underlying atomic orbital basis (but are still invariant to the MO expansion).

From a more technical viewpoint, Figure 1 highlights that libwfa provides the routines for the central analysis tasks
(i-vi). These are implemented efficiently, as matrix operations. For its operation, libwfa requires the DMs and some
other basic pieces of information depending on the type of analysis of interest, most importantly the molecular geome-
try, the definition of the basis functions, and the overlap and one-electron operator matrices (multipole moments). This
information is not created by libwfa itself but is generated by the quantum chemistry program and supplied to libwfa
via a suitable interface. In the case of Q-Chem, the interface proceeds by directly passing data pointers to libwfa
whereas OpenMolcas writes all required data into an HDFS5 file that is subsequently read by libwfa. This close integra-
tion of libwfa with quantum chemistry programs provides access to a variety of data, such as one-electron operator
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integrals, non-standard response densities, and even two-electron integrals. libwfa also takes advantage of data-export
utilities of the quantum chemistry program to which it is interfaced. Presently, the generation of MO coefficients in
Molden format, cube files with data on a grid, and formatted checkpoint files are supported for the visualization tasks,
shown at the top right of Figure 1. This close integration with quantum chemistry programs distinguishes libwfa from
codes that simply post-process the outputs, such as the TheoDORE code.**

Documentation on using the implemented features is provided within the user manuals of the Q-Chem and
OpenMolcas program packages. In Q-Chem, the analysis is turned on by the “state_analysis = true” keyword and in
OpenMolcas the analysis proceeds via the WFA module. An overview of the C++ code with all implemented modules
and classes of libwfa is given in the Supporting Information.

The bottom part of Figure 1 shows the implemented methods, grouped in terms of the type of DM analysis, and
indicates the connection to the relevant physical properties. libwfa considers three different types: the 1-electron transi-
tion density matrix (1TDM), density matrix (1IDM), and difference density matrix (1IDDM). Perturbed 1TDMs can be
passed instead of 17TDMs for the analysis of nonlinear optical properties. For electronically metastable states described
by non-Hermitian methods,'® libwfa can be deployed to analyze the real and imaginary components of 1TTDM.* For
spin-forbidden transition and magnetic properties, spinless 17TDMs are used.**

The central property for analysis is the 1”TDM, formally defined as the two-body function

yif(rh,re):n/---/‘Pi*(rh,r2,...,rn)‘I‘f(re,r2,. o Fn)drs.. drn—z aPp () @q(re), (1)

where ¥; and ¥; are the wavefunctions of the initial (usually, ground) and final (e.g., excited) states, respectively. pf
(which is also called 17TDM) is its matrix representation in the molecular orbital basis { ¢, :

Dy, =(¥ilp'q|¥s). (2)

The 1TDM provides a mapping between the initial and final many-body wave-functions in terms of one-electron
excitations:

ey = [¥3)+ PP ) =D DpodpI¥) +[EPT). (3)
pq

It, thus, provides a rigorous way of decomposing the wavefunction ¥ into singly (¥}) and higher (WP"~) excited contri-
butions with respect to ¥;. We also note (following Ref. 54) that the 1TDM yields the coefficients for maximizing the
overlap between ¥¢ and ¥} for any such expansion.

Importantly, the 1TDM contains all essential information needed for computing one-electron transition properties,
such as dipole or magnetic moments, angular momentum, and the leading contribution to non-adiabatic couplings.>®

For further analysis, the 1TTDM can interpreted as an effective exciton wavefunction (cf. Refs. 56, 57), which
describes the distribution of the correlated electron-hole pair via the coordinates r. and ry,, respectively.?>>° A singular-
value decomposition of Df yields the most compact description of the exciton wavefunction in terms of hole and elec-
tron orbital pairs

Vit (P Te) ZUK¢K 'h ¢K(re) (4)

where o are singular values and @ (r,) and ¢S (r.) are called natural transition orbitals (NTOs).'>152* NTOs provide a
quantitative link between many-body wave-functions and molecular orbital theory.'>** As per Equation (1), once the
1TDMs are computed, the details of many-body wavefunctions and orbital representation become irrelevant, which pro-
vides a basis for an unbiased and uniform analysis of the underlying electronic structure.

Visualization methods for the 17TDM are shown on the right in Figure 1; they comprise plotting NTOs and the elec-
tron/hole densities (defined as weighted sums over NTOs).**® Both are useful for assigning the character of the excita-
tion. Transition densities provide an insight into experimental observables, for example, the polarization and brightness
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of transitions. libwfa also affords the computation of ESPs of the electron, hole, and transition density, which allows to
visualize different electrostatic interactions that contribute to the excitation energies.'!

Whereas visualization techniques are useful for a quick intuitive assignment of state character, it is often desirable
to obtain a quantitative analysis for, for example, automation of large-scale calculations,”®* machine-learning
applications,® or the detection of more subtle details.>* The descriptors, available for this purpose, are shown on the left
in Figure 1.

To illustrate the concept of descriptors, we begin with the charge transfer (CT) numbers, introduced in Ref. 25 fol-
lowing ideas from Refs 17, 61. The system is first divided into several chemically meaningful fragments. Subsequently,
for any pair of fragments A and B, the CT numbers are computed as an integral of the form

Qpp = /A [/B|yif(rh,re)|2dre} dry, (5)

giving the mutual probability that the hole is on fragment A while the electron resides on B. Equation (5) highlights
that the CT numbers can be computed directly from the 1TDM without reference to the orbitals. Note, however, that
the formal integration basins defining the fragments A and B have to be defined; libwfa allows to do so via the
Mulliken- or Lowdin-style population analyses. The CT numbers allow one to describe the transition in terms of the
local and CT contributions; they have been used to assign excited-state character for, for example, interacting
chromophores,*® push-pull systems,?”*® and transition-metal complexes.* In practice, the analysis proceeds via a two-
step procedure where libwfa computes the CT numbers with respect to individual atoms and the summation over frag-
ments along with further processing is done by the separate TheoDORE program.**

In the second category, shown in light red in Figure 1, libwfa computes a number of 17TDM descriptors as matrix
properties, such as eigenvalues and norms. These properties are independent of the shape of the underlying orbitals
describing the properties of the wavefunctions on a fundamental level. The first such property is the squared 1TDM
norm23,55

@ = | [Iretrmore)Paredn, = D .

By left-multiplying Equation (3) with (¥; | and assuming ¥ to be normalized, one finds

1= (W) + (W[ PP ) = Q-+ (W PP, (7)

that is, Q amounts to the overlap of the final wavefunction W; with the singly excited (with respect to ¥;) contributions
¥ (or, in other words, provides the collective weight of singly excited configurations). If Q is exactly 1, then the excited
state can be understood as being purely singly excited with respect to the (correlated) ground state. Conversely, values
significantly lower than 1 indicate the involvement of higher excitations. For practical applications, it should be pointed
out that the 1”TDM analysis only considers the singly excited contributions and can, thus, only provide a comprehensive
picture if Q is sufficiently close to 1.

In addition, libwfa computes two measures of entanglement, which report on the inherent multiconfigurational
character of the transition,?” the NTO participation ratio (PRyto) and the entanglement entropy between hole and elec-
tron (Sygg)

Q
PRNTQ :Z_G?( , SHE = —Zaélogzai, (8)
K

K

where the o are the NTO singular values. Both PRyro and Syg are equal to 1 for states that can be described by a
single orbital transition and assume higher values if several configurations are involved. (Care should be taken to con-
sistently handle spin-adapted and non-spin-adapted calculations, as discussed in Refs. 38 and 12). Finally, the de-
excitation character is quantified by measuring the non-nilpotency of the 1TDM by computing the overlap between
electron and hole, formally defined as the expectation value of the electron-hole permutation operator {Pp)."*
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A more extended set of quantitative analysis tools is built around the computation of expectation values of the effec-
tive exciton wavefunction® defined as

. 10y 1 b A e
<o>ex:—“f'g'“):ﬁ;o;mw%0|¢L>. (9)

The resulting quantities, which are called exciton descriptors, provide a way to quantitatively describe characters of
excited states and to connect with intuitive physical models. The right-hand-side of Equation (9) illustrates that these
descriptors cannot be computed from the individual NTO pairs (except for a trivial case when only one NTO pair con-
tributes to the excitation) and are affected by the cross terms. It is by virtue of these cross terms that the analysis can dif-
ferentiate between pairs of states with identical NTOs, for example, excitonic and charge-resonance states in dimers*®
or the By, (L) and By, (By) states of naphthalene.>”*?

Based on these expectation values, libwfa offers a detailed description of the electron-hole distribution using various
multipole moments.>>*! First, charge transfer is quantified via the linear (dy.) and root-mean-square (dex.) electron—
hole separations

dhe:<re_rh>ex s Qexe = ((re—rh)2>ex (10)

The spatial extent of the excitation is quantified via the root-mean-square size of the hole (o},), electron (o.), and the for-
mal center-of-mass ocy. >t

2

Oh/e = (”ﬁ/e>ex—<’”h/e>§x’ UCM:\/<(rhT+re)2> _<rhT+re> (11)

ex ex

Finally, a correlation coefficient

()

OhO¢

Rhe (12)

describes whether, on average, electron and hole attract or avoid each other dynamically.31

libwfa also supports analyses of the 1DM (), which is defined in analogy to Equation (1) but with equal bra and
ket states. A number of standard visualization methods are provided, for example, the natural orbitals, the spin- and
overall electron density along with its ESP, and a population analysis. For example, libwfa computes measures for
unpaired electrons ny and nyp,®> which are convenient for discussing the electronic structure of polyradical sys-
tems.*>*° Finally, the root-mean-square size of the density>" is computed

R o

where N is the number of electrons and (.) refers to a usual operator expectation value. o, allows to quantify the dif-
fuseness of a state. Although being conceptually similar to simply using the {(r?) value, this descriptor provides a value
that is of the order of the size of the molecule and independent of the coordinate origin.

Analyses of the 1DDM, defined as the difference yi —y; for a given pair of initial and final states, are centered
around the attachment/detachment densities,'* which, along with the difference density, provide a convenient means
for representing excited-state character in a compact way. The eigenvectors of the 1DDM, the natural difference orbitals
(NDOs), are identical to NTOs for the CIS ansatz (for the transitions between the ground and excited states) and, there-
fore, are often similar to NTOs for the transitions with dominant singly excited character. Yet, the differences between
NTOs and NDOs can be used to gain detailed insight into orbital relaxation effects**>*>' or multiple excitation charac-
ters, neither of which are captured by the 1TTDM. The total number of attached/detached electrons, also known as the
promotion number p serves as a measure of the total number of electrons rearranged, either during the primary
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excitation process or as secondary orbital relaxation. In addition, some exciton properties, most notably a linear charge
transfer distance dpa and a root-mean-square size of the A/D densities (64, op), can be computed serving a similar pur-
pose as the analogous 1TDM descriptors. However, only a reduced set of descriptors is available as it is not possible to
construct a correlated two-body function in analogy to Equation (1). Finally, we note that the 1IDDM can be computed
between any pair of wavefunctions expressed over the same set of atomic orbitals and is, therefore, readily applicable
for states with different numbers of electrons,”" providing similar information as the Dyson orbitals.'*> The 1DDM can
even be obtained from completely independent computations as long as the 1DMs or natural orbitals are stored.®?

3 | REPRESENTATIVE EXAMPLES
3.1 | Physical insight into excitation processes

Figure 2 shows a typical application of libwfa, exemplified by the visualization of the lowest singlet nz* and zz* states
of uracil. The example shows how libwfa can extend a simple assignment of state character to a deeper understanding
of excited-state energies and properties. The NTOs, shown at the top, provide a compact and unique representation of
the transition, which is orbital-invariant and ansatz-agnostic and provides a direct connection to spectroscopic observ-
ables (e.g., the transition dipole) via matrix elements between them. In addition to revealing the main character of the
excitations (nz* vs. zz*), NTOs provide a more detailed physical picture. They show, for example, that the acceptor
z*-orbital possesses the same nodal structure in both cases but is polarized slightly differently, thus, indicating primary
orbital relaxation of this orbital to accommodate the respective shape of the excitation hole. libwfa offers the opportu-
nity to dig even deeper, to better understand how the shapes of the orbitals are related to energies and other physical
observables. For example, at the bottom of Figure 2, the transition density is shown, which is responsible for the optical
brightness of the transition. For a transition dominated by a single NTO pair, the transition density is represented by
the product of the two dominant NTOs.>* For the nz* state the transition density is a product of two perpendicular
p-type orbitals, giving rise to a d-orbital shape, whereas for the zz* state the transition density is a product of collinear
p-orbitals. The transition dipole moment, which is the dipole moment of the transition density, is depicted by a green
arrow pointing from the predominantly blue part to the red part. The transition dipole moment almost vanishes for the
nr* state, as expected from the quadrupolar shape of the transition density (which is, in turn, caused by the shapes of
the NTOs). In contrast, the zz* state has a sizeable transition dipole moment parallel to the molecular plane.

We can also use this representation to learn about excitation energies. The excitation energies can be understood in
terms of orbital energy differences corrected by the Coulomb and exchange terms.'"** The Coulomb term, sometimes
called exciton binding energy, can be understood as a Coulomb attraction within the correlated electron-hole pair.'* In
simple cases, this corresponds to a static attraction between the electron and hole densities, whereas in general also cor-
relation effects can play a role, for example, when differentiating between excitonic and charge-resonance states in

(a) (b)

Hole NTO Electron NTO Hole NTO Electron NTO

R —5

*----0 *----o

</)[),[\A7 |por) </)UI|V lpor)
Transition density, por ESP, Vpo I Transition density, por ESP, Vpo T

FIGURE 2 Analysis of the lowest (a) nz* and (b) zz* singlet excited states of uracil at the ADC(2) level of theory. Top: Dominant pair of
natural transition orbitals and its contribution to the excitation. Bottom: Transition density with transition moment and ESP induced by the
transition density (modified with permission from Ref. 11. Copyright 2020, the Owner Societies)
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dimers®® or when studying various excitonic bands in conjugated polymers.®® The energy gap between singlets and trip-
lets arises due to the exchange term, which destabilizes the singlet and can be described as the repulsion of the transi-
tion density with itself."’ This term can also be interpreted as an overlap of the transition density with the ESP induced
by it and we, therefore, also present the ESP in Figure 2. For the nz* state, one finds that the ESP almost vanishes lead-
ing to minuscule exchange repulsion. For the zz* state, a significant repulsion is found in line with the large gap
between the lowest singlet and triplet zz* states computed for uracil.'! Finally, a deeper analysis of the ¢ contributions
involved in the zz* state shows that these have the effect of reducing the magnitude of the transition ESP and hence
lower the energy of the state while also lowering the transition moment."" This last analysis illustrates that even seem-
ingly simple zz* states have an intricate dependence on ¢ contributions and not treating them correctly causes errors in
energies as well as oscillator strengths, a phenomenon widely discussed in the literature.*® %

3.2 | Method comparison

Benchmarking excited-state methods is a crucial task in quantum chemistry, which is used to assess the accuracy
and scope of existing methods and to develop the path toward new ones.®>’® Most often, benchmarking is based on
excitation energies, which are experimentally accessible physical observables. However, relying only on the energies
can be misleading as a spurious agreement may happen, despite an incorrect description of the wavefunctions, mak-
ing the method unreliable for predicting other aspects of the photophysics. Moreover, even if a disagreement between
methods is found, it is often hard to pin down the reason based on the energies alone. libwfa is particularly suitable
for benchmarking and comparing different methods**”"” due to the wide range of analysis methods implemented
and the fact that these methods are based on DMs, which represent a uniform and ansatz-agnostic description of
excited states.

Conjugated polymers and, more generally, large conjugated z-systems, represent a class of molecules for which
many standard density functionals are surprisingly inaccurate even for systems without apparent charge transfer.’®”
Figure 3 illustrates this issue for the hexa(thiophene) molecule.”® Correlated ab initio methods, ADC(2) and EOM-
CCSD, provide the reference values. TDDFT (within the Tamm-Dancoff approximation) was performed using the
BLYP, B3LYP, and CAM-B3LYP functionals’*"”® to represent semi-local, hybrid, and range-separated hybrid func-
tionals, respectively. Finally, configuration interaction with single excitations (CIS) was used to represent the

@ 7N s, /N s I\ s ADC(2) NEEOM-CCSD
s s s BLYP U1 B3LYP
\_/ \_/ \_/ IicaM-B3LYP I CIS
(c) 25[ 7 (d)
= o 0.9
0 =
3
2200 138
S % 0.7
© =
15 0.5
S T S1 Ty
e f
()10.07 | () ol 7(g)
— 2.0 .
6 8~0 7 | 5 0.3 I I II I II | E
~ ©
= 6.0 i 0.0l | 4 ~15) 3
| | III Ill 1
i Il —0.3 | .04
S T S Ty Sh T

FIGURE 3 Analysis of the S; and T, excited states of hexa(thiophene) using various electronic structure methods: (a) molecular
structure of hexa(thiophene), (b) excitation energies, (c) oscillator strengths, (d) weight of the HOMO-LUMO transition, (e) root-mean-
square electron-hole separation, (f) electron-hole correlation coefficient, and (g) NTO participation ratio
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limiting case of 100% unscreened Hartree-Fock exchange. Quantities that are routinely available are shown in
Figure 3b—d whereas specific quantities computed by libwfa are shown in Figure 3e-g. Starting with the excitation
energies (Figure 3b), we observe striking differences between the methods: the computed S; energies range from
only 2.33eV (BLYP) up to 3.67eV (EOM-CCSD) and also the T; energies are quite widely distributed, between 1.72 eV
for BLYP and 2.44 eV for ADC(2). Oscillator strengths are shown in Figure 3c revealing substantial discrepancies fol-
lowing similar trends as found for the excitation energies. Inspection of the molecular orbitals involved shows that S;
and T; are dominated by the HOMO-LUMO transition. Figure 3d highlights that the HOMO-LUMO transition always
contributes with more than 50% but it also shows conspicuous differences between the methods in terms of its weight.
The role of libwfa can now be seen as a tool for revealing the missing contributions beyond the HOMO-LUMO
transition.

TDDFT excitation energies increase in the BLYP < B3LYP < CAM-B3LYP series, that is, according to increasing
Hartree-Fock exchange, suggesting that the issue is related to self-interaction errors leading to well-known problems
of TDDFT with CT states.”” It may appear contradictory to talk about CT in a system with perfect inversion symmetry
not possessing donor or acceptor groups. Indeed, the more appropriate physical picture is that of a correlated
electron-hole pair®®>” whose apparent Coulomb binding energy depends on the methods used.**”® Such dynamic
binding effects can be elucidated within libwfa using the root-mean-square electron-hole separation or exciton size
dexc, as defined in Equation (10).*° Results for de are presented in Figure 3e highlighting that these vary strongly
between the methods. Generally, an inverse correlation between AE and de is found with the largest exciton sizes
found for BLYP and the smallest ones for CIS. A complementary perspective is provided via the correlation coefficient
Ry, defined in Equation (12), which analyses the mutual distribution of the electron and hole quasiparticles. A positive
value for Ry, is obtained for a bound exciton where electron and hole move in a concerted fashion whereas a negative
value indicates that they avoid each other dynamically. Consistently with the picture of a bound electron-hole pair pre-
sent in the conjugated polymer,”®>” we find that the Ry values are positive in almost all cases. Considering TDDFT
and CIS, one finds that Ry, increases with the amount of Hartree-Fock exchange included and that only CAM-B3LYP
and CIS are in a reasonable agreement with the correlated ab initio reference values. Notably, the S; state as computed
with BLYP has a negative Ry value, thus, indicating even incorrect qualitative behavior showing dynamic repulsion
rather than attraction, failing to form a bound state of the exciton (cf. Ref. 78).

Finally, it is interesting to compare spatial correlation, as reported by the Ry, value, with the intrinsic multi-
configurational character of the state. Naively, the multi-configurational character can be quantified by the weight of
the dominant configuration expressed in terms of canonical orbitals, as shown in Figure 3d. However, this description
is not orbital invariant and does not represent the intrinsic character of the transition. In contrast, libwfa provides
1TDM and 1DM based descriptors that are orbital-invariant and are uniquely defined. The NTO participation ratio
(PRnT0), defined in Equation (8), is one such descriptor. In the present case, one finds a reasonable correspondence
between the weight of the HOMO-LUMO transition and PRyro, that is, Figure 3d,g, but this correspondence often
deteriorates in more complicated cases, for example, when larger basis sets are employed (see examples in Refs. 12 and
15). More importantly, one also finds a good correlation between Rye and PRyto indicating a relation between spatial
correlation and multi-configurational character.

A number of studies have employed libwfa to shed light on the phenomena discussed above. The trends relating
dexc and Ry to the amount of Hartree-Fock exchange were found across a wide range of conjugated polymers and func-
tionals.*>”® The underlying physics were discussed in more detail in Ref. 11. A direct visualization of the correlated
electron-hole pair was presented in Ref. 42.

3.3 | NTOs of spin—forbidden transitions: El-Sayed’s rules

The concept of NTOs was recently generalized* to characterize spin-forbidden transitions and magnetic properties.
The essential advance here was to employ the spinless 1TDM, which, by virtue of the Wigner-Eckart theorem, can be
used to compute spin—orbit couplings between all multiplet components.®* This circumvents the need to compute and
analyze multiple 17TDMs (e.g., for the three Ms components of a triplet state) and also eliminates arbitrariness due to
the dependence of the individual spin—orbit coupling matrix elements on the molecular orientation. Just as regular
NTOs are directly related to the experimental observables (e.g., transition dipole moments between the two many-body
states can be expressed in terms of dipole moment matrix elements between hole and particle NTOs), these spin-orbit
NTOs afford interpretation of the computed property (spin-orbit coupling constant, barriers for spin-reorientation, etc)



10 of 15 Wl LEY— D WIREs PLASSER ET AL.

COMPUTATIONAL MOLECULAR SCIENCE

in terms of molecular orbital theory. For example, this analysis provides a quantitative basis for El-Sayed's rules,®
which posit that large SOC requires orbital torque because of the non-diagonal structure of the angular momentum
operator (see left panel of Figure 4). The original El-Sayed rules®® explained why intersystem crossings involving an
orbital flip (e.g., zz*—3nx*) occur much more readily than transitions between states of the same orbital character
(e.g., tan*—3zx*). The right panel of Figure 4 shows spin-orbit NTOs between the interacting multiplets in two single-
molecule magnets with an Fe(II) centre. Spin-orbit coupling splits the otherwise degenerate components of the quintet
(d®) state and creates a barrier U for spin reorientation. The calculations® yield barriers that differ by a factor of two.
The computed NTOs reveal that the spin—-orbit interaction involves different M components of iron's d-orbitals, which
leads to large differences in the change of angular momentum (AL =~ 1 vs. AL = 2), and, consequently, in the magnitude
of the spin—orbit couplings and U. This is an example of how an intuitive molecular orbital picture of the underlying
physical phenomenon can be rigorously distilled from highly correlated wavefunctions.

3.4 | Nonlinear spectroscopic properties

Many important spectroscopies, for example, two-photon absorption (2PA), sum-frequency generation (SFG), resonant
inelastic X-ray scattering (RIXS), operate in nonlinear regimes, and the underlying spectroscopic signal cannot be
expressed as a single matrix element between the initial and final state; rather, the cross-sections are expressed as sum
over all states of the system. For example, the xy-component of the 2PA transition moment is

(14)

M)f;i(wx) _ _Z ((‘Pflylll’n)(‘l’n |x|‘Pi>+ (Tflx\Pn><an|y|lPi>>’

Qi — oy Qpf + wy

n

where Qy; is the energy difference between states n and i. The frequencies of the two absorbed photons (polarized along
x- and y-directions) are given by wy and wy such that w, + ®, = Qg. Equation (14) makes it clear that the simple NTOs
computed for the 1”TDM connecting the initial and final states do not map into the observable and cannot explain the
magnitude of the transition moments. To overcome this problem, Equation (14) may be rewritten by formally subsum-
ing the summation within the respective ket and bra states

M o) =t Y, ) (5 E g i) - (e (1s)

SOC ~ LS
na”
31388 o=
3 St
U=346 cm-!
Lgp* < g <
AL =2
3w 3nm*

FIGURE 4 Left: Original El-Sayed's rules explain trends in intersystem crossing rates in terms of molecular orbitals. Right: SOC NTOs
computed using EOM-EA-MP2 wavefunctions for Fe(II) single-molecule magnets explain the difference in the computed spin-reorientation
barrier in terms of angular momentum change of the orbitals®
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FIGURE 5 Left: NTOs characterizing one and two photon transition 7 — Ry( Z) in ethylene (reproduced with permission from Ref. 45;
copyright American Chemical Society, 2017). Centre: Dominant orbital channels for two different RIXS transitions (XA; — 13B,, and

XA; — 1By) in benzene (reproduced with permission from Ref. 46; copyright American Institute of Physics, 2020). Right: Important orbital
channels for a hemi-bonded OH + H,0 complex in the SFG process (reproduced with permission from Ref. 47; copyright American Institute
of Physics, 2021)
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The right-hand-side of Equation (15) defines the effective response states X;** and )N(f , which are formally constructed
as a sum over all excited states of the system, and in practice computed via auxiliary response equations.®*** The physi-
cal meaning of the response states is that they describe the first-order response® of the wavefunction to the perturba-
tion with frequency w,. The response states assimilate the contributions from all real excited states of the system and,
thus, provide concrete meaning to the so-called “virtual states”, which are commonly invoked in nonlinear
spectroscopies.

This strategy was used to implement the response NTOs (or NOs) for 2PA,*” RIXS,*® and second dipole hyper-
polarisability (which also features second-order response states along with first-order response states).*’ Figure 5 shows
three examples. The left panel illustrates the nature of virtual states in the XA, — 2A, 2PA transition in ethylene using
degenerate photons.** The regular NTOs (shown on top) describe this transition as z — Ry(p), but offer no insight into
the virtual state and do not explain the dependence of the cross-section on the polarization of the two photons or their
energies. The response NTOs for the M,; moment reveal a Ry(s)-like virtual state, which is found both for the ¥; — X g
and X" — ¥ transitions. Conversely, the response NTOs for My, reveal a Ry(d) or z*-like virtual state, which, again,
emerges both from the initial and final response states. The middle panel of Figure 5 shows RIXS NTOs for two differ-
ent transitions in benzene (XAg — 13By, and XA, — leg),46 illustrating that each transition comprises two orbital
channels. Here, we have used the damped version of response theory to compute the auxiliary response states: the
near-resonance and off-resonance orbital information is then encoded in the imaginary and real components
of complex-valued response DMs, respectively. Finally, the right panel of Figure 5 shows three orbital channels
involved in the SFG process in a hemi-bonded OH' + H,0 complex.*’ In this example, the SFG process is one-photon
resonant with the XA — 3A transition. The response NOs reveal the contributions of both resonant (XA — 3A,
local excitation) and nonresonant (XA — 4A, charge-transfer excitation) channels. The important SFG orbital
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channels thus are: p,(H,0) 2 ¢(OH) + p,(H,0) 2 p,(OH) — p.(H,0), p,(H,0) 2 p (H,0) % p (OH') — p..(H,0),

Wy

and p, (H,0) %5 p,(OH') % p,(OH') % p,(H,0).

4 | CONCLUSIONS AND OUTLOOK

We presented an overview of the wavefunction analysis library libwfa. libwfa provides a variety of interconnected
analysis tools that can be uniformly and easily applied for different quantum chemical methods and programs. It
affords a comprehensive and easy-to-use analysis toolkit for practitioners of excited-state quantum chemistry, which
allows users to obtain the most information out of modern excited-state computations. libwfa facilitates analysis tasks
and provides deep insights into the underlying physics and chemistry. We described the overall structure and the
implemented methods and illustrated the applicability of libwfa by selected case studies. The uracil example
highlighted how these tools augment simple excited-state character assignment by more detailed insight into physical
observables, such as energies and oscillator strengths. By using (hexa)thiophene, we have shown how exciton ana-
lyses can provide detailed insight into the surprising failures of DFT. The properties of (hexa)thiophene were illus-
trated from the perspective of a correlated electron-hole pair as well as in terms of multiconfigurational character,
obtaining a consistent picture regarding different exciton binding strengths for the different methods. The example of
single-molecule magnets illustrated the utility of NTOs in distilling El-Sayed's rules from high-level calculations.
Finally, we have shown how the concepts of NTOs and 1TDMs can be generalized to describe nonlinear optical phe-
nomena by utilizing response theory.

In the future, we plan to increase the scope of phenomena that can be studied with libwfa to, for example, double
excitations, excited-state aromaticity,*® nondynamic correlation, spin correlators,®” and extensions to two-body Dyson
orbitals.®® To connect with physical models, we plan to enable an intuitive graphical energy decomposition analysis of
excited states.'"***° Finally, extending the interface to more quantum-chemical methods and software packages will
increase the scope in terms of molecular systems and phenomena that can be studied. We welcome new developers
who wish to add features to libwfa or create new interfaces.
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