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Abstract 
Protein adsorption to solid carbohydrate interfaces is critical to many biological processes, 
particularly in biomass deconstruction. To engineer more efficient enzymes for biomass 
deconstruction into sugars, it is necessary to characterize the complex protein-carbohydrate 
interfacial interactions. A carbohydrate-binding module (CBM) is often associated with microbial 
surface-tethered cellulosomes or secreted cellulase enzymes to enhance substrate accessibility. 
However, it is not well known how CBMs recognize, bind, and dissociate from polysaccharides to 
facilitate efficient cellulolytic activity due to the lack of mechanistic understanding and a suitable 
toolkit to study CBM-substrate interactions. Our work outlines a general approach to study the 
unbinding behavior of CBMs from polysaccharide surfaces using a highly multiplexed single-
molecule force spectroscopy assay. Here, we apply acoustic force spectroscopy (AFS) to probe a 
Clostridium thermocellum cellulosomal scaffoldin protein (CBM3a) and measure its dissociation 
from nanocellulose surfaces at physiologically relevant, low force loading rates. An automated 
microfluidic setup and method for uniform deposition of insoluble polysaccharides on the AFS chip 
surfaces are demonstrated. The rupture forces of wild-type CBM3a, and its Y67A mutant, unbinding 
from nanocellulose surfaces suggests distinct multimodal CBM binding conformations with 
structural mechanisms further explored using molecular dynamics simulations. Applying classical 
dynamic force spectroscopy theory, the single-molecule unbinding rate at zero force is extrapolated 
and found to agree with bulk equilibrium unbinding rates estimated independently using quartz 
crystal microbalance with dissipation monitoring. However, our results also highlight critical 
limitations of applying classical theory to explain the highly multivalent binding interactions for 
cellulose-CBM bond rupture forces exceeding 15 piconewtons. 

Significance Statement 

Cellulases are multi-modular enzymes produced by microbes that catalyze cellulose hydrolysis into 
glucose. These enzymes play an important role in global carbon cycling as well as cellulosic biofuel 
production. CBMs are essential components of cellulolytic enzymes involved in facilitating the 
hydrolysis of polysaccharides by a tethered catalytic domain (CD). The subtle interplay between 
CBM binding and CD activity is poorly understood, particularly for heterogeneous reactions at solid-
liquid interfaces. Here, we report a highly multiplexed single-molecule force spectroscopy method 
to study CBM dissociation from cellulose to infer the molecular mechanism governing substrate 
recognition and dissociation. This approach can be broadly applied to study multivalent protein-
polysaccharide binding interactions relevant to other carbohydrates, such as starch, chitin, or 
hyaluronan, to engineer efficient biocatalysts. 
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Main Text 
 
Introduction 
 
Carbohydrate-based biopolymers are abundant throughout all forms of life and play a major part in 
biomolecular recognition processes that have fundamental scientific and applied technological 
relevance. Protein adsorption to simple or complex carbohydrates at solid interfaces is a critical 
step in biological processes such as plant growth (1, 2), host infection (3–5), or biofuels production 
(6, 7). Although carbohydrates display structural diversity, many CBMs that bind to diverse 
carbohydrates often display structurally similar binding site architecture (8). Therefore, insight into 
a particular CBM-carbohydrate system would help unravel general principles of protein-
carbohydrate binding. Carbohydrate-Active enZymes (CAZymes) are a well-studied domain and 
suitable model system to further investigate molecular-level interactions. CAZymes, such as 
processive cellulases often consist of two or more domains called carbohydrate-binding module 
and catalytic domain, which are responsible for the recognition/binding and breakdown of the 
substrate, respectively (9). On the other hand, cellulosomes are larger multidomain enzymes where 
CDs are assembled on a scaffolding domain decorated with CBMs and specific linker domains as 
shown in Figure 1-A (10). Cellulosomes adapt to the substrate topology and display a “sit-and-dig” 
mechanism where the cellulosome degrades individual cellulose crystals without dissociating from 
the substrate (11–13). This mode of action contrasts processive cellulases, such as Trichoderma 
reesei Cel7A, which displays a “slide-and-peel” mechanism and frequently dissociates from the 
substrate (9, 14–16).  

Carbohydrate binding modules can be grouped into type-A, B, or C categories based on relevant 
structural-functional relationships. Both TrCel7A and the cellulosome from Clostridium 
thermocellum possess a type-A CBM with a similar overarching architecture of the cellulose binding 
site. Type-A CBMs preferably bind to insoluble and highly crystalline cellulose, forming a planar 
flat, platform-like binding surface mostly lined with aromatic residues, complementary to the flat 
planar structure of the crystalline substrate (17). As such, CBM1 from TrCel7A exhibits 3 tyrosine 
residues at the 5, 31, and 32 positions (18), whereas the 3 aromatic residues on the binding surface 
of CtCBM3a are H57, Y67, and W118 respectively (19) as shown in Figure 1-B. Although mutations 
of the aromatic residues of CBM3a to alanine can reduce the apparent bulk-ensemble binding 
affinity to native crystalline cellulose, the enzymatic activity of endocellulases fused to those 
mutants increased by 20-70% compared to the wild type (20). Altering enzyme binding affinity to 
cellulosic substrates is being explored as a strategy to engineer more efficient cellulases (21, 22). 
However, engineering highly active cellulases, cellulosomes, and associated cellulolytic microbes 
still present challenges due to the inadequate understanding of the complex interplay between CD 
and CBM as well as the multivalent nature of the CBM-carbohydrate interactions. 

Traditionally, CBM and cellulase adsorption is characterized by bulk ensemble-based methods 
such as solid-phase depletion (23, 24), quartz crystal microbalance with dissipation (QCM-D) (25), 
and isothermal titration calorimetry (ITC) (26, 27). However, these methods rely on simplified 
models to illustrate binding interactions that do not reflect the underlying molecular mechanism of 
protein binding to highly multivalent carbohydrate ligands such as cellulose. Techniques like single-
molecule fluorescence (16, 28) and force spectroscopy (29) have greatly contributed to our 
understanding of molecular processes relevant to cellulose degradation. In particular, atomic force 
microscopy (AFM) has been used previously to characterize CBM desorption from cellulose on the 
single-molecule level (30, 31). Examples include the identification of binding sites (32), 
distinguishing specific from non-specific binding (33), and determining the zero-force unbinding 
rate using Bell’s model (34). Although AFM measures force and distance with pN and nm 
resolution, the determination of unbinding forces occurs far from equilibrium due to the relatively 
high loading rates inherent to the conventional AFM technique, potentially obscuring multimodal 
unbinding behavior seen at physiologically relevant conditions. Alternatively, optical tweezers (OT) 
have been used to study CBM unbinding at lower loading rates and force clamp mode (35), and 
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the results suggest a complex unbinding behavior where the bond lifetime data does not follow a 
single exponential decay function as suggested by AFM studies (34).  

In contrast to AFM, acoustic force spectroscopy (AFS) is a new technique that enables the 
application of low loading rates comparable to optical tweezers while maintaining a higher 
throughput during single-molecule force spectroscopy (SMFS) assays (36, 37). Similar to OT, the 
protein of interest is attached to a micrometer-sized bead via a double-stranded DNA tether. 
However, forces on the bead are exerted by acoustic standing waves. Streptavidin-coated beads 
are commonly used to connect biotinylated DNA tethers (38) due to their high specificity and 
binding strength (39, 40). On the other end of the tether, the protein of interest is either covalently 
linked through a thiol-maleimide crosslink (29) or tethered non-covalently via the histidine tag to 
Anti-his antibodies, which in turn are covalently linked to aminated DNA tethers (35). The histidine 
tag of proteins was used previously to non-covalently link to DNA (41–44) and directly attach 
proteins to NTA-modified AFM tips (45). It was demonstrated that the His-Ni-NTA bond is stable 
enough (~120pN at 400pN/s) to facilitate single-molecule force spectroscopy (SMFS) experiments 
of the tethered protein (46–49) thus allowing AFM-based studies to measure unbinding forces of 
CBM3a using Ni-NTA (31, 33).  

Here, we combine the tethering methods by directly synthesizing a linear dsDNA tether with biotin 
on one end to attach it to a micron-sized bead, and Ni-NTA on the other end to tether any His-
tagged protein. This setup allows SMFS of the His-tagged protein with its polysaccharide ligand 
deposited onto the AFS microfluidic channel surface to enable high-throughput assays. Such 
tethers can be used in other tethered bead setups such as optical or magnetic tweezers, 
highlighting the modularity and versatility of our approach. Furthermore, digoxigenin (DIG) tethers 
instead of NTA were generated with the same procedure to validate the bead preparation method 
and analysis of the recorded position and force-distance traces using AFS. A schematic of the 
protein-ligand systems studied to measure bond rupture forces is shown in Figures 1- C and D. 
Furthermore, an automated method for depositing nanocrystalline cellulose (NCC) inside the AFS 
chip was developed. The unbinding forces of C. thermocellum CBM3a-wt (WT) and its Y67A mutant 
were measured at fixed, low loading rates. The unbinding forces of the wild type have been 
previously characterized by AFM (31–34). Furthermore, it was shown previously that the Y67A 
mutation reduces CBM binding affinity by several orders of magnitude while improving tethered CD 
activity for reasons not clear (20). The unbinding behavior of the wild-type and mutant CBM3a using 
SMFS measured at physiologically relevant conditions has not yet been reported. We identified a 
clear difference in the rupture force distribution pattern observed between WT and Y67A mutant at 
low loading rates that are often not accessible by alternative SMFS methods like AFM. While the 
extracted unbinding rate (𝑘!"") from our AFS results agrees with bulk ensemble QCM-D results, 
the classical SMFS model is unable to accurately capture the multivalent protein-polysaccharide 
binding interactions particularly at higher rupture forces. Lastly, molecular dynamics simulations 
were performed to provide detailed atomistic structural insights into how a single mutation in the 
planar binding motif of CBM3a can severely disrupt its multimodal interactions with nanocellulose 
that were readily probed using our AFS technique. 

Results  
 
Deposition and characterization of nanocellulose inside the AFS chip. Sulfuric acid-derived 
nanocrystalline cellulose (NCC) was used to generate the cellulose model film in this study. The 
formation of an NCC film inside the AFS chip was accomplished by a multilayer deposition process 
(50) where poly-L-Lysine (PLL) and NCC were alternatingly deposited using an automated 
microfluidic control system. Figures 2-A and B show the flowchart and process flow diagram of the 
process, and a detailed description can be found in the Methods section. Green fluorescent protein 
(GFP) tagged CBM3a was expressed as described previously (20) and used to characterize the 
cellulose film deposited on the AFS chip. Figure 2-C shows a representative fluorescence image 
of the NCC-modified AFS chip labeled with GFP-CBM3a. The arrow indicates an area where a 
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bubble was stuck during the NCC deposition process. Slightly lower amounts of NCC were 
deposited in that area, resulting in lower fluorescence. The rest of the flow channel displays a 
uniform fluorescence, indicating that NCC is deposited evenly across the channel. The average 
fluorescence intensity of the bare glass and PLL treated chips surfaces is 14 ± 1 a.u. (mean ± SEM) 
and 12 ± 3 a.u., respectively, whereas the NCC treated chips show a fluorescence intensity of 
136 ± 35 a.u. The deposition of a single layer of NCC onto a PLL-treated surface resulted in a 
fluorescence intensity of 42 ± 24 a.u. Despite significantly higher fluorescence compared to 
controls, such prepared AFS chips failed to reproducibly provide a consistent response at the 
single-molecule level even though AFM imaging confirmed the deposition of a uniform layer of NCC 
(SI Appendix Fig. S1). A relationship between the success of a single-molecule experiment and 
the measured fluorescence intensity was observed, where the likelihood of a successful single-
molecule experiments positively correlated with the measured fluorescence. Hence, a multilayer 
NCC deposition method was used to ensure a consistently high fluorescence signal, which in turn 
resulted in a reliable rupture force measurement of CBMs. Multilayer NCC-functionalized AFS 
chips, which were subsequently cleaned and imaged as outlined in the Methods section, showed 
a fluorescence intensity of 13±0.5, indicating the removal of nanocrystalline cellulose for reuse of 
the AFS chips for multiple rounds of experimentation. Figure 2-D shows an example surface 
imaged by AFM, additional AFM images of bare and PLL treated surfaces are found in SI Appendix 
Fig. S1. Similar to spin-coated samples (50, 51), the surface was uniformly covered with 
nanocrystalline cellulose. AFM image analysis revealed the formation of NCC crystal aggregates 
at multilayered films. This is reflected by a surface roughness factor (Ra) that is marginally greater 
than 3 nm compared to less than 2 nm estimated for a single NCC layer.  

Observation of shortened DNA tethers on NCC surfaces. The tether preparation method and 
analysis of traces as outlined in the Methods section, were validated by tethering beads anchored 
to the AFS chip surface by anti-digoxigenin antibodies (aDIG). The dimensionless contour length 
(𝑙"#) of DNA tethers bound to aDIG during force calibration was 1.1 ± 0.12 (mean ± SD, N=156). 
This is in the expected range, given the particle size distribution of the beads. The average rupture 
force of the DIG-aDIG complex was determined to be 18.8 ± 7.0 pN at a loading rate of 
0.14 ± 0.05 pN/s (SI Appendix Fig. S2) and is close to the reported value of 16.6 pN at 0.11 pN/s 
(36). As shown in Figure 3-A, overstretching of the DNA tether was observed at ~65pN, thus 
confirming the formation of single tethers with the bead preparation method outlined in the Methods 
section. In contrast, the observed dimensionless tether length of DNA for NCC-CBM tethered beads 
was only 0.83±0.23, indicating a shortening of the tethers by ~25%. However, the force-distance 
(FD) curves obtained during the linear force ramp follow the extensible worm-like chain (52) or 
WLC model (Figure 3-B), indicating that the tethers are only shortened but not otherwise altered. 
Figures 3-C and D show the scatter plots of the rupture force with 𝑙"# for DIG-aDIG and NCC-
CBM3a-wt at 1 pN/s respectively. The best linear fit (red line) is added as a guide. Additional scatter 
plots of root-mean-square fluctuation (𝑅𝑀𝑆) and symmetrical motion (𝑆𝑦𝑚) as well as the Pearson 
and Spearman correlation coefficients can be found in the SI Appendix Fig. S3 and Table S1 and 
Table S2. Except for the Pearson coefficient for 𝑆𝑦𝑚 and rupture force of Y67A at 0.1 pN/s 
(p=0.043), no significant correlation (p<0.05) was identified between the measured rupture force 
and observed length as well as 𝑅𝑀𝑆 and 𝑆𝑦𝑚. We hypothesize that the 1.8 µm long and flexible 
DNA tether wraps around and/or binds to exposed and weakly bound NCC crystals during the 
incubation step or that NCC somehow binds to the DNA, which shortens the apparent contour 
length. The attached NCC crystals are subsequently detached from the NCC surface when the 
bead is being pulled away from the surface during force calibration but stay bound to the DNA. 
Non-specifically tethered beads were observed in control experiments with blank Ni-NTA and GFP 
tagged beads. However, the number of tethered beads was higher by at least 4x for CBM tethered 
beads. A schematic describing non-specifically tethered beads can be found in SI Appendix Fig. 
S4. The loss of tethered beads during the flushing step before bead tracking was noted in all cases 
but was significantly larger for non-CBM tethered beads further indicating weaker, non-specific 
binding interactions of the DNA to NCC. The rupture force distribution of only tethers close to the 
expected length and the entire expected single-molecule tethers are identical as it can be seen in 
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SI Appendix Fig. S5, implying that a single CBM-NCC rupture event was measured even though 
a shortened tether was observed. Assuming that a single CBM was tethered when the FD curve 
follows the WLC model, the force calibration and rupture force determination were not affected by 
the shortening of DNA, and the data were included in all further analyses.  

Rupture force analysis and application of the Dudko-Hummer-Szabo (DHS) model. The 
rupture force distributions for CBM3a-wt and its Y67A mutant at a loading rate of 1 pN/s and 
0.1 pN/s are shown in Figure 4. The histogram bin width was chosen based on the Freedman-
Diaconis rule (53) since the data deviates from a single normal distribution. To capture the apparent 
multimodal distribution, a double normal distribution was fit to the histogram. The means and 
standard deviations are summarized in SI Appendix Table S3. Although the first mean is similar 
for wild type (8.5 pN) and Y67A (7.9 pN) at 1 pN/s, there is a clear single rupture force peak 
observed for the Y67A mutant, but not for the wild type. This difference is even more pronounced 
when comparing the rupture force distributions at 0.1 pN/s. Two distinct rupture force peaks were 
observed for the wild type at 3.5 pN and 7.1 pN, respectively, whereas Y67A showed only one peak 
at 4.5 pN. All histograms show a “tail” towards larger rupture forces, which is defined by the second 
normal fit. At 1 pN/s, CBM3a-wt shows a distinct peak at 17.5 pN, followed by a long tail up to 35 
pN, whereas no clear second peak but only a tail until 25 pN was observed for Y67A.  

Figures 5-A and B show the transformation of rupture force histograms to force-dependent bond 
lifetime data using Equation 1 (circles) and the fit of Equation 2 (solid lines) of the Dudko-Hummer-
Szabo (DHS) model (54, 55) described in the Methods section, for WT and Y67A respectively. Data 
from rupture force histograms obtained at different loading rates should fall on the same master 
curve for force-dependent bond lifetimes as predicted by Equation 2 if the unbinding kinetics at 
constant force follow a single-exponential function (55). Although there is some overlap of bond 
lifetimes obtained at 0.1 pN/s and 1 pN/s for both WT and Y67A, the fit of Equation 2 inadequately 
describes the data for both shape factors 𝜈. A similar observation of bond lifetime data not following 
classical models was made recently for another type-A CBM1 and its Y31A mutant using optical 
tweezers (35), although the force-dependent bond lifetime was obtained in force-clamp mode. 
Surprisingly, no significant difference in the force-dependent bond lifetime was found between 
CBM1 and its Y31A mutant for most rupture forces. Figures 5-C to F show the rupture force 
histograms of WT and Y67A and the predicted probability density according to Equation 3. Both 
shape factors produce a qualitatively similar probability distribution but insufficiently replicate the 
measured rupture forces. The main reason for discrepancies in bond lifetime and rupture probability 
distribution fit is the shape of the underlying rupture force histogram. Both the WT and Y67A rupture 
force histograms show tailing towards higher rupture forces with no clear peak, which results in 
almost force-independent bond lifetimes at higher rupture forces. The multimodal distribution 
observed for WT at both loading rates results in bond lifetime data not exactly following a single 
exponential decay function. As shown in Table 1, only 𝜈=2/3 yields unity for the numerical 
approximation of ∫ 𝑝(𝑓)𝑑𝑓 over the modelled force range, despite qualitatively similar fits of the 
bond lifetime data and probability density for both shape factors. The extrapolated unbinding rates 
(𝑘!"") at zero force and 𝜈=2/3 for the WT is 0.0091s-1 and approximately twice as high as the 𝑘!"" 
for Y67A at 0.0044s-1. The unbinding rate of CBM3a-wt from sulfuric acid-derived microfibrils 
isolated from poplar and extracted from AFM-SMFS rupture force data using the Bell’s model was 
estimated to be 0.0089 s-1 (34) and is close to the value obtained in our study. 

Table 1 summarizes the fit parameters from Equation 2 as well as the numerical approximation of 
∫ 𝑝(𝑓)𝑑𝑓 for both loading rates. The transition state distance, 𝑥‡, is 0.88 nm and 1.12 nm for WT 
and Y67A, respectively, and agrees with a transition state distance based on Bell’s model of 0.63 
nm for CBM3a-wt (34). The apparent free energy of activation, Δ𝐺‡, is 5.4 𝑘%𝑇 and 8.1 𝑘%𝑇 for 
CBM3a-wt and Y67A respectively, and contrasts 45.3 𝑘%𝑇 previously reported (34). Both 𝑥‡ and 
Δ𝐺‡ are similar for the wild type and mutant, indicating a similar unbinding pathway. The Bell and 
DHS models assume a one-dimensional unbinding pathway, which may not represent the 
underlying molecular interactions based on the multimodal rupture force distributions measured in 
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this study, as well as evidence of different CBM binding orientations to crystalline cellulose that 
give rise to multiple non-equivalent binding sites (35, 56). 

Bulk ensemble CBM3a-nanocellulose off-rate qualitatively agrees with AFS results. QCM-D 
experiments using hydrochloric acid-derived NCC as substrate reported a 1.4-fold increase in the 
off-rate for the Y67A mutant compared to the WT (20). However, using sulfuric acid-derived NCC, 
our QCM-D analysis using a classical one-site binding site adsorption model yielded a 𝑘!"" of 
26.8 ± 2.4 x10-5 s-1 (mean ± SD, n=2) and 19.7 ± 1.2 x10-5 s-1 for WT and Y67A, respectively. This 
result supports the findings from AFS experiments that the WT unbinds more frequently, although 
the absolute values differ between AFS and QCM-D. In contrast, the number of available binding 
sites determined by QCM-D reduced from 306 ± 41 x1012 molecules to 177 ± 43 x1012 molecules 
between WT and Y67A, respectively. 

Molecular simulations reveal stabilizing role of Y67 on CBM3a binding mechanism. All-atom 
molecular dynamics (MD) simulations were performed with CBM3a-wt and Y67A mutant aligned 
on a cellulose-I crystal such that the vector formed between W118 and Y67 points to the reducing 
end of the glucan chain (Figure 6-A). An equilibrated configuration is provided in Figure 6-BFigure 
5 highlighting the amino acids of the CBM3a-wt planar binding motif with larger probability of 
interaction with cellulose (using a cutoff of 0.35 nm). In addition to the preserved 𝐶𝐻 − 𝜋 forces 
arising from residues W118, H57, and Y67, several H-bonds are formed between adjacent polar 
residues and the substrate, as identified previously (19). Figure 6-C summarizes the time- 
averaged H-bond formation between residues and the cellulose surface for wild type and mutant. 
Changes in H-bond formation are observed with CBM residues S9, N10, N16 and D56, which is 
indicative of the alternation of the H-bond network due to the Y67A mutation. 

Further analysis suggests that the observed alteration of the H-bond network between wild type 
and mutant could be associated with a change in the orientation of the CBM with respect to 
cellulose. To examine the overall association of the CBM to cellulose, we computed the orientation 
of the CBM with respect to the cellulose surface. We defined an orientational angle (θ) as the vector 
formed between alpha carbons of residues W118 and Y67 and the normal vector of the cellulose 
plane (Figure 6-A). Notably, the average orientational angle for the WT is close to an orthogonal 
configuration (93.0 ± 2.8°, mean ± SD) indicative that W118 and Y67 are perfectly aligned with 
respect to the water-cellulose interface. However, the Y67A mutation leads (on average) to an 
imperfect alignment (θ = 100.6 ± 3.3°), with episodes of spontaneous partial detachment, indicated 
by angles as large as 114° (SI Appendix Fig. S7).  

Interestingly, the Y67A mutation not only affects the association with cellulose, but also leads to 
intramolecular rearrangement of residues within the CBM binding motif. Specific intramolecular H-
bonds in the aromatic binding motif of CBM3a are summarized in Figure 6-D. The Y67 mutation 
results in the total disruption of the H-bond between residues 57 and 67, enabling the imidazole 
group of H57 to flip ~180° with respect to the surface more frequently (SI Appendix Fig. S6). This 
alternative configuration decreases the formation of H-bonds between H57 and Q110, contrasting 
with the observed behavior seen in the wild type. The H-bond formation of Q110 with the substrate 
remains similar for both proteins, indicating that the Y67 mutation does not have an impact on this 
residue. The overall loss in hydrogen bonding involving H57 for the mutant, likely facilitates 
neighboring residue D56 to play a more prominent role, both in terms of its H-bonding to cellulose 
as well as its intramolecular H-bonding with R112. Thus, MD simulations can capture the intricate 
rebalancing of intra-molecular interactions within the CBM binding motif, due to the substitution at 
Y67 position, which also correlates with altered mutant CBM binding interactions with cellulose. 

Discussion 
 
We established a layer-by-layer deposition method for immobilizing nanocrystalline cellulose onto 
microfluidic chip surfaces and determined single-molecule CBM-cellulose unbinding forces at 
varying loading rates using AFS. Any soluble or insoluble polysaccharide substrate that can be 
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spin-coated on glass surfaces and is small enough not to clog the flow channel, can be readily 
immobilized within the AFS microfluidic chip using our proposed approach. Examples include the 
immobilization of regenerated cellulose, cellulose microfibrils, or chitin nanocrystals (30, 57, 58). 
Cellulose nanocrystals offer an especially promising platform for further chemical modifications (59, 
60) either pre- or post- immobilization to fine-tune protein adsorption (61), allowing the application 
of SMFS to a wider range of applications. Furthermore, a robust method for preparing tethered 
beads based on the well-known biotin-streptavidin and His-Ni-NTA interactions is presented here. 
Histidine tags are widely used to purify heterologously expressed proteins. Therefore, our proposed 
one-step tether synthesis via PCR with biotin and NTA modified primers is a convenient method to 
characterize most heterologous proteins for SMFS without further modifications. 

Both, the CBM3a-wt and Y67A mutant are fused to GFP on their N-termini, which is located on the 
opposite side of the aromatic binding motif. The force loading geometry (pulling from C- vs. N-
terminus) can influence the measured rupture forces. For example, the biotin-streptavidin 
unbinding forces are reduced ~50% when pulling from the N-terminus compared to the C-terminus 
due to the partial unfolding of the N-terminus (62). In the same study, it was shown that the 
attachment configuration influences the width of the rupture force distribution due to non-specifically 
bound streptavidin. Although the unfolding force of CBM3a was not determined at the loading rates 
used in our experiments, it is unlikely that the CBM unfolds at forces <30 pN given its high 
mechanical stability (63). Even if partial unfolding would occur, it is expected that the protein should 
detach at lower forces, which was not observed in our study. In our tether attachment configuration, 
the (non-specific) binding probability due to DNA or GFP binding to NCC is low compared to CBM 
tethers. Double-stranded DNA only weakly binds to cellulose (64) in solution, however certain 
single-stranded DNA fragments engineered as binding aptamers have been shown to specifically 
bind to cellulose (65). Since we use double-stranded DNA in our assay, we can rule out any 
significant interference of DNA-cellulose interaction on the observed rupture forces. Furthermore, 
CBM tethers binding to weakly bound NCC crystals are most likely removed during the flushing 
step or the AFS force calibration step. Thus, weakly bound NCC crystals can be eliminated as a 
potential source for the observation of larger rupture forces seen during our study. 

Analysis of the rupture force distribution reveals distinct differences between CBM3a-wt and its 
Y67A mutant. The fact that no rupture forces greater than 25 pN were measured for Y67A at 1 pN/s 
could be related to the difference in sample size (N=259 vs. N=138 for WT and Y67A, respectively) 
as the tail of larger rupture forces at 0.1 pN/s is similar for WT and Y67A (N=161 vs N=159 for WT 
and Y67A, respectively). A similar shape of rupture force distributions was observed in previous 
AFM-based studies for CBM3a (33) and CBM1 (30, 66) but previous AFM analysis also found a 
more Gaussian-like distribution for CBM3a (31, 34). King et al. (33) showed that specific binding of 
CBM3a can be blocked with the addition of NCC and restored by washing the CBM-functionalized 
AFM tip with an excess of water. In that previous study, both the initial and restored rupture force 
distributions displayed tailing, suggesting that non-specific binding was likely not the reason for the 
observation of higher rupture forces as seen in our case.  

The tailing of the rupture force distributions towards larger rupture forces may also be correlated 
with the naturally evolved role of the CBM for proper functioning of the cellulosome. As cellulosomal 
microbes colonize cellulosic substrates, they are subjected to high interfacial shear forces, for 
example in the gut-intestine of higher organisms (67). The main cellulosomal scaffold protein 
cohesin, is relatively stable and unfolds only under forces greater than 140 pN (68, 69), leaving the 
inter-domain CBM mostly intact (63). Depending on the pulling speed and complex-stabilizing 
neighboring modules, the cohesin-dockerin interaction, which tethers cellulases to the scaffold, 
shows multiple unbinding modes with catch-bond behavior (63, 70, 71). A similar response to 
external forces is hypothesized to be found in other scaffold units such as the CBM. Thus, CBMs 
may have also evolved to remain bound to cellulose during elevated levels of mechanical stress, 
but remain flexible enough for the cellulosome to adopt to different bound conformations on the 
cellulose surface to facilitate substrate hydrolysis (11, 72). This flexibility could be reflected in our 
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observed broad and bimodal rupture force distribution and the failure of the DHS model to predict 
the unbinding rate at zero force. Nevertheless, multivalency which can also take the form of multiple 
CDs interacting with the substrate, may be as important in withstanding mechanical stress but this 
has not yet been adequately characterized in the literature. 

Surface diffusion of cellulases on crystalline cellulose was experimentally verified, although the 
extent of surface diffusion was minor compared to dynamic CBM-driven binding and unbinding of 
cellulases to the substrate (73, 74). To date, no motility or processive motion has been observed 
experimentally for CBMs without being tethered to a CD. However, a computational study of CBM1 
from T. reesei revealed that CBM1 can diffuse from the hydrophilic to the hydrophobic surface of a 
cellulose I crystal during which multiple local energy minima with distinct orientations were sampled 
(56). Similarly, it has been shown that CBM1 can bind in a non-canonical orientation to cellulose- 
III (35), which indicates that type-A CBMs potentially display a much larger range of binding 
orientations on crystalline cellulose surfaces. Single-molecule imaging found that CBM1 exhibits 
distinct surface binding events (28), which could be correlated to distinct regions of crystalline 
cellulose, and such binding modes may potentially also be found in other type-A CBMs such as 
CBM3a. When fused to an endoglucanase, CBM3a occupies more binding sites on crystalline 
cellulose compared to CBM1 fused to the same CD, further suggesting the presence of specific 
binding sites accessible to different type-A CBMs (75).  

The Y67A mutation is located at the edge of the binding site of CBM3a, thus reducing and disrupting 
the effective total planar binding motif available for multimodal binding interactions with cellulose. 
Our MD simulations showed that the absence of Y67 “tilts” the whole CBM towards W118 resulting 
in more frequent H-bond formation between polar residues and the substrate. While MD simulations 
were carried out using an ideal native cellulose crystal, these results indicate a somehow 
compensatory effect due to enhanced H-bond formation. In our experiments, in addition to the non-
ideal crystallinity, the sulfuric acid- derived NCC also displays sulfate groups on the surface (0.3 
µmol sulfur/mg dry NCC). Thus, the mutant could additionally engage with these charged sulfate 
groups, compensating for the loss of π-stacking forces. These interactions may recover the affinity, 
resulting in similar off-rates and unbinding forces of WT and mutant, contrasting a previously 
reported reduction in off-rate for the same mutant using hydrochloric acid- derived NCC (20). 
However, binding orientations which were determined or stabilized by the Y67-substrate interaction 
may no longer be favorable in the absence of this residue as we observed a reduction in total 
available binding sites by 1.8-fold, despite similar unbinding rates determined by QCM-D. 

In summary, based on insights from AFS assays and MD simulations, we hypothesize that the 
planar aromatic binding motif of CBM3a can be grouped into two regions, as highlighted in Figure 
7 as blue and red regions. The first region is dominated by the interactions of W118 and R112/D56 
with the substrate, whereas the second region is established by H57 and Y67 interactions with the 
substrate. For the wild-type, both regions are intact. Thus, pulling on the protein results in a bimodal 
distribution, depending on which region is first dissociated from the cellulose surface. In contrast, 
the interaction with the substrate of the second region for the mutant (highlighted in red in Figure 
7) is greatly reduced due to the significantly higher tilt angle, thus resulting in a unimodal rupture 
force distribution. Alternatively, the CBM may also take on additional binding orientations on the 
crystalline surface, where binding residues may span across multiple glucan chains, in addition to 
binding along a single glucan chain. Even in such a case with more complex binding modes 
considered (i.e., analogous to Buffon’s needle model for multiple CBM-cellulose binding modes), 
the unbinding force may differ between on-chain and across-chain binding events, which still may 
be differentiated using SMFS (35). To further understand the role of each binding residue in the 
recognizing and dissociating from the substrate, rupture force measurements and MD simulations 
of other mutants (such as H57 or W118 mutated to alanine), are suggested in future studies. While 
the application of the DHS model for CBM3a-wt yielded an unbinding rate comparable to previous 
SMFS results, such classical models still failed to accurately predict the unbinding rate of the Y67A 
mutant as well as describe the broad rupture force distribution with the obtained fit parameters for 
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both proteins. This issue might be resolved if bond lifetime measurements are carried out in force-
clamp mode rather than transforming rupture force histograms to bond lifetime data. Nevertheless, 
rupture force histograms could be used further to evaluate the existence of a catch-bond behavior 
for CBMs. Understanding the influence of each binding residue on the binding and unbinding rate 
will pave the way for rational engineering approaches to fine-tune CBM-substrate interactions for 
optimized catalytic activity of cellulases and cellulosomes. This will also open up new avenues for 
CBM utilization, such as nanomaterials (76) or as interfacial anchors for cell immobilization (77). 
Similar studies using multiplexed SMFS will deepen our fundamental understanding of the complex 
multimodal interactions between a wide range of proteins with carbohydrates at interfaces, and the 
functional role of such biophysical interactions in biology. 

Materials and Methods 
 
Chemicals and substrates. Unless otherwise mentioned, all reagents were either purchased from 
VWR International, USA, Fisher Scientific, USA, or Sigma-Aldrich, USA. Streptavidin-coated 
polystyrene particles (SVP30) with a nominal diameter of 3.11 μm were purchased from 
Spherotech Inc, USA. Amino-functionalized beads (01-01-503) with a nominal diameter of 5 μm 
were purchased from Micromod Partikeltechnologie GmbH, Germany, and used as fiducial beads 
to account for drift during AFS assays. Sulfuric acid-hydrolyzed nanocrystalline cellulose was kindly 
donated by Richard Reiner at the USDA Forest Product Laboratory (78).  

DNA tethers. Linear double-stranded DNA tethers were synthesized in one step by PCR using the 
pEC-GFP-CBM3a plasmid as a template and 5’ modified primers. The biotin-modified primer 
(forward primer, 5’-biotin-C6-GGCGATCGCCTGGAAGTA) was purchased from Integrated DNA 
Technologies, Inc. USA. The NTA modified primer (backward primer, 5’-NTA-SS-C6-
TCCAAAGGTGAAGAACTGTTCACC) was purchased from Gene Link, Inc. USA. The whole 
plasmid (5.4 kb) was amplified, then purified using the PCR Clean-up kit (IBI Scientific USA) 
resulting in a linear DNA tether of ~1.8 μm length with one modification on each end of the DNA. 
Amplification and product purity was verified by gel electrophoresis. In addition, a linear DNA tether 
of the same length was amplified using a digoxigenin-modified primer instead of NTA (5’-DIG-NHS- 
TCCAAAGGTGAAGAACTGTTCACC, Integrated DNA Technologies, Inc. USA) to bind to anti-
digoxigenin Fab fragment antibodies (11214667001, Roche). 

Proteins. His8-GFP-CBM3a wild type and its Y67A mutant were expressed and purified as 
described previously (20). 

Buffers. All AFS experiments were carried out in working buffer (WB) containing 10 mM phosphate 
buffer at pH 7.4 supplemented with 0.31 mg/ml BSA and casein and 0.19 mg/ml Pluronic F-127, 
respectively. In addition, two blocking buffers were used to passivate the surface before the 
experiment. Buffer B1 consists of 10 mM phosphate buffer supplemented with 2.5 mg/ml BSA and 
casein. Buffer B2 consists of 10 mM phosphate buffer supplemented with 2.2 mg/ml BSA and 
casein and 5.6 mg/ml Pluronic F-127 respectively. All buffers were degassed in a vacuum (-90 kPa) 
for 30 minutes. 

QCM-D experiments. Quartz Crystal Microbalance with dissipation experiments were carried out 
and analyzed as described previously (20) except for using 10 mM phosphate buffer at pH 7.4 and 
sulfuric acid-derived NCC. 

Atomistic MD simulations of CBM3a interacting with cellulose. Initial coordinates of cellulose-
I were built using a cellulose builder script (79). The fiber was constructed to generate a 
parallelepiped geometry with crystalline parameters 4 4 5. Initial coordinates of CBM3a were 
downloaded from the Protein Data Bank (ID: 4JO5) and missing sidechains were re-constructed 
using the Chimera molecular viewer with the most populated rotameric configurations based on the 
Dunbrack database (80). All simulations were carried with the Amber16 molecular dynamics 
package (81) and spatial coordinates were collected every 100 ps for analysis. A detailed 
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description of the system set-up as well as MD protocol is provided in the SI Appendix text. Initial 
and final MD simulation configurations of WT and Y67A mutant interactions with cellulose surface 
are provided in txt format as supplementary information. 

Cellulose film preparation and AFS chip cleaning. The microfluidic chips used in the AFS are 
custom designed by LUMICKS B.V., the Netherlands for re-use. Therefore, a reliable protocol for 
the immobilization and removal of NCC needed to be established. A multilayer deposition process 
(50) using an automated microfluidic control system was employed from Elvesys S.A.S, France to 
obtain a stable cellulose film. The system consists of a microfluidic controller (OB1, driven by 
compressed nitrogen), a 10-port distribution valve (MUX-D), pressurized fluid reservoirs (2-50 ml), 
and a manifold. To avoid potential damage to the 10-port valve when in contact with NCC, the valve 
was used to direct the pressurized nitrogen to the correct reservoir instead of directly controlling 
the liquid streams. Due to this configuration, installing check-valves on each line was necessary 
prior to entering the manifold to avoid backflow and cross-contamination between reservoirs. The 
flowsheet of the setup is shown in Figure 2 (panel A and B) and the detailed part list can be found 
in SI Appendix Table S4. The microfluidic resistance of the setup including the AFS chip was 
determined to be 3	𝜇𝑙 ⁄ (𝑚𝑖𝑛 ∗ 𝑚𝑏𝑎𝑟) and the volume flown through the chip was calculated based 
on the set pressure and duration. First, the cleaned chip was rinsed with 2 ml DI water, followed by 
flushing through 200 µl 0.05% (w/v) PLL and incubation for 1 minute. Next, the chip was rinsed with 
1ml DI water and blow-dried for 1 minute. 200 µl of NCC at a concentration of 0.5% (w/v) was 
incubated for 1 minute, followed by 1ml water rinse and drying for 1 minute. The deposition of PLL 
and NCC was repeated four more times. Following the final NCC layer deposition, the chip was 
blow-dried for 20 minutes. Finally, the chip was disassembled and the bottom part including the 
flow cell was placed in an oven at 50°C to dry up overnight.  
 
To confirm cellulose deposition using AFM, flow cells of the same channel geometry as the AFS 
chips were prepared by cutting the channel from Parafilm® and fixing it between two microscope 
slides. Holes were drilled in one slide to connect 1/16” OD (1/32” ID) PTFE tubing. After assembly, 
the multilayer deposition process described above was employed manually. The slides were taken 
apart and dried up overnight at 50°C and stored in a desiccator until AFM imaging. The deposited 
NCC samples were visualized from the randomly selected area by an AFM (NX-10, Park systems). 
The AFM was used in non-contact mode operation with a scan size between 2x2 μm and 5x5 μm, 
0.3 Hz scan rate, and 11.1 nm set point with the non-contact mode AFM tip (SSS-NCHR, Park 
systems). The AFM images were analyzed using XEI software (Park systems). 
 
To directly verify the deposition of NCC inside the AFS chip, the fluorescence intensity of GFP-
CBM3a-wt bound to NCC was measured. All experiments were carried in at least triplicates. The 
chip was first rinsed with 500 µl DI water and 500 µl phosphate buffer followed by 15 minutes of 
passivation of the surface in B1 and B2 buffer, respectively. GFP-CBM3a-wt was diluted in WB to 
a concentration of 1 μM and incubated for 5 minutes, followed by rinsing 1 ml of WB. The 
fluorescence images were taken with a CMOS camera (Kiralux, Thorlabs Inc. USA) using 
μManager (82) on an inverted fluorescence microscope (Olympus IX 71) equipped with the 
necessary filters to enable GFP fluorescence. Control experiments on bare glass and PLL treated 
chip surfaces were performed to estimate the degree of non-specific binding of GFP-CBM3a. All 
images were corrected for background and shading (83).  
 
The NCC was removed by incubating piranha solution (7:3 concentrated H2SO4:30% H2O2, v/v) 
two times for 15-30 minutes at 50°C with 500 µl DI water rinses in between. The next step in the 
cleaning procedure involved incubation of 1 M NaOH for 1-12 hours at room temperature followed 
by incubation of piranha solution for 15-30 minutes at 50°C, rinsing with 5 ml DI water, and drying. 
If the AFS chips were used for single-molecule experiments, 5 μm NH2-functionalized beads (to 
serve as fiducial beads) were diluted ~1:1000 in 0.01 M HCl and dried up inside the chip overnight 
at 50°C before the chip was functionalized with NCC. 
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Tethered bead preparation for single-molecule force spectroscopy. Single-molecule 
experiments were carried out on a G1 AFS instrument with G2 AFS chips provided by LUMICKS 
B.V. After immobilizing NCC, the AFS chip was rinsed with 500 µl DI water and 500 µl phosphate 
buffer. Next, the surface was passivated with B1 and B2 buffer for 15 minutes each and rinsed with 
WB. The NTA-DNA tethers were diluted to 6 pM in WB containing 6 nM NiCl2. The bead-DNA-CBM 
construct was prepared in a two-step procedure. First, 15µl streptavidin-coated beads and Ni-NTA-
DNA tethers were mixed to yield less than 1 DNA tether per bead and incubated on a rotisserie for 
30 minutes. Details about the specificity of the Ni-NTA moiety for His-tagged CBMs can be found 
in SI Appending Fig. S8 and the determination of the overall binding efficiency of DNA tethers to 
the beads is described in SI Appendix. The functionalized beads were washed twice by spinning 
down, removing the supernatant, and resuspending in 100 µl WB. GFP-CBM3a-wt or Y67A mutant 
were diluted to 2 nM in WB. The washed and DNA functionalized bead pellet is resuspended in 20 
µl of either WT or Y67A solution (resulting in a >1000x molar excess of CBM with respect to DNA) 
and placed on the rotisserie for 30 minutes. Next, the beads were washed twice in WB to remove 
any unbound CBM and resuspended in 20 µl WB or B2 if a high non-specific bead binding was 
observed during SFMS experiments. There was no significant difference in the partition coefficient 
between WB and B2 for WT (p=0.68, df=7) and Y67A (p=0.49, df=7) mutant. Refer to SI Appendix 
for information about the experimental setup and SI Appendix Fig. S9 for binding data. The CBM-
DNA-bead construct was flushed through the AFS chip and incubated for 30 minutes. Non-bound 
beads were subsequently washed out with WB at a flow rate of 2 µl/min using a syringe pump (New 
Era Pump Systems Inc., USA). A small force of ~0.2-0.5 pN was applied to speed up the flushing 
step. For illustration, a schematic of the single-molecule setup is shown in Figure 1-D. After 
measuring the rupture forces, the chip was rinsed with 100 μl WB, and the next CBM-DNA-bead 
sample was inserted.  
 
To verify that the amplified DNA tethers are 1.8 μm in length, anti-digoxigenin fab fragments 
dissolved in PBS (20µg/ml) were non-specifically bound to the AFS glass surface for 20 minutes, 
followed by the same passivation procedure as outlined above. The DNA tethers in this experiment 
were functionalized with digoxigenin instead of NTA (see Figure 1-C). The DNA-to-bead ratio was 
between 5-10 to ensure a sufficient yield of single-molecule tethers. DNA-functionalized beads 
were incubated on the surface for 10-30 minutes, and the flushing process, bead tracking, and 
analysis procedure were identical to CBM-tethered bead experiments. 
 
Bead tracking, force ramp application, and determination of rupture forces. Tracking and 
analysis of the beads were accomplished using the software package provided by LUMICKS, with 
slight modifications to allow efficient export of rupture forces and associated tethers statistics as 
well as force-distance curves to a spreadsheet. The procedure for identifying a single-molecule 
tether, force calibration, and rupture force determination is described in detail elsewhere (36). The 
beads were tracked at 20 Hz using a 4x magnification objective. The trajectory of the beads without 
applied force was monitored for 8-10 minutes to determine the point of surface attachment (anchor 
point). Next, the force on each bead was calibrated by applying a constant amplitude for 2-4 
minutes. Typically, 2-3 different amplitude values were used to build the calibration curve between 
the applied amplitude and effective force on each bead. Single-molecule tethers were identified by 
the root-mean-square fluctuation (𝑅𝑀𝑆) and symmetrical motion (𝑆𝑦𝑚) of the bead around the 
anchor point during the time frame for anchor point determination. For the CBM-cellulose 
experiment, values of single-molecule tethers for 𝑅𝑀𝑆 and 𝑆𝑦𝑚 are in the range between 850-
1200 nm and 1.0-1.3 respectively. During force calibration, the diffusion coefficient of the bead and 
the force were used as fit parameters. This diffusion coefficient was compared to the diffusion 
coefficient determined by the Stokes-Einstein relation and was in the range between 0.8-1.2 for 
single tethers. The force obtained during force calibration was used to estimate the theoretical 
extension of DNA using the extensible WLC model (52). This extension was compared to the 
measured length during that force calibration point to yield the dimensionless length 𝑙"# and was 
expected to be close to 1 for single tethers. Next, a linear force ramp of either 0.1 or 1 pN/s was 
applied. Rupture forces were determined through the software by finding the time frame at which 
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the z-position of the bead was outside the interval covered by the lookup-table (LUT) value (36). 
An example time trace of a typical rupture force measurement is shown in SI Appendix Fig. S10. 
Each trace and force-extension curve (FD) during force ramp application was inspected manually 
to determine the rupture force accurately.  

Analysis of rupture forces. Further evaluation of traces as well as data analysis was carried out 
by a custom-written MATLAB® script as briefly described below. For each known single-molecule 
trace, several indicators such as 𝑅𝑀𝑆, 𝑆𝑦𝑚, 𝑙"#, rupture force and loading rate, along with the 
obtained force-distance (FD) curve during force ramp application, were imported into MATLAB®. 
To each FD curve, the dimensionless contour length 𝑙# of the WLC model based on the expected 
contour length of 1800 nm was fitted using a persistence length of 𝑙&=42 nm and stretch modulus 
𝑆=1300 pN (84). This fitted length (determined during the force ramp) was compared to the 
dimensionless length during force calibration 𝑙"#, and only traces close to 1 were further analyzed. 
The script also Identified traces in which the rupture force or loading rate was 3 standard deviations 
away from the sample mean. Those traces were examined manually and discarded if the FD curve 
or any other mentioned statistics indicated that the trace did not originate from a single-tethered 
bead. To ensure that no bias was introduced by removing traces, the remaining data was subjected 
to a Pearson and Spearman correlation coefficient test between the obtained rupture force and 
𝑅𝑀𝑆, 𝑆𝑦𝑚 and 𝑙"# respectively. Finally, the obtained rupture force histograms were converted to 
force- dependent bond lifetime data and analyzed using the procedure outlined by Dudko et al. (55) 
to obtain the bond lifetime in the absence of force. The rupture force histograms were converted to 
force- dependent bond lifetime data using Equation 1: 
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The force-dependent bond lifetime 𝜏(𝐹) is described using Equation 2: 
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Where 𝛽 = 1/𝑘%𝑇, 𝜏2 = 1
𝑘!""H  is the bond lifetime (or inverse of the unbinding rate 𝑘!""), 𝑥‡ is the 

transition state distance and Δ𝐺‡ the apparent free energy of activation in the absence of the 
external force. The shape factor 𝜈=1/2 or 2/3 describes the underlying free-energy profile as cusp 
or linear-cubic, respectively.  

The distribution of rupture forces is described by Equation 3: 
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Figures and Tables 
 

 
Figure 1. Schematic of a generic cellulosome and acoustic force spectroscopy experimental 
setup to characterize single-molecule model protein-ligand and CBM3a-polysaccharide 
unbinding forces (not to scale). A) Generic bacterial cell surface anchored cellulosome is shown 
adhering to a single cellulose fiber. The carbohydrate-binding module (CBM) binds to cellulose and 
directs the catalytic domains to the cellulose surface. Shear forces due to the substrate or cell 
movement are exerted on the cellulosome scaffold. B) Side and bottom view of CBM3a structure 
with key aromatic residues involved in binding to cellulose (PDB: 1NBC). The aromatic residues 
W118, H57, and Y67 form a flat binding surface complementary to the cellulose surface. C) 
Schematic outlining the measurement of the unbinding force of model digoxigenin (DIG) ligand 
from surface-bound anti-DIG antibody to validate the bead preparation method as well as analysis 
procedure of AFS traces. D) Schematic outlining the measurement of the unbinding force of His-
GFP tagged CBM3a from a nanocrystalline cellulose surface using the AFS assay. 
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Figure 2. Multilayer deposition of nanocrystalline cellulose (NCC) within the AFS chip 
enables the characterization of a uniform and reproducible surface. A) Flowchart and B) 
Process flow diagram of the NCC deposition method, C) Fluorescence image of the NCC modified 
AFS chip. GFP-CBM3a-wt was used to bind to and visualize the deposited NCC film. The arrow 
indicates a representative area where a bubble was stuck at some point during the NCC deposition, 
resulting is less NCC bound and hence a lesser amount of GFP-CBM3a bound to that area as well. 
The scale bar is 500 µm. D) AFM image (3x3 µm) of the NCC film deposited on a glass slide 
showing a densely covered surface. The red line represents the area used to obtain the average 
height profile trace shown below. Despite minor aggregation of NCC crystals during layer-by-layer 
deposition, height differences are less than 20 nm.  
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Figure 3. No correlation was observed between tether length and rupture force for DIG-aDIG 
and CBM3a-cellulose interactions. A) Force-distance (FD) curves of DNA anchored to the chip 
surface by the DIG-aDIG bond (N=7). The extension at ~65 pN is characteristic for a single DNA 
tether and indicates overstretching of DNA. B) Example of FD curves for DNA anchored to the chip 
surface by the NCC-CBM-bond. The red line shows the WLC fit with 𝑙&=42 nm and S=1300 pN. 
Despite following the WLC model, the tethers show a reduction in length of 25% on average. No 
overstretching was observed since CBMs detach from the surface well below 65 pN. C) Scatterplot 
and linear fit (red line) of rupture force and dimensionless length during force calibration (𝑙"#) for 
DIG-aDIG (N=156). D) Scatterplot and linear fit (red line) of rupture force and 𝑙"# for CBM3a-wt at 
1 pN/s (N=259). No significant correlation is found between the measured rupture force and 𝑙"# 
(See SI Appendix Table S1 and Table S2). 
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Figure 4. AFS reveals distinct multimodal CBM-cellulose rupture force distribution at lower 
loading rates. A-B) Obtained rupture force histograms and fit to a double normal distribution for 
CBM3a-wt at a loading rate of 1 pN/s (N=259) and 0.1 pN/s (N=161) respectively. C-D) Rupture 
force histograms and fit to a double normal distribution for CBM3a Y67A at a loading rate of 1 pN/s 
(N=138) and 0.1 pN/s (N=159). The fit parameters are summarized in SI Appendix Table S3. The 
tail towards higher rupture forces is observed in all cases, however, the Y67A mutant displays only 
a single peak at both loading rates, whereas CBM3a-wt shows no clear single peak, but rather 2 
or more rupture force peaks. 
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Figure 5. Application of the DHS model to obtained CBM3a-cellulose rupture forces 
highlights limitations of classical theory to study multivalent protein-polysaccharide 
unbinding interactions. A, B) Force-dependent bond lifetime obtained from transforming rupture 
force distributions at 0.1 pN/s (o) and 1 pN/s (Δ) using Equation 1 for WT and Y67A, respectively. 
The fit of Equation 2 is shown for 𝜈=2/3 (red, solid line) and 𝜈=1/2 (green, dashed line). C-F) 
Rupture force distributions at 0.1 pN/s and 1 pN/s with the fit of Equation 3 for WT and Y67A 
respectively, using the parameters obtained from fitting Equation. 2 to data in A) and B) for 𝜈=2/3 
(red, solid line) and 𝜈=1/2 (green, dashed line). While both shape factors yield a qualitatively similar 
fit, only 𝜈=2/3 results in ∫ 𝑝(𝑓)𝑑𝑓 = 1. 
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Figure 6: MD simulations provide structural insights into the multiple interactions of CBM3a 
residues with the cellulose surface. A) Representative configuration of CBM3a-wt interacting 
with the cellulose crystal as obtained from unbiased MD simulations. The vector formed between 
the Cα of W118 (left green sphere) and Cα of Y67 (right green sphere) indicates the horizontal 
alignment of the CBM towards the reducing end of the crystal. The angle between this vector and 
the normal vector of the surface is defined as θ. B) Close-up top view of the planar binding motif 
residues of CBM3a-wt identified to be in close contact with cellulose during MD simulations. 
Backbone and hydrogen atoms were omitted for clarity. Select inter-residual H-bonds are indicated 
by the dotted green line. C) Comparison of average number of H-bonds with cellulose for CBM3a-
wt and Y67A mutant residues, respectively. Reduction in S9 seems to be compensated by 
increased stabilization for N10, N16 and D56 in the mutant. D) Average intramolecular H-bond 
formation between pairs of amino acids in both the WT and Y67A mutant. The Y67A mutation leads 
to the total bond rupture between the H57 and A67 pair, however significantly greater interactions 
are observed between D56 and R112. Error bars in C) represent the average deviation of all 
trajectories of two independent simulations and error bars in D) are SEM. 
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Figure 7: Summary of hypothesized origin of multimodal rupture force distribution observed 
for CBM3a-wt bound to cellulose. The planar binding motif may be grouped into two regions as 
highlighted in blue and red oval regions shown here. For CBM3a-wt, both regions are intact and 
interacting with the surface in a multimodal manner. Hence, pulling on the protein yields a bimodal 
rupture force distribution, depending on which region ruptures from the surface first. The Y67A 
mutant binds to the cellulose crystal slightly tilted, reducing the interactions between the red region 
and the substrate. Applying a force on the mutant may therefore result in a unimodal rupture force 
distribution since only the blue binding region highlighted is fully engaged with the substrate at any 
given point in time.  
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Table 1. Fit parameters of force-dependent bond lifetimes for CBM3a-wt and Y67A mutant, 
respectively. The integral column refers to the numerical integration of the rupture force probability 
as described by Equation 3 in the Methods section for both loading rates. 

 
𝝂 
(-) 

𝒌𝒐𝒇𝒇 
(s-1) 

𝒙‡ 
(nm) 

𝚫𝑮‡ 
(kBT) 

∫ 𝒑(𝒇)𝒅𝒇 at 0.1 pN/s [1 pN/s] 
(-) 

WT 2/3 0.0091 0.88 5.4 1.0 [1.0] 

 1/2 0.0071 1.24 5.9 0.95 [0.80] 

Y67A 2/3 0.0044 1.12 8.1 1.0 [1.0] 

 1/2 0.0041 1.22 8.7 0.93 [0.79] 
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Supplementary text  
 
Biotinylated DNA binding efficiency to streptavidin-coated beads. The binding efficiency was 
determined using a supernatant assay (1) in which the concentration of unbound DNA was 
measured using the Quant-it PicoGreen dsDNA Assay kit (Thermo Fisher Scientific). For each 
experiment, 70 μl of 3.11 μm diameter streptavidin-coated beads were washed in Tris-EDTA (TE) 
buffer at pH 7 containing 1mg/ml BSA and mixed in a PCR tube with 1.8 μm long biotin/digoxigenin- 
DNA tethers at a ratio of 100 tethers per bead. Control experiments with the same concentration of 
DNA but without beads were used to estimate the amount of non-specific binding of DNA to the 
PCR tube. The bead-DNA mixture was incubated on a rotisserie for 30 minutes and subsequently 
spun down to separate beads and supernatant. The supernatant (50 μl) was transferred to a clear-
bottom 96-well plate and mixed with the fluorescent dye following the manufacturer’s protocol. The 
fluorescence was measured at 480 nm excitation, 520 nm emission with a cut-off of 495 nm. The 
concentration of DNA was determined using a standard curve of λ-DNA supplied with the kit. The 
binding efficiency was calculated as 𝐵𝐸 = 1 − !!

!"
, where 𝑐" is the concentration of DNA in the 

supernatant of the bead containing the sample and 𝑐# the concentration of DNA in the supernatant 
of the control sample. The degree of non-specific binding of DNA was calculated as 𝑁𝑆 = 1 − !"

!#
 

where 𝑐$ is the concentration of DNA initially added. The binding efficiency of 1.8 μm long 
biotin/digoxigenin- DNA tethers was determined to be 8.8 ± 0.5% (mean ± SD, n=7), whereas the 
degree of non-specific binding was significantly higher with 20.2 ± 0.87%.  
 
NTA-Tether specificity for His-tagged proteins. To confirm the specificity of the NTA -DNA tether 
for His-tagged proteins, a similar approach as described in (2) was performed. Instead of attaching 
the NTA-DNA via the biotin handle to streptavidin-coated microplates, streptavidin-coated beads 
(20 μl) were used with a DNA-to-bead ratio of 1000, 10,000, and 20,000. The respective amount 
of DNA was added to the beads with 100-1000x molar excess of NiCl2 and incubated in WB on a 
rotisserie for 30 minutes. Next, the beads were washed twice with WB followed by resuspension in 
20μl WB containing His-tagged CelE-CBM3a (3) at a concentration of 285 nM followed by 
incubation for 15 minutes. This resulted in a molar excess of protein between 10-200 with respect 
to DNA. To test whether the protein is immobilized to the beads via the His-tag, half of the bead 
samples were washed three times with WB, whereas the other half was washed three times with 
WB containing 500 mM imidazole to elute the protein from the Ni-NTA tethers. All samples were 
resuspended in 60 μl working buffer containing 2mM pNP-cellobiose (4-Nitrophenyl-β-D 
cellobioside, Carbosynth Ltd) and incubated at 50°C for 24 hours with overhead mixing. A 
schematic of the experimental setup is shown in Fig. S8-A. The concentration of released pNP was 
determined by measuring the absorbance and 405nm and comparison to a standard curve. Fig. 
S8-B shows the hydrolysis of pNP-cellobiose as a function of the molar DNA-to-bead ratio (amount 
of CelE-CBM3a immobilized per bead). The conversion increases with increasing CelE-CBM3a 
density on the beads. Control experiments in which CelE-CBM3a-functionalized beads have been 
washed with imidazole show no significant conversion, thus verifying that the prepared DNA tether 
specifically binds to streptavidin-coated beads and His-tagged proteins.  
 
Pull-down (solid-state depletion) assay for CBM3a-wt and Y67A mutant on NCC. Pull-down 
assays of CBM3a-wt and Y67A were performed in WB and B2 to investigate the effect of blocking 
agents on the binding affinity. The assays were carried out in clear 96-round bottom well plates in 
triplicates. To each well, 10 μl of 1 mg/ml NCC for WT and 10 μl of 10mg/ml of NCC for Y67A were 
added, followed by the addition of 90 μl of protein at a concentration between 0.25 μM and 4 μM. 
Control experiments for non-specific binding to the wells without substrate at the same protein 
concentrations were prepared on the same plate. The plates were covered with parafilm and 
incubated on a thermomixer at room temperature for 3 hours and shaking at 500 rpm. After binding, 
7 μl of 5 M NaCl were added to precipitate the NCC, and the plates were centrifuged for 15min at 
3200 g. The supernatant was transferred to an opaque 96-well flat bottom plate and the 
fluorescence was measured at 488 nm excitation with 509 nm emission and a 495 nm cut-off. The 
fluorescence intensity was converted to protein concentration based on a standard curve which 
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was prepared parallel to the experiment. The concentration data were converted to bound protein 
per g of NCC and fitted to the partition coefficient described in Equation S1. 
𝐵 = %$%&

&'
∗ 𝐹   (S1) 

Where 𝐵 represents the amount of bound protein per gram of NCC and 𝐹 stands for the free protein 
concentration. The ratio of the maximum number of binding sites, 𝑛'(), and dissociation constant, 
𝐾* is referred to as the apparent partition coefficient and describes the distribution of protein 
between substrate and solution in equilibrium Fig. S9 shows the binding data of CBM3a-wt and 
Y67A mutant in WB and B2 along with the fit Equation S1. The partition coefficient for CBM3a-wt 
is 6.5 ± 0.4 (mean ± SE) L/g and 6.4 ± 0.7 L/g for WB and B2, respectively and 0.73 ± 0.05 L/g and 
0.69 ± 0.11 L/g for the Y67A mutant in WB and B2 respectively. 
 
MD simulation system set-up. The protein was placed to position residues Y67, H57, R112 and 
W118 close (3 A°) to the surface of the cellulose fiber, with the Y67 pointing towards the reducing 
end of the fiber (-OH term of cellobiose). Atoms C4, C3 and C1 of terminal glucoses were 
positionally restrained to mimic an infinitely long fiber. The system was represented using the 
CHARMM36 force field (4), generated with the CHARMM-gui web (5) interface. The GLYCAM (6) 
force field was used for representing cellulose. The system was solvated using a CHARMM 
modified version of the TIP3 (7) water model and excess of charges were neutralized and overall 
ionic strength of 150 mM was set into the system using K+/Cl- ions. After energy minimization, the 
system was thermalized to 310 K for a short time (20 ns) using the GROMACS 2018.6 MD engine 
(8). Four snapshots from the equilibration procedure were later transformed into AMBER-formatted 
topology using the gromber tool of ParmEd from AmberTools 16 (9) for posterior MD production. 
MD production runs were carried using the AMBER 16 software (10). Water molecules were kept 
rigid with SETTLE (11), while other covalent bond lengths involving hydrogen were constrained 
with SHAKE (11) (tolerance 1⁄4 106 nm) algorithm. Non-bonded Lennard-Jones (LJ) interactions 
were evaluated using an atom-based cut-off with forces switched smoothly to zero between 1.0 
and 1.2 nm. Non-bonded Coulomb potentials were calculated using the smooth particle-mesh 
Ewald method (12) with Fourier grid spacing of 0.08–0.10 nm and fourth-order interpolation. 
Simulation in the canonical NpT ensemble was achieved by applying an isotropic coupling using a 
Monte Carlo barostat (10) method fixed at 1.01325 bars. Simulations were carried out at 310 K 
using a velocity Langevin dynamics algorithm with a coupling constant of 1 ps. Forces were 
integrated using a time step of 4 fs, which was enabled by hydrogen mass repartitioning. 
Nonbonded neighbor lists were built up to a distance cutoff of 1.4 nm and updated heuristically. 
Four independent replicates were run with a collective simulation time of 10 μs. Trajectories were 
saved each 100 ps for analysis. 
 
  



 
 

4 
 

Supplementary Figures 
 

 
Fig. S1. AFM images of glass slides at different stages of the multilayer deposition process. 
A) bare surface after piranha treatment, B) poly-L-lysine (PLL) treated surface, C) 1x NCC layer on 
a PLL layer. The surface roughness factor (Ra) along randomly selected lines is 0.19 nm for the 
bare surface, 1.19 nm for the PLL treated surface, and 1.30 nm for one NCC layer on PLL. The 
scale bar is 500 nm. 
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Fig. S2. Digoxigenin-anti-digoxigenin (DIG-aDIG) unbinding forces measured using acoustic 
force spectroscopy. Loading rate (A) and rupture force (B) histogram of DIG-aDIG (N=156). The 
fitted values (mean ± SD) are 0.14 ± 0.05 pN/s and 18.8 ± 7.0 pN respectively. 
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Fig. S3. No correlation is found between the rupture force and 𝑹𝑴𝑺 or 𝑺𝒚𝒎, even though 
shorter tethers are observed on NCC surfaces. A-B) Scatter plots of rupture force with 𝑹𝑴𝑺 and 
𝑺𝒚𝒎 of DIG-aDIG rupture measurements and C-D) Scatter plots of rupture force with 𝑹𝑴𝑺 and 
𝑺𝒚𝒎 of CBM3a-wt- NCC rupture measurements at 1 pN/s. The red line indicates the best linear fit 
to the data. No significant correlation between rupture force and 𝑹𝑴𝑺 or 𝑺𝒚𝒎 is observed. Refer 
to Table S3 and Table S4 for correlation coefficients. E) Histogram of dimensionless length during 
force calibration (𝒍𝒇𝒄) for DIG-aDIG (yellow, N=156) and CBM3a-wt- NCC (blue, N=259). The red 
line shows the normal distribution fit to each data set and mean ± SD are 0.83 ± 0.23 and 1.1 ± 
0.12 for CBM3a and DIG-aDIG, respectively. On average, a 25% reduction in measured length was 
observed for tethers on NCC surfaces. 
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Fig. S4. Schematic of possible mechanisms for non-specifically bound beads to cellulose. 
A) Bead stuck directly to the surface usually shows a small RMS (< 500nm) and can easily 
distinguished from DNA-tethered beads. B) DNA non-specifically bound to the surface. Such beads 
show 4x lower binding probability on the NCC surface compared to CBM- tethered beads and the 
binding is weak such that most beads are removed during the flushing step prior to the experiment. 
C) GFP non-specifically bound to the surface. Similar to B) the binding probability is lower 
compared to CBM-tethered beads. A combination of all three situations is possible in the actual 
experiment. 
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Fig. S5. Comparison of entire rupture force histogram of CBM3a-wt obtained at 1 pN/s 
(N=259) with reduced data sets. The criteria for inclusion in the reduced data set is an expected 
length during force calibration (𝒍𝒇𝒄) identical to 𝒍𝒇𝒄 obtained from DIG-aDIG experiments (μ ± σ = 
1.1 ± 0.12). The blue histogram represents the full data set, whereas the green histogram shows 
reduced data for A) μ ± σ (N=37) and B) μ ± 2σ (N=88). Qualitatively, the same shape of the 
histogram is obtained in both cases, thus indicating that shorter than expected DNA tethers are not 
affecting the rupture force measurement. 
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Fig. S6. Comparison of ζ and ξ torsion angles for H57, R112, and W118 between wild-type 
and Y67A mutant of CBM3a. While the ζ and ξ torsion angles for CBM3a-wt remain around one 
local minimum, some deviation from that minimum is observed for the Y67A mutant. The rotation 
of the histidine of ~180° (as defined by ζ) results in a lower energy minimum in the mutant due to 
the absence of the stabilizing Y67 residue. In addition, a greater variation in ξ-angles is observed 
for the mutant protein. R112 observes two more energy minima along the ξ-rotation axis compared 
to the wild-type (indicated by red arrows). W118 is not affected by the Y67A mutation as both 
torsion angles are similar for the wild-type and mutant proteins. 
  



 
 

10 
 

 
Fig. S7. Histogram of CBM orientations with respect to the cellulose surface sampled 
during MD simulations. The orientational angle (θ), as defined in the Main text Fig 6, increases 
for the Y67A mutant compared to the WT. N=16,346 for the WT and N=21,968 for Y67A 
respectively. 
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Fig. S8. Validation of binding specificity of Ni-NTA modified DNA tethers to His-tagged 
proteins. A) Schematic of the experimental setup. The DNA is connected to the bead by the 
streptavidin-biotin bond, whereas CelE-CBM3a is bound to the DNA by the Ni-NTA-Histidine bond. 
CelE-CBM3a hydrolyses the pNP-cellobiose to release pNP, which can be quantified by measuring 
the absorbance at 405 nm. B) Conversion of pNP-cellobiose as a function of molar DNA-to-bead 
ratio shows that samples washed with imidazole lose all the immobilized CelE and result in no 
significant conversion. Error bars represent the standard deviation of 3 experimental replicates. 
The line is the best logarithmic fit as a guide. 
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Fig. S9. Bulk ensemble binding data of CBM3a-wt and Y67A mutant to nanocrystalline 
cellulose. Binding data of CBM3a-wt in WB (o), B2 (Δ) and Y67A mutant in WB (◊) and B2 (□). 
Error bars indicate the standard deviation of three experiments. Solid lines represent the fit of 
equation S1 to the data to obtain the partition coefficient. 
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Fig. S10. Overview of a typical AFS single-molecule rupture force assay. A) Sketch of a 
tethered particle during anchor point determination (1), force calibration (2), and rupture during the 
force ramp (3). B) Example of a single-molecule trace recorded with the AFS. The anchor point 
was determined during the first 8 minutes at which the 𝑹𝑴𝑺 and 𝑺𝒚𝒎 values were calculated. 
Between minutes 8 and 12.5, the force was calibrated, and the measured extension was compared 
to the theoretical extension following the WLC model to yield 𝒍𝒇𝒄. Finally, a linear force ramp was 
applied until the bond ruptured at approximately 14 minutes. 
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Supplementary Tables 
 
Table S1. Pearson correlation coefficient with p-values in parenthesis tested between the 
measured rupture force and 𝑹𝑴𝑺, 𝑺𝒚𝒎 and 𝒍𝒇𝒄 respectively. No significant correlation is observed 
except between rupture force and 𝑺𝒚𝒎 for Y67A at 0.1pN/s (p=0.043).  

 𝑹𝑴𝑺 𝑺𝒚𝒎 𝒍𝒇𝒄 
DIG-aDIG 0.1163 (0.148) 0.0968 (0.229) 0.0672 (0.404) 
WT 1pN/s 0.0024 (0.969) 0.0126 (0.840) 0.0109 (0.861) 
WT 0.1 pN/s 0.0480 (0.545) 0.0382 (0.630) -0.0128 (0.872) 
Y67A 1pN/s -0.083 (0.334) -0.0741 (0.388) -0.0268 (0.755) 
Y67A 0.1pN/s -0.0498 (0.533) 0.1609 (0.043) -0.0214 (0.789) 
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Table S2. Spearman correlation coefficient with p-value in parenthesis tested between the 
measured rupture force and 𝑹𝑴𝑺, 𝑺𝒚𝒎 and 𝒍𝒇𝒄 respectively. No significant correlation is observed. 

 𝑹𝑴𝑺 𝑺𝒚𝒎 𝒍𝒇𝒄 
DIG-aDIG 0.1081 (0.179) 0.1102 (0.171) 0.0582 (0.471) 
WT 1pN/s 0.0217 (0.728) -0.0158 (0.780) -0.0004 (0.995) 
WT 0.1 pN/s 0.0329 (0.679) 0.0274 (0.730) -0.0185 (0.816) 
Y67A 1pN/s -0.1073 (0.210) -0.0547 (0.524) -0.0664 (0.439) 
Y67A 0.1pN/s -0.0229 (.0774) 0.1497 (0.060) -0.0074 (0.926) 
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Table S3. Mean and standard deviation of double normal fit of the rupture force distribution for 
CBM3a-wt and Y67A mutant shown in Fig 4 in the main manuscript. 𝒑(𝝁𝟏) denotes the fraction of 
the first peak. 

  𝒑(𝝁𝟏) (-) 𝝁𝟏 (pN) 𝝈𝟏(pN) 𝝁𝟐(pN) 𝝈𝟐(pN) 
WT 1 pN/s 0.71 8.52 2.86 17.54 6.44 
 0.1 pN/s 0.37 3.50 0.69 7.06 2.66 
Y67A 1 pN/s 0.64 7.90 2.31 14.90 4.29 
 0.1 pN/s 0.67 4.52 1.13 9.08 3.67 
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Table S4. Parts list for the microfluidic setup shown in Fig 2-B in the Main text. 

Item Description QTY 
Part 
Number Vendor 

Pressure Controller  1 OB1-MKIII+ Elvesys S.A.S. 
10-way Valve 1 MUX-D Elvesys S.A.S. 
50ml Fluid Reservoirs 1 KRM1 Elvesys S.A.S. 
2ml Fluid Reservoirs 2 KRXS-V2 Elvesys S.A.S. 
PTFE Tubing 1/16” OD (1/32” ID) 8m KFSPPI Elvesys S.A.S. 
Low -Pressure Manifold Assembly, 6 port 1 P-152 Idex Corporation 
Adapter, Male Luer Lock x Female ¼-28 Flat Bottom 4 P-675 Idex Corporation 
Adapter, Female Luer x Male ¼-28 Flat Bottom 4 P-624 Idex Corporation 
Check Valve, Female Luer x Male Luer Lock 4 30505-92 Masterflex 
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Legend for MD simulation files in rtf format 
 

 
Note: To convert files to pdb format, the file extension rtf must be removed from the file name. 
  

File name Description 

Start_WT.pdb.rtf 
Example of MD simulation configuration file of CBM3a wild type 
binding to a cellulose-I crystal at the beginning of the simulation 

Final_WT.pdb.rtf 
Example of MD simulation configuration file of CBM3a wild type 
binding to a cellulose-I crystal at the end of the simulation 

Start_Y67A.pdb.rtf 
Example of MD simulation configuration file of CBM3a-Y67A mutant 
binding to a cellulose-I crystal at the beginning of the simulation 

Final_Y67A.pdb.rtf 
Example of MD simulation configuration file of CBM3a-Y67A mutant 
binding to a cellulose-I crystal at the end of the simulation 



 
 

19 
 

 
SI References 
 
1.  E. W. A. Visser, L. J. Van Ijzendoorn, M. W. J. Prins, Particle Motion Analysis Reveals 

Nanoscale Bond Characteristics and Enhances Dynamic Range for Biosensing. ACS 
Nano 10, 3093–3101 (2016). 

2.  J. Shimada, et al., Conjugation of DNA with protein using His-tag chemistry and its 
application to the aptamer-based detection system. Biotechnol. Lett. 30, 2001–2006 
(2008). 

3.  C. K. Bandi, A. Goncalves, S. V. Pingali, S. P. S. Chundawat, Carbohydrate-binding 
domains facilitate efficient oligosaccharides synthesis by enhancing mutant catalytic 
domain transglycosylation activity. Biotechnol. Bioeng. 117, 2944–2956 (2020). 

4.  J. Huang, et al., CHARMM36m: An improved force field for folded and intrinsically 
disordered proteins. Nat. Methods 14, 71–73 (2016). 

5.  S. Jo, et al., CHARMM-GUI 10 years for biomolecular modeling and simulation. J. 
Comput. Chem. 38, 1114–1124 (2017). 

6.  S. S. Mallajosyula, S. Jo, W. Im, A. D. MacKerell, “Molecular Dynamics Simulations of 
Glycoproteins Using CHARMM” in Glycoinformatics, T. Lütteke, M. Frank, Eds. (Springer 
New York, 2015), pp. 407–429. 

7.  W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey, M. L. Klein, Comparison 
of simple potential functions for simulating liquid water. J. Chem. Phys. 79, 926–935 
(1983). 

8.  S. Páll, M. J. Abraham, C. Kutzner, B. Hess, E. Lindahl, Tackling Exascale Software 
Challenges in Molecular Dynamics Simulations with GROMACS in Solving Software 
Challenges for Exascale, S. Markidis, E. Laure, Eds. (Springer International Publishing, 
2015), pp. 3–27. 

9.  R. Salomon-Ferrer, D. A. Case, R. C. Walker, An overview of the Amber biomolecular 
simulation package. Wiley Interdiscip. Rev. Comput. Mol. Sci. 3, 198–210 (2013). 

10.  S. Le Grand, A. W. Götz, R. C. Walker, SPFP: Speed without compromise - A mixed 
precision model for GPU accelerated molecular dynamics simulations. Comput. Phys. 
Commun. 184, 374–380 (2013). 

11.  S. Miyamoto, P. A. Kollman, Settle: An analytical version of the SHAKE and RATTLE 
algorithm for rigid water models. J. Comput. Chem. 13, 952–962 (1992). 

12.  T. Darden, D. York, L. Pedersen, Particle mesh Ewald: An N·log(N) method for Ewald 
sums in large systems. J. Chem. Phys. 98, 10089–10092 (1993). 

 


