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ABSTRACT: We report the results of modeling CO, reduction (CO,R) to CO over CHE ,CHE
Ag(110) and Cu(211) surfaces at different applied potentials using grand-canonical ‘
density functional theory (GC-DFT), a method specifically designed to accurately
model electrochemical systems. In addition to demonstrating GC-DFT’s ability to
accurately model electrochemical processes, we also compare it with the computa- o &
tional hydrogen electrode (CHE) approach. GC-DFT predicts that the geometries of
these reacting systems strongly depend on the applied potential, and the Helmholtz
free energies vary nonlinearly with the applied potential, which contradicts a central
assumption of the CHE approach. The CHE approach neglects the change in the g9 2
number of electrons on the electrode surface at different applied potentials, which \E (Y Y

reduces its accuracy as the potential changes from the potential of zero charge. Our n_
results further demonstrate that the grand free energies of the reaction intermediates
not only depend on the value of the applied potential but also on the metal surface
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type, adsorption site, and adsorbate. GC-DFT’s ability to predict the effect of the

applied potential on adsorbate geometry enables it to evaluate different possible reaction mechanisms at different applied potentials.
For instance, GC-DFT predicts that the first step of CO,R likely switches from proton-coupled electron transfer to sequential
electron transfer and then proton transfer at more reducing potentials, a result that cannot be determined by the CHE because it
assumes that all electron transfers are coupled to proton transfers and neglects the effect of the applied potential on the adsorbate

geometry.

B INTRODUCTION

As the cost to generate electric power from solar and wind
continues its steep decline, carbon-free electrochemical
processes that exploit inexpensive electricity will become
increasingly economically viable. Electrocatalysis to produce
various value-added products is one area that is poised to
exploit this disruptive opportunity. However, although these
processes will be driven by renewably produced energy, their
viability still requires that they utilize this energy efficiently, for
instance, by minimizing overpotentials. Consequently, discov-
ering efficient electrocatalysts and electrocatalytic processes is
central to accelerating the development of a carbon-free
electrochemical industry. Quantum chemical modeling is a
powerful approach to developing new catalysts and chemical
processes because it provides a fundamental description of
atomistic systems and can accurately predict their properties ab
initio. While this promise is being fulfilled for a variety of areas,
its application to electrocatalysis encounters many obstacles.
This is primarily a result of the computational complexity of
realistically describing the electrified electrocatalyst interface to
properly evaluate the effects of the applied potential and the
electrolyte. These challenges have motivated various ap-
proaches that either neglect these effects completely or
simplify them to make the quantum mechanical problem
computationally tractable.
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Most computational studies that have modeled electro-
chemical reactions have employed density functional theory
(DFT) to describe the electronic structure of the catalyst and
reacting species, either vacuum or continuum models of the
electrolyte to model solvent effects and either neglect the
applied bias entirely or employ the computational hydrogen
electrode (CHE) approach’ to approximate the effects of the
applied potential on the energetics of the reaction mecha-
>~ The CHE model’s appeal stems from its simplicity in
estimating the free energy as a function of potential for
reactions involving proton-coupled electron transfer (PCET)
steps with simple algebraic corrections to DFT-computed
electronic energies. The central idea of the CHE framework is
to express hydrogen gas in equilibrium with a solvated proton
and an electron at the Fermi level of a Pt electrode of the
standard hydrogen electrode (SHE) at 0 V, as described by the
following equation

nism.

Received: August 23, 2021
Revised:  October 7, 2021
Published: October 21, 2021

https://doi.org/10.1021/acs.jpcc.1c07484
J. Phys. Chem. C 2021, 125, 23773-23783



The Journal of Physical Chemistry C

pubs.acs.org/JPCC

1

+ —
S < Hag e

(1)

Therefore, the chemical potential of the solvated proton—
electron pair (u(H") + u(e7)) is related to that of gaseous
hydrogen ,u(Hz(g)) as a function of the applied potential ¢
through the equation

p(H") + p(e”) = 0.5u(H,,) — e @)

where e is the elementary positive charge. This reference is
incorporated into the energies of PCET steps to simply shift
their DFT-predicted energies by the electrode potential ¢
times e.

The CHE approach utilizes conventional DFT and thus
assumes a constant number of electrons to model the charged
electrode surface regardless of the applied potential. Therefore,
the electronic structure of the catalyst and reacting species is
that of the neutral system, and the proton—electron pair in the
PCET step is directly transferred to the adsorbate. Addition-
ally, the DFT-computed energies of reaction intermediates do
not correspond to a constant applied potential because the
potential of zero charge (PZC) depends sensitively on the
adsorbate identity, adsorption site, and binding mode. Hence,
while the CHE approach assumes that every reaction step
occurs at a Fermi level aligned with the applied potential, in
practice, it is based on DFT energies computed at a constant
number of electrons and Fermi levels that vary as the reaction
progresses. Furthermore, the CHE assumes that the catalyst
and adsorbate geometries at all biases are fixed at the atomic
positions predicted by DFT for the system with a fixed number
of electrons. Therefore, the CHE model neglects the deviation
from integer charge states of the electrode surface. It also
assumes that the linear correction to the DFT energy that
accounts for the electrochemical energy of electron transfer
(ET) is independent of the catalyst surface and the adsorption
site. This simplification could lead to considerable error
because the electronic structures of each surface and reactive
site are unique, and consequently, the localization of the
additional electron density on the surface at more reducing
potentials distributes itself to these sites differently at each
potential. In addition to the errors associated with these
approximations, the CHE was found to not estimate accurate
adsorption energies in the presence of electrolyte coadsorp-
tion.'" These possible sources of error must be evaluated to
determine whether the CHE is sufficiently accurate to reliably
guide the discovery and development of electrocatalysts. If not,
a more sophisticated computational method is needed to
provide an accurate and fundamental tool to rationally design
and computationally prototype candidate electrocatalysts and
their associated processes.

Grand-canonical DFT (GC-DFT) provides a fundamentally
correct description of electrified interfaces and a correct model
of electrocatalysis when coupled with a sufficiently detailed
solvent model of the solvent and electrolyte. GC-DFT
calculates the grand free energy at an arbitrary potential by
optimizing the grand free energy while self-consistently solving
for the number of electrons that matches the applied potential
rather than calculating the electronic energy of the system with
a fixed number of electrons. The grand free energy is defined as
® = A — uN, where A, y, and N are the Helmholtz free energy,
chemical potential, and total number of electrons, respectively.
GC-DFT enables accurate calculation of the electronic energy
and adsorbate geometry and should thus provide a reliable

prediction of the energetics of electrochemical reaction
pathways. Furthermore, it enables the comparison of various
possible reaction mechanisms at different applied potentials. In
this work, we applied GC-DFT to theoretically analyze the
electrochemical CO, reduction (CO,R) reaction on two well-
studied CO,R catalysts and compared these results to those
computed using the CHE.

Electrocatalytic CO,R has been under intense study due to
its potential to be the key part of a closed-loop solution that
meets growing energy demands while achieving net-zero
carbon emissions by recycling CO, into value-added fuels.
Achieving efficient and selective CO,R into valuable products
is extraordinarily challenging. One common approach to CO,R
is to first convert CO, into fuel precursors, such as syngas (CO
+ H,), followed by Fischer—Tropsch synthesis to produce
hydrocarbons.'”™"> While syngas production is typically
performed as a thermochemical process, several promising
electrochemical systems with hisgh selectivity toward syngas
have been recently discovered.'® Electrochemical production
of CO from CO, is particularly attractive because Faradaic
efficiencies above 95% can be achieved,'”*' although it
requires the use of expensive catalysts such as Au or Ag, which
makes its industrial-scale implementation economically chal-
lenging. For an electrocatalytic CO,R process to be
economically viable at a sufficiently large scale to make a
significant impact on atmospheric CO, concentrations and to
produce chemicals on a scale that could displace petrochemical
production, the catalyst must be stable, selective, and
composed of earth-abundant metals. Previous studies of
CO,R have demonstrated that several transition metal
catalysts, such as Au, Ag, Zn, Pd, and Ga, are highly selective
toward CO.”*~** Copper was found to readily catalyze CO,R
to CO but with low selectivity as it promotes C—C coupling
reactions and yields a variety of compounds and thus requires
subsequent separation processes that lower its overall efliciency
and raise its cost.”” Despite the identification of various
potential reaction mechanisms and the publication of
numerous experimental and computational studies of CO,R,
debate about these reaction pathways, and their energetics and
activity, continues unabated. The nature of the influence of the
applied field on the mechanism and its associated energetics is
even less well-understood, although it lies at the very heart of
the electrochemical process. Even for electrocatalysts that, in
contrast to Cu, are highly selective, determining and
understanding the detailed electrocatalytic mechanism remain
an unsolved problem.

Obtaining a clear, detailed, and fundamental understanding
of the microscopic reaction mechanism is crucial to optimizing
CO,R and increasing the yield of specific products.
Unfortunately, the obstacles to ab initio modeling of
electrocatalytic processes described above have hindered
theory from elucidating the underlying principles that govern
these processes, while the limitations of the CHE approach
may provide misleading descriptions of CO,R and other
electrochemical processes. Consequently, fundamentally cor-
rect and detailed descriptions of electrocatalysis remain elusive
even for what are expected to be simple processes, such as
CO,R to CO on d-block metals. Again, the primary reason for
this is the challenge of quantum mechanical modeling of the
electrochemical interface, for example, by DFT, which involves
both the complexities of describing the solvation of the
reacting interface by the electrolyte and the influence of the
applied bias. To avoid these difficulties, most computational
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models of electrocatalysis have used DFT to model the
reacting electrocatalyst surface in vacuum®’™ and in the
absence of an applied potential. In this work, we employ GC-
DFT as implemented within the JDFTx code to model the
solvated and electrified electrocatalyst interface where the
number of electrons is determined self-consistently to align the
Fermi level with the applied potential.>* We have chosen to
model the mechanism of CO,R to CO catalyzed by two well-
studied systems, Ag(110) and Cu(211), to compare how the
GC-DFT and CHE methods differ in describing the electro-
chemical reaction energetics.

B COMPUTATIONAL METHODS

Computational Details. To model CO,R on the Ag(110)
surface, slabs of 32 Ag atoms in four layers were periodically
repeated using a supercell with approximate dimensions of 6 X
8 X 30 A, which included >15 A of vertical space between the
surface atoms and the bottom of the periodic image of the slab.
This unit cell was tested to produce similar energies to larger
cells and was sampled using a 5 X 4 X 1 I'-point centered k-
point grid. For the *COOH adsorbate on the Ag surface, a 6 X
16 X 30 A supercell containing 64 Ag atoms was utilized with a
5 X 2 X 1 k-point grid. The doubling of the unit cell size in the
direction parallel to the adsorbate was done to eliminate
hydrogen bonding between *COOH and its periodic image.
To model CO,R on the Cu(211) surface, 72 Cu atoms in four
layers to form a Cu(211) slab were periodically repeated using
a supercell of approximately 13 X 8 X 22 A with >15 A of
separation between the top of the slab and the bottom of its
periodic image with a 2 X 3 X 1 k-point grid. The Monkhorst—
Pack algorithm was utilized to select the k-point mesh for all
slabs.*

GC-DFT calculations were performed using the joint DFT
(JDFTx) code,”* the PBE-D2 exchange—correlation functional,
SG15 pseudopotentials, and a plane-wave basis with a 20
Hartree cutoft energy. Fermi—Dirac smearing with a 0.001
Hartree width was used to accelerate the self-consistent field
convergence. Electronic structure calculations were converged
when total energy differences of <107® Hartree were attained,
while geometry optimizations were converged when total
energy differences of <107° Hartree were attained.”® The
charge-asymmetry corrected, local-response, and nonlocal-
cavity (CANDLE) solvation model was employed to treat
solvation effects on charged/adsorbed species.36 Conventional
DFT was employed to obtain CHE pathways using the same
computational settings described above and the same solvent
model, CANDLE. The GC-DFT method describes the effect
of the applied bias on the reaction by self-consistently
minimizing the grand free energy by solving for the number
of electrons that results in a Fermi level, that is, the chemical
potential of electrons y, that matches the applied potential.
Applied biases ranging from —1.8 to +0.4 V for Ag and from
—1.3 to +0.6 V for Cu versus SHE were explored.

Reference Electrode of the CHE versus GC-DFT. Here,
we describe what is implicitly defined as the 0 V potential
according to the CHE and GC-DFT formalisms. GC-DFT sets
a specific chemical potential corresponding to 0 V versus SHE
that was benchmarked by Sundararaman et al. against
experiments for the CANDLE solvent model interfaced with
DEFT descriptions of the electronic structure of various catalyst
surfaces.’™** On the other hand, the CHE references the
potential for the DFT-computed energies. This is a
fundamental limitation of the CHE approach because conven-

tional DFT minimizes the geometries to the lowest possible
electronic energy—not the grand free energy—with the
number of electrons fixed to that of the neutral, unbiased
system; that is, the potential floats to the PZC. Thus, the CHE
assigns the reference potential to the PZC. From the more
fundamental grand-canonical perspective, the CHE computes
geometries and energies of intermediates at different,
unaligned potentials because the PZC of any specific electrode
surface depends on the adsorbate. We refer to these types of
calculations as “unbiased”. Consequently, the CHE computes
reaction pathways that represent a sequence of electrochemical
reaction steps that occur at a variable potential rather than a
constant potential consistent with the experiment. In this
study, we reference the CHE potential to the PZC of the clean
surface slab.

Energy Calculations and Reaction Coordinate Dia-
grams. Using the CHE approach, the free energy of a reaction
intermediate formed by n PCET steps is calculated as a
function of the applied potential ¢ as

AG(%”) = AGCoerFT + neg (3)

where 7 is the number of electron—proton pairs transferred to
the adsorbed intermediate and AGcg,, ppr is the DFT-
computed energy of the PCET step corrected for the zero-
point energy (ZPE) and S, although in practice these
corrections are rarely implemented. Thus, the CHE linearly
shifts the corrected DFT-computed energy by negp for the
system under an applied potential ¢. In the CHE equation (eq
3), the inclusion of the ZPE and S only improves the accuracy
of the constant term AGg,,, ppr and is not affected by ¢. For
this reason, and because they do not contribute significantly to
differences between the CHE and GC-DFT-calculated reaction
energetics under various ¢ and the computational expense of
the phonon calculations required to compute these contribu-
tions, this work omits these terms in the CHE calculation.

The similarity between the form of the CHE equation and
the definition of the grand free energy entice some researchers
to interpret the CHE free energy as an approximation to the
grand free energy A® = AA —AuAN>® The electrode
potential ¢ is equivalent up to an offset to u and the term
AGcy, ppr approximates the change in Helmholtz free energy
AA. Thus, by setting AN equal to —ne, eq 3 is obtained. This is
a debatable interpretation of the CHE model equation because
it implies that the CHE equation makes several assumptions
not stated in the original CHE paper,' such as AA being
constant at different values of ¢ and that the total number of
electrons in the system is reduced by one for each PCET step.
In fact, the total number of electrons changes nonlinearly with
the applied potential, not because of the PCET reaction. The
original description of the CHE approach does not claim that
its calculated energy represents the grand free energy but that
it corrects the DFT-calculated free energy to account for the
applied potential."*” Therefore, in this study, we interpret the
CHE approach as it was originally defined.

The GC-DFT method computes the number of electrons of
the grand-canonical ensemble at constant y, V, and T with the
chemical potential of electrons u consistent with an arbitrary
applied potential. Therefore, GC-DFT accurately calculates the
change in the reaction grand free energy caused by the applied
bias to the degree that the underlying DFT exchange—
correlation functional correctly describes the N-electron
system. In addition, GC-DFT enables computation of accurate
adsorbate geometries at each applied potential to avoid the
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common assumption that the geometry remains constant in
the unbiased structure. This is a powerful ability because it
enables the determination of whether an electrochemical
reaction follows the PCET mechanism or the stepwise (ET-
PT) mechanism from the computed geometry of adsorbed
CO, at different applied potentials.

The energies of reaction coordinate diagrams are plotted
relative to the energies of reference species. In the case of
CO,R, it is convenient to choose CO, + H, + *, where *
represents the solvated bare metal surface, at infinite separation
as the thermodynamic reference so that its grand free energy at
each applied potential is subtracted from that of all other
reaction intermediates and the final products to calculate their
energies. Equations 4—8 were used to calculate the grand free
energies of formation of each species relative to the reference
state

Dcp, + B, + Dy = O(reference) (4)
Ay = Byep, + Py, — (Do, + @ + Py ) (s)
A, oon = Pucoon + 05Dy, — (Do, + @ + Dy )
(6)
Ao = Dyeo + Py o — (Do, + Py + Py ) (7)

ADqg,« = Do + By + Py o — (D, + O + Pyy)
(8)

Equation S is used to calculate the grand free energy of CO,
adsorption or the energy required to bring CO, up to the
surface (also denoted as A®.cq,, although CO, is not
favorably bound to the surface) for cases where CO,
chemisorption is unfavorable. Equations 6 and 7 are used to
calculate the grand free energies of formation of *COOH and
*CO + H,0, respectively, from the reference species, and eq 8
represents the grand free energy of the overall reaction.

The CHE approach assumes that the free energies to form
*COOH and *CO, which both involve PCET, are their DFT-
predicted energies shifted by neg. To apply the CHE approach,
we used eq 3 for the PCET steps (*CO, and *COOH
protonation) so that the free energies of formation of *COOH
and *CO are written as a function of the applied potential ¢
and the corrected unbiased DFT energies G/lcoy prr

AGycoon(®) = Gicoonlcon prr + 0-5G lcon prT
= (Geo,lcomprr * G

|C0erFT + GH2|C0rr DFT) + ep (9)

AG*CO((p> = G*COICorr DET + GHzolCorr DFT
= (Geo,JcomprT * Gt

|CoerFT + GH2|Corr DFT) + 2€(p (10)

Previous studies that used the CHE approach varied the
overall reaction free energy with the applied potential.">** For
instance, because CO,q) is produced from CO,(,q) with two
PCET steps, the CHE shifts the free energy of formation of
COyyq) and hence the overall reaction free energy by 2e¢. This
implicitly assumes that the desorption energy of CO is
independent of the applied potential because the free energies
of formation of *CO and COy, are shifted by the same
amount, 2e@. The CO desorption step is written as

pubs.acs.org/JPCC
*CO — CO(aq) + * (11)

and the CO desorption grand free energy (A®y,,) is computed
by the equation

Aq)des = cDCO(ﬂq) + q)* - q)*CO = AAdes - p’ANdes (12)

Because the adsorption of CO perturbs the electronic
structure of the bare metal surface, the number of electrons
required to maintain a specific Fermi energy of both the clean
surface and the surface with adsorbed CO differs. Con-
sequently, the term —pu ANy, in eq 12 is nonzero and so, A®,,,
is a function of ¢. This differs from the CHE in which the
desorption free energy is independent of ¢. Herein, we
implemented the CHE as it was intended and compare its
predicted reaction coordinate diagrams to those computed
with GC-DFT. As such, we calculate the free energy of
formation of the CO(,q) product within the CHE using eq 13

AGeo(@) = Geoloonprr + Gilcorper + Gu,o
lCorr DFT — (GC02|Corr DFT + G>K<

lCorr DFT + GHleorr DFT) + ze(p (13)

B RESULTS AND DISCUSSION

Reaction Mechanism. The CO,R to CO reaction
mechanism has been proposed to be composed of three
elementary steps, as described by eqs 14—16.

COz(aq) =+ * =+ H(aq)+ =+ e_ > *COOH (14)
*COOH + H(aq)+ + ¢ © *CO + H,0, (15)
*CO < COGy +* (16)

The first step is a PCET from the electrode to CO,(, to
form *COOH adsorbed on the Ag cathode surface. In
contrast, at highly reducing (negative) potentials, the Ag
surface is experimentally observed to facilitate stepwise,
sequential ET and proton transfer (PT) steps to first form
*COO~, which is then protonated to yield the *COOH
intermediate, as described by eqs 17 and 18.'*

COZ(aq) + * 4+ ¢ o *COO (17)

*COO + H' & *COOH (18)

Catalysts that decouple the ET and PT steps may provide
flexibility for designing surfaces and reaction conditions that
take advantage of this feature.'” After *COOH is formed by
either pathway, it undergoes another PCET to form H,0;) and
*CO. The final step of the proposed mechanism is the
desorption of *CO from the electrode surface. To optimize the
binding of the first intermediate, which is correlated to the
activation of CO,, it is essential to know the reaction energy
diagram and whether the first intermediate is *COOH or
*COO™. Furthermore, the applied potential ¢ likely
significantly affects the energies of these reduced species.
Therefore, it is crucial to study the effect of ¢ on the reaction
diagram because it likely influences the reaction mechanism
and could direct it to follow either a PCET or an ETPT
pathway for the first elementary step.

Previous theoretical studies that used DFT corrected by the
CHE approximation have found that among the elementary
reaction steps, the formation of *CO via the *COOH

https://doi.org/10.1021/acs.jpcc.1c07484
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Figure 1. Side view (left) and top view (right) of the Ag (110) surface with possible adsorption sites marked in red. Site 1 is a ridge atop site, Site 2
a ridge bridge site, Site 3 a trough atop site, and Site 4 a trough bridge site. This work computes the CO,R reaction pathway at Site 1, which is the

most favorable adsorption energy site.

Figure 2. Side view (left) and top view (right) of the Cu(211) surface with possible adsorption sites marked in red. This work computes the CO,R
reaction pathway on Sites 1 and 6, which are the two most favorable adsorption energy sites. Site 1 is a terrace atop site and Site 6 a step atop site.
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Figure 3. (a) CO,R reaction coordinate diagram of GC-DFT-computed intermediate energies on Ag(110). *COOH formation is more sensitive to
bias than other intermediates due to its more pronounced effect on the PZC and its susceptibility to relax to different geometries at different
applied potentials. (b) Reaction coordinate diagram of intermediates’ Helmholtz free energies. AA depends nonlinearly on bias, invalidating the
CHE linear approximation. (c) Reaction coordinate diagram for the change in the number of electrons N of the surface. AN > 0 indicates that extra
electrons are added to the system. (d) Comparison of intermediate energies calculated by the GC-DFT (®) and CHE (G) approaches.

intermediate (eq 15) requires the lowest overpotential on the
Ag catalyst. These studies also indicate that adsorption of CO,

23777

to the surface either by a PCET step to form *COOH or by a
single ET step to form *COOT is the rate-limiting step.

41,42
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Geometry Optimization by GC-DFT

-1.8 Vg

Geometry Optimization by GC-DFT

-1.3 Vg

Figure 4. Effect of applied potential on CO, adsorption on Ag. (a) Initial geometry used for the GC-DFT geometry optimizations for each
potential. (b) At —1.3 Vg, GC-DFT geometry optimization predicts that CO, is physisorbed in a linear configuration at a Ag—C distance of 3.18
A. (c) At —1.8 Vg, GC-DFT predicts that CO, chemisorbs as an unprotonated anion in a bent *CO,” configuration via a 2.19 A Ag—C bond.

Other experimental studies have demonstrated that reaction
conditions, such as electrolyte concentration,” the local pH,44
or the catalyst structure, such as the presence of grain
boundaries on the catalyst surface,””*>** can be manipulated
to improve the binding of CO, and/or reaction intermediates
to the catalyst surface.

Facets and Adsorption Sites. Identification of the active
sites on the reactive surface of the catalyst is the first step in
predicting the reaction coordinate diagram. At thermodynamic
equilibrium, low energy surfaces are more prevalent among the
facets of the catalyst nanoparticle. To determine the
equilibrium shape of the crystalline nanoparticle, that is, the
relative area of its various facets, the computed surface energies
are used within the Wulff Construction*® to minimize the
nanoparticle energy of the catalyst of interest. Previous studies
used the Wulff construction to determine that Ag nanoparticles
consist of six facets.”” The lowest energy surface, and hence the
largest area equilibrium facet, is the (111) crystal plane. In
contrast, the highest energy surface is the (110) crystal plane.
Although the (110) facet has a higher surface energy and
therefore does not make up a significant fraction of the crystal
faces present on the Ag nanoparticle, it has been identified in a
previous study as the most active surface for CO,R to CO.
Other low energy facets were found to also catalyze the
reduction of CO, to CO but with higher reaction intermediate
energies and barriers."?

The Ag (110) surface contains four unique adsorption sites,
as illustrated in Figure 1. Our calculations predict that the atop
site (Site 1) is the most favorable adsorption site for all
intermediates of the CO,R reaction. We found that the
*COOH intermediate on the bridge site (Site 2) is less
favorable than that at Site 1 and that it does not adsorb at the
second-layer bridge and atop positions (Sites 3 and 4). Hence,
we computed the reaction pathway for CO,R activated at Site
1.

The Cu (211) surface, displayed in Figure 2, has been
identified as the most active surface for CO,R.>** This study
considers reactions on the two sites with the most favorable
adsorption energies: the atop site of step atoms (Site 6, Figure
2) and the atop site of terrace atoms neighboring a step (Site 1,
Figure 2), respectively.

CO,R Reaction Coordinate Diagram on the Ag(110)
Surface. We first computed the reaction coordinate diagrams
of the CO,R reaction catalyzed by Ag(110) at multiple biases
directly using GC-DFT and indirectly using the CHE approach
as described above. Figure 3a shows the effect of the applied
bias on the reaction coordinate diagram on Ag(110) as
calculated by GC-DFT. The reaction starts with aqueous CO,,
H,(g), and a bare Ag surface at infinite separation, which we use
as the reference state for this reaction. The first intermediate
along the reaction coordinate is CO, physisorbed or
chemisorbed onto the Ag(110) surface. Although a few
previous studies have applied grand-canonical approaches to
study the energetics of electrochemical reactions, they did not
consider the effect of the applied potential on the reactant
geometry.*’ ' On the other hand, this work shows that at all
biases considered except —1.8 Vg, GC-DFT predicts that
CO, does not adsorb because geometry optimizations of CO,
in a bent geometry placed near the surface to bind through its
C atom converge to a linear structure that drifts away from the
surface. However, among the applied potentials considered in
this study, GC-DFT predicts that at —1.8 Vg, *CO, adsorbs
as an unprotonated anion, Figure 4. This indicates that the
threshold potential for CO, adsorption is between —1.3 Vg
and —1.8 Vgyg. At more reducing potentials than the threshold
potential, CO, adsorbs on Ag, which may indicate that the
reaction follows an ET-PT CO, adsorption mechanism.'* The
reaction coordinate diagram illustrated in Figure 3a indicates
that the physisorbed CO, is followed by a higher energy
*COOH intermediate, suggesting that the first PCET step is
likely rate-limiting. However, at —1.8 Vgyg, protonation of
*COO~ is exergonic.

We next calculated the formation energy of the *COOH
intermediate at various applied potentials using eq 6. GC-DFT
predicts that more negative biases further stabilize *COOH, as
indicated by the lower computed values of A®.cooy at the
more reducing potentials shown in Figure 3a. This occurs
because the more negatively charged surface at more reducing
potentials donates more electron density—which is higher in
energy at the higher Fermi levels of these more negative
applied biases—through z-backbonding to the #* states
(*C=0) of CO,, which lowers the energy to form *COOH
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by PCET or PT to *COOT, respectively. The energy of
*COOH is more sensitive to the applied potential. This
contradicts the CHE approach, which predicts that the energy
of *CO is more sensitive to the applied potential than
*COOH because *CO is produced by two PCET steps. Next,
PCET to *COOH releases a H,O from the adsorbed
intermediate to yield *CO, which desorbs into the aqueous
phase to produce CO(,g). The grand free energies plotted in
Figure 3a show that more reducing values of ¢ slightly increase
the formation energy of *CO and hence reduce its desorption
energy. Thus, more reducing biases enhance the reduction of
CO, to CO by promoting the formation of *COOH and
desorption of CO.

Equation 8 computes the overall grand free energy of the
reaction

COsaq) + Haag) © COpg) + Hy0ng) (19)

The overall grand free energy of the reaction at constant
electron chemical potential 4 could be decomposed as

AQ = AAYX?I - HANYXYI (20)

rxn

Because the overall reaction does not change the total
number of electrons (AN,,, = 0) and all reactant and product
species are in solution at infinite separation, the applied bias
has no effect on the reaction Helmholtz free energy, AA,,,, or
the reaction grand free energy, A®,,,.. Therefore, the difference
between the reactant and product states that grand free
energies are independent of the applied bias and so is the
overall reaction grand free energy, as shown by the GC-DFT-
computed grand free energies plotted in Figure 3a.

As described by eq 3, the CHE linearly relates the applied
potential to the free energy. As mentioned above, AA is
sufficient to quantify the DFT free energy, which is calculated
within the canonical ensemble (N, V, T). Since AA is strongly
affected by the number of electrons and the CHE ignores the
noninteger charge state of the electrode surface, this could lead
to large errors in the CHE-predicted free energy. Figure 3b
plots the GC-DFT-computed AA along the CO,R reaction
coordinate as a function of bias and shows that AA depends
nonlinearly on ¢. This is caused by surface charging where the
number of electrons on the catalyst surface increases in a
nonlinear manner as ¢ becomes more reducing, which leads to
additional electronic repulsion, population of states, and
renormalization of the density of states, especially near the
Fermi level. These effects influence the geometries of the
intermediates, which in turn affect the electronic structure.
This shows that to the degree ¢ affects these properties, the
hypothesis of a linear relation between ¢ and the free energy of
the reactions involving PCET steps is invalid. Moreover, Figure
S plots the Helmholtz free energies of the PCET steps to form
*COOH and *CO, denoted as AAicooyg and AA.ico,
respectively. The plot shows that the applied potential has a
nonlinear effect on the Helmholtz free energies of the PCET
steps, which contradicts the primary assumption of the CHE
approach.

GC-DFT computes the electronic structure of the electrified
interface by self-consistently adjusting the number of electrons
in the system such that the electron chemical potential (i.e., the
Fermi level) of the optimized N-electron wavefunction/density
is equal to ¢. Figure 3c plots the change in the number of
electrons of the surface for each step along the reaction
coordinate. The number of electrons ANy, transferred to or
from the reservoir to maintain the Fermi level of the system at
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Figure S. Effect of the applied potential on the energies of the PCET
steps to form *COOH and *CO. Both plots exhibit a range of
potentials over which the effects of the applied potential on AA:coon
and AA.cg are nonlinear.

the specified applied bias varies with each adsorbate because
each adsorbate interacts differently with the electrode and thus
uniquely perturbs the electronic structure of the clean surface
and shifts the PZC differently. For instance, *COOH increases
the PZC of the bare Ag surface by 0.23 V, while *CO
decreases the PZC of the Ag clean surface by 0.18 V.

To compare the reaction thermodynamics predicted by GC-
DFT and the CHE, we plotted the formation energies of the
intermediates and products as a function of ¢ in Figure 3d.
GC-DFT describes the reaction pathway by the grand free
energy, while the CHE employs the Gibbs free energy. The
reaction pathway computed at —1.8 Vg cannot be obtained
by the CHE approach because it proceeds via a stepwise ET-
PT mechanism for which the CHE approach is not applicable.
The differences between the CHE- and GC-DFT-predicted
energies at different applied potentials are relatively large for
*COOH and are especially large for *CO and COg,.
Furthermore, the difference in the reaction pathways
computed by the two methods increases with larger values of
lpl and the number of the PCET steps because the larger
integer n multiplied by the applied potential ¢ in eq 3 causes
larger shifts in the CHE free energy. At —1.0 Vg, the CHE
predicts that forming the *COOH intermediate is exergonic,
while GC-DFT predicts that forming *COOH is endergonic.
This results because GC-DFT computes a lower energy for
physisorbed *CO,, while the CHE cannot be applied to
calculate the energy of *CO,. GC-DFT predicts that *CO
formation is downhill except at more reducing potentials that
stabilize *COOH more than *CO. However, the CHE
predicts the opposite trend that *COOH is more stable than
*CO, but at high reducing potentials, the *COOH to *CO
step is exergonic. Figure 3d also shows that the CHE predicts
that the overall reaction free energy could be manipulated by
adjusting ¢, while GC-DFT predicts that the overall reaction
grand free energy is insensitive to ¢. This difference arises
because the CHE calculates the free energy of formation of
COyyq) referenced to reducing CO,(,q) with two PCET steps
that together shift the DFT-predicted energy by 2eg.
Conceptually, this results in the implicit assumption by the
CHE that the two electrons that reduce CO, are transferred to
CO, directly through the solution and not the metal cathode.
In contrast, GC-DFT correctly treats the electrons as being
transferred from the external reservoir through the metal
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Figure 6. (a) CO,R reaction coordinate diagram of GC-DFT-computed intermediate energies on the atop step site of Cu(211). *COOH
formation is more sensitive to bias than other intermediates due to its more pronounced effect on the PZC and its susceptibility to relax to different
geometries at different applied potentials. (b) Reaction coordinate diagram of the intermediates’ Helmholtz free energies. AA is nonlinearly
sensitive to bias, invalidating the CHE linear approximation. (c) Reaction coordinate diagram for the change in the number of electrons N along
the reaction coordinate. AN > 0 indicates that electrons are added to the system. (d) Comparison between the reaction coordinate diagrams

predicted by the GC-DFT (®) and CHE (G) approaches.

electrode. Thus, GC-DFT calculates a constant overall grand
free energy of reaction at all applied potentials because N is not
changed by the overall chemical reaction; consequently, the
term AN, in eq 20 is zero for the GC-DFT grand free
energy of the overall reaction.

CO,R Reaction Coordinate Diagram on the Cu(211)
Surface. The CHE approach assumes that the shift in
intermediate energies caused by the applied potential is
independent of the electrode material, crystal facet, and
adsorption site. To examine the validity of this assumption, we
also studied CO,R catalyzed by Cu and specifically computed
the effect of the applied potential on the CO,R reaction
energetics at the two most stable adsorption sites of Cu(211):
the atop site on steps (Site 6, Figure 2) and the atop sites on
terrace atoms neighboring steps (Site 1, Figure 2). The
elementary reaction steps for CO,R on Cu are similar to those
on Ag. The reaction coordinate diagram for CO,R at the step
site of Cu(211) plotted in Figure 6a shows that CO,
physisorption is favorable, as was predicted by GC-DFT for
CO, adsorption on Ag(110). At —1.3 Vgyz GC-DFT-
optimized geometries show that CO, chemisorbs to Cu and
is slightly less stable than its physisorbed linear state at less
reducing potentials. As on Ag(110), formation of *COOH
from chemisorbed *CO, is exergonic, while formation of
*COOH from physisorbed *CO, is endergonic. Figure 6a also
shows that *COOH is somewhat stabilized as ¢ becomes more
reducing, while more reducing potentials have little effect on
*CO stability. Figure 6a shows that the desorption of *CO
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from the Cu surface is unfavorable and insensitive to ¢. Thus,
our results predict long lifetimes for *CO on Cu at all
potentials, indicating susceptibility to further reduction on Cu,
as observed experimentally.”*>~>® Figure 6b shows that AA for
all intermediates on this site is nonlinear and highly sensitive to
@. This results because the step site is less sterically hindered,
which allows adsorbed intermediates to relax to a wider range
of structures, which influences the electronic structure at
different values of @ and enables intermediates to attain lower
grand free energies that can decrease even further with ¢.
Figure 6¢ shows how N changes for each intermediate at the
various applied potentials considered. A different N is required
for each intermediate at each specified potential. The change in
N follows a similar trend at all potentials considered except at
—1.3 Vg because at this ¢, the reaction follows the ET-PT
stepwise mechanism in which N increases more as CO,
adsorbs during the ET step to form *COO™ and then
decreases during the subsequent PT step that forms *COOH.
Figure 6d shows that GC-DFT predicts that the grand free
energy of *COOH is less sensitive to ¢ than is its free energy
predicted by the CHE, which exaggerates the sensitivity of
*COOH to applied bias. The difference between both
approaches is even more striking for the energies of the
*CO intermediate.

Unlike at Site 6, the GC-DFT-computed grand free energies
of intermediates (see Figure Sla) adsorbed at Site 1 (atop
terrace atoms) predict that at —1.3 Vg, the reaction proceeds
through PCET instead of by ET-PT. In addition, this terrace
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site is more sterically hindered and thus provides less spatial
freedom for *COOH to relax to different geometries relative to
the step site, resulting in a higher endergonic *COOH
formation energy. By examining Figure S1b,c, we deduced the
strong correlation between A and N, especially when no
significant changes in the geometry are predicted. At —1.3
Vgup, AA and AN for *CO, formation follow the same trend
with ¢ because CO, is not adsorbed and there is no significant
change in its geometry.

As expected, the CHE predicts a stronger effect of ¢ on the
reaction coordinate diagram (see Figure S1d). We found that
GC-DFT predicts that the first PCET step to form *COOH is
always endergonic but that the CHE predicts it to be exergonic
for reducing potentials. In contrast, GC-DFT predicts that the
second PCET step to form *CO is always exergonic, while the
CHE predicts it to be endergonic at oxidizing potentials of
~0.5 Vyp.

The GC-DFT-computed reaction coordinate diagrams for
CO,R on Ag(110) and Cu(211) show that ¢ has a more
pronounced effect on CO,R reaction energies on Ag(110)
than those on Cu(211). In addition, the effect of ¢ on
adsorbates differs between the step and terrace sites of the
Cu(211) surface considered. Such effects are not predicted by
the CHE approach, which does not calculate the grand free
energy and assumes equivalent energy shifts for the applied
potential regardless of the electrode surface and adsorption
site.

B CONCLUSION

In this study, we utilized the GC-DFT method and CHE
approach to generate reaction coordinate diagrams for CO,R
to CO over the Ag(110) and Cu(211) surfaces at different
applied potentials. GC-DFT predicts that intermediate geo-
metries are affected by the applied potential, and the free
energies of the reacting system are nonlinearly affected by
varying the applied potential, which contradict a central
assumption of the CHE approach. The CHE overestimates the
effect of the applied potential on the energetics of the
electrochemical reaction because it ignores the noninteger
charge state of the biased electrode surface. In addition, the
CHE computes a qualitatively incorrect energy for electro-
chemical processes driven by an external bias, which are open
systems in which electrons are exchanged with a reservoir. The
grand free energy computed by GC-DFT is the appropriate
free energy to describe such systems.

GC-DFT predicts that the effect of the applied potential on
the grand free energy depends on the metal surface type and
adsorption site. The ability of GC-DFT to optimize geometries
at different applied potentials enables it to predict the effect of
the applied potential on the reaction coordinate and thus to
evaluate various possible reaction mechanisms on the catalyst
surface. Of the two mechanisms that have been proposed in
the literature for the first elementary step of CO,R to CO over
metal surfaces, PCET and the sequential ET then PT, GC-
DFT shows that CO,R to CO on Ag(110) and Cu(211) likely
proceeds via PCET at mildly reducing potentials and via
sequential ET and then PT at highly reducing potentials, a
result that cannot be predicted by the CHE approach given its
assumption that all ETs occur by PCET at fixed intermediate
geometries at all applied potentials.
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