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ABSTRACT. We study the Hodge filtration on the local cohomology sheaves of a
smooth complex algebraic variety along a closed subscheme Z in terms of log reso-
lutions, and derive applications regarding the local cohomological dimension, the Du
Bois complex, local vanishing, and reflexive differentials associated to Z.
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A. INTRODUCTION

In this paper we prove several results about basic invariants of a closed subscheme
Z of a smooth, irreducible complex n-dimensional algebraic variety X. We give a char-
acterization of the local cohomological dimension led(X, Z) in terms of coherent sheaf
data associated to a log resolution of (X, Z), complementing the celebrated topological
criterion in [Ogu73]. We also obtain local vanishing results for sheaves of forms with
log poles associated to such a resolution, generalizing Nakano-type results in [Sai07]
and [MP19a]. We prove a vanishing result for cohomologies of the graded pieces of
the Du Bois complex when Z is a local complete intersection, extending the study of
higher Du Bois singularities of hypersurfaces in [MOPW21] and [JKSY21]. When Z has
isolated singularities, we refine a result in [KKS21] on the coincidence of h-differentials
and reflexive differentials, for forms of low degree. As a byproduct we also obtain new
proofs of various results in the literature, for instance an injectivity theorem in [KS16],
or various cases of results related to local cohomology in [MSS17] and [DT16].

The common theme leading to the proof of all these results is the study of the Hodge
filtration on local cohomology. The local cohomology sheaves of @'y along Z are impor-
tant and subtle invariants of the pair (X, Z); while they are not coherent over Ox, they
are well-behaved modules over the sheaf Zx of differential operators. Exploiting this
fact has been the key to important developments, especially in commutative algebra,
starting with the foundational paper of Lyubeznik [Lyu93]. Our focus in this paper is
the fact that they have an even more refined structure, namely that of mixed Hodge
modules; as such, they come endowed with a canonical Hodge filtration. We study this
filtration on local cohomology and relate it to various invariants of Z mentioned above.

Local cohomology sheaves as mixed Hodge modules. We consider the local
cohomology sheaves ’HqZ(ﬁ x), where ¢ is a positive integer; for a review of these ob-
jects, see §2.1 It is well understood that all H%(Ox) carry the structure of (regular,
holonomic) filtered Zx-modules underlying mixed Hodge modules on X, with support
in Z; see §3. In particular, they come endowed with a good filtration Fy,H%(Ox) by
coherent subsheaves, with k > 0, called the Hodge filtration. This data depends only
on the reduced structure of Z.

When Z is a hypersurface only H}(Ox) is non-trivial, and in fact
Hy(Ox) ~ Ox(xZ)/Ox,

where Ox(xZ) is the sheaf of rational functions on X with poles along Z. Hence
the study of the Hodge filtration on H}(0x) reduces to that of the Hodge filtration
on Ox(xZ), or equivalently to that of the Hodge ideals treated in [MP19a]. As in
that paper, for concrete applications one essential point is to provide an alternative
description of the Hodge filtration in terms of log resolutions. We discuss this next.

Suppose that f: Y — X is a log resolution of the pair (X, Z), assumed to be an
isomorphism over the complement of Z in X. We denote E = f~1(Z),eq, which is a
simple normal crossing divisor on Y. We observe in §4 that there is a filtered complex
of right f~!2x-modules

A*: 0= f*Zx — Q) (log E) Raoy [*Dx — - = wy(E) Qg, [*Px — 0,

IMost of our results are local, hence while we will usually use the geometric language, they can also
be seen as results about the modules Hf(A), where A is a regular C-algebra of finite type.



HODGE FILTRATION ON LOCAL COHOMOLOGY 3

such that, restricting the discussion to g > 2 for simplicity, we have an isomorphism
RITMfA® ~ N (wx) =~ HL(Ox) @ wy.

Moreover, the Hodge filtration FyH},(wy) is obtained as the image of the push-forward
of a natural filtration FyA®, also described in §4. This description parallels the bira-
tional definition of Hodge ideals of hypersurfaces in [MP19a].

Once this birational description has been established, the main engine towards ap-
plications is the strictness property of the Hodge filtration on direct images of Hodge
modules via projective morphisms. This is a vast generalization of the E7j-degeneration
of the Hodge-to-de Rham spectral sequence, established by Saito [Sai88], [Sai90]. Its
main consequence to local cohomology is described in Proposition 4.4; here we start by
mentioning the most immediate application, namely an injectivity theorem.

Note first that, with the notation above, there is a natural morphism ¢, — Rf.0F
in Db(Coh(X )), which by duality gives rise to a morphism

a: Rfiwg — wy,

where the notation refers to the respective dualizing complexes (for E we of course
have w}, = wg[n — 1]). On the other hand, there is a morphism

B:wy = RI'z(wx)[n]

to the total (derived) local cohomology of wy, arising from the natural morphism
RHomx(0Oz,wx) = RI'z(wx). Here I'z(—) denotes the sheaf version of the functor
of sections with support in Z.

Theorem A. The morphism obtained as the composition
foa: Rfiwy — RI'z(wx)[n]

is injective on cohomology, i.e. the induced morphisms on cohomology give for each g
an imjection

Rq_lf*wE — qu(wx)

Since the morphism in the theorem factors through wf via «, this recovers in par-
ticular the following very useful result of Kovacs and Schwede:

Corollary B ([KS16, Theorem 3.3]). For each i, the natural homomorphism
H (R fwp) — H(wh)
18 injective.
As the authors explain in loc. cit., this can be thought of as a Grauert-Riemenschneider
type result. To be more explicit, it says that for each ¢ > 1, the natural morphism
ag: R fwp — Ext%px(ﬁz,wx)

is injective. (In particular, if Z is Cohen-Macaulay of pure codimension r, then
Rif,wp =0 for g # r—1.) We make use of this when studying the local cohomological
dimension of Z in terms of depth.
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For a hypersurface Z, one of the key tools in the study of the Hodge filtration
FrOx(xZ) is its containment in the pole order filtration P,O0x (xZ) = Ox ((k +1)Z),
as noted in [Sai93]. In arbitrary codimension, it is still the case that

FyHL(Ox) C OpHL(Ox) := {u € HL(Ox) | Z5u = 0}

for all k, where Oy, is an order filtration analogous to Pj. Unless ¢ = codimx (Z) how-
ever, work of Lyubeznik [Lyu93] implies that the sheaves OyH%(Ox) are not coherent.
A natural replacement seems to be an Ext filtration defined as

ExHY(Ox) :=Im [€xt], (Ox /T3, Ox) = HL(Ox)], k>0,

and satisfying Ej C Op. Note that both OyH%(Ox) and ExH%(0x) depend on the
scheme-theoretic structure of Z (we get the smallest version by taking Z to be reduced).
When Z is a local complete intersection of pure codimension r, then the two filtrations
on H%(Ox) coincide; we show that in this case they also coincide with the Hodge
filtration if and only if Z is smooth, see Corollary 9.6.

In general, Theorem A and the birational interpretation of the Hodge filtration in
§4 imply that
FoHZ(Ox) € EoH(Ox)

for all g. Furthermore, as a combination of our results with a well-known characteriza-
tion of Du Bois singularities (see [Ste85], [Sch07]), we obtain:

Theorem C. Let Z C X be a closed reduced subscheme of codimension r. If Z is Du
Bois, then

FoHL(Ox) = EoHY,(Ox) for all q.

If we assume that Z is Cohen-Macaulay, of pure dimension, then FyH%,(Ox) =0 for
all g #r, and

Z is Du Bois <= FO/HTZ(@))() = E()H%(ﬁx)

It is a very interesting question whether Fj C Ej for all £ > 1, as the difference
between the two should be a subtle measure of the singularities of Z by analogy with
the case of hypersurfaces. This does happen when Z is a local complete intersection,
in which case Theorem F provides a vast generalization of the last equivalence in the
theorem above. Under this assumption we also expect that the equality F; = E;
implies that Z has rational singularities and an even stronger statement regarding the
equality Fy = Ej for higher k; see Conjectures 8.4 and 9.11.

Local vanishing and local cohomological dimension. Since the ambient space X
is smooth, it is well known that the lowest index ¢ for which H%(0x) # 0 is equal to
the codimension of Z. On the other hand, the highest such index is a more mysterious
and much studied invariant, the local cohomological dimension of Z in X:

(0.1) led(X, Z) = max {q | H}(Ox) # 0}.

(Note that led(X, Z) is more commonly defined as the minimal integer ¢ such that
H,(F) =0 for all i > g and all quasi-coherent sheaves .# on X, but the two definitions
agree; see e.g. [Ogu73, Proposition 2.1].) Our study of the Hodge filtration allows us
to provide a new perspective on led(X, Z), by relating it to invariants arising from log
resolutions.
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Note to begin with that thanks to the Grauert-Riemenschneider theorem, we have
fawp ~ fiwy (E)/wx and RIf.wgp ~ Rifiwy(E) for ¢>1,

hence we can alternatively think of Theorem A as a result about the higher direct
images RYf.wy(E). For instance, they must vanish when HqZH(ﬁ x) =0and ¢ > 1.
Using the same circle of ideas, based on the strictness property and the birational
description of the Hodge filtration, this can be extended to a Nakano-type vanishing
result for the higher direct images of all bundles of forms with log poles along E.

Theorem D. Let Z C X be a closed subscheme of codimension r, and let ¢ =
led(X,Z). If f: Y — X is a log resolution of (X,Z) which is an isomorphism away
from Z, and E = f~Y(Z)cq, then

Rif, % (logE) =0
in either of the following two cases:

i)p+q>n+1andq<r—2;
it) p+qg>n+ec.

In the case when Z is a hypersurface (so that ¢ = 1), this is a result of Saito
[Sai07, Corollary 3]; cf. also [MP19a, Theorem 32.1]. We remark that the part of the
statement saying that vanishing holds whenever p + ¢ > n + ¢ can also be obtained
as a consequence of Theorem E below. Various bounds on the local cohomological
dimension that are relevant to this theorem can be found in §6. At least for local
complete intersections, the range of vanishing in Theorem D could perhaps be further
improved by analogy with [MP20b, Theorem D], though this will rely on connections
with the Bernstein-Sato polynomial of Z not known at the moment; cf. Remark 9.10.

As one of the most important applications of the techniques in this paper, we go in the
opposite direction and obtain a characterization of the local cohomological dimension
led(X, Z) in terms of the vanishing of sheaves of the form R?f, O (log E) associated to
a log resolution.

Theorem E. Let Z be a closed subscheme of X, and c a positive integer. Then the
following are equivalent:

(1) led(X, Z) < c.
(2) For any (some) log resolution f:Y — X of the pair (X, Z), assumed to be an
isomorphism over the complement of Z in X, if E = f~1(Z)eq, then

RIT Q% (logE) =0, forall j>e¢,i>0.

Over our base field C, this provides an alternative algebraic criterion in terms of
finitely many coherent sheaves, complementing Ogus’ celebrated topological criterion
[Ogu73, Theorem 2.13], and answering in particular a problem raised there. The equiv-
alence between Ogus’ criterion and ours seems unclear at the moment, and is an in-
triguing topic of study; see Remark 11.2 for further discussion. In §11 we also give
concrete applications of this characterization; more on this below as well.

Note: While throughout this paper we focus on the case of algebraic varieties, it is
worth noting that the criterion in Theorem E holds in the analytic setting as well, i.e.
when Z is an analytic subspace of a complex manifold X. The same holds for Theorem
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D. This is due to the fact that our constructions and arguments based on the theory
of mixed Hodge modules apply equally well in this setting; see Remarks 4.6 and 11.4.

The proof of the theorem relies on a simple strategy involving the Hodge filtration,
namely showing, under the appropriate hypotheses, that:

(1) FoH%(Ox) =0, and
(2) FoH(Ox) is generated at level 0.

The second condition essentially means that the entire Hodge filtration is determined by
the initial term FyH% (O ), up to applying differential operators. The key technical tool
is therefore a local vanishing criterion for the generation level of the Hodge filtration,
in the style of [MP19a, Theorems 17.1] in the case of hypersurfaces; this is stated as
Theorem 10.2 below.

Numerous works have studied bounds on the local cohomological dimension in terms
of the depth of the local rings at points of Z. Theorem E leads to a unified approach to
previously known such bounds (for example some of the statements in [Har68], [Ogu73],
[Varl3], [DT16]), as well as to new results. Among the latter, we show in Corollary
11.22 that if Z has quotient singularities and codimension r, then

led(X, Z) = n — depth(0z) = r.

Due to results of Ogus, this in turn implies that subvarieties Z C P™ with quotient
singularities behave like local complete intersections in other respects as well, for in-
stance satisfying a Barth-Lefschetz-type result (see Corollary 11.24). We refrain from
including more material here; for further details and examples see §11.

The Du Bois complex and differentials on singular spaces. Our results regard-
ing the Hodge filtration on local cohomology, and perhaps somewhat surprisingly the
characterization of local cohomological dimension in Theorem E, can be applied to the
study of the Du Bois complex and of various types of differentials on a reduced closed
subscheme Z C X.

Recall that the Du Bois complexr Q% is an object in the derived category of filtered
complexes on Z. The shifted graded pieces Q7 := Gr.Q%[p] are objects in the derived
category of coherent sheaves on Z, playing a role similar to that of the bundles of
holomorphic forms Q7, on a smooth Z. There are in fact canonical morphisms Q7, — Q7
that are isomorphisms over the smooth locus of Z. By definition, the one for p = 0 is
an isomorphism precisely when Z has Du Bois singularities. See Ch.E for more details.

Following the terminology from [JKSY21], we say that Z has only higher p-Du Bois
singularities if the canonical morphisms Q’} — Ql% are isomorphisms for all 0 < k < p.
The first result concerning varieties with this property was obtained in [MOPW21],
where is was shown that if Z is a hypersurface whose minimal exponent is > p + 1,
then Z has only higher p-Du Bois singularities; recall that the minimal exponent of
Z, which can be defined via the Bernstein-Sato polynomial of Z, roughly describes
how close the Hodge filtration and pole order filtration are on the localization Ox (xZ).
The converse to this result was obtained in [JKSY21]. The Hodge filtration on local
cohomology allows us to extend these results to all local complete intersections.
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Concretely, if Z is reduced and a local complete intersection of pure codimension r,
then the singularity level of the Hodge filtration on H7,Ox is

p(Z) :==suplk | FkH;Ox = OyH,Ox},

with the convention that p(Z) = —1 if there are no such k. We show that this invariant
only depends on Z and not on its embedding in a smooth variety. It is easy to check
that p(Z) = oo if and only if Z is smooth (see Corollary 9.6). In fact, we have the
following explicit upper bound for singular Z (see Theorem 9.25):

dim(Z) — 1

(0.2) p(Z2) < 5

By aresult of Saito [Sail6], if Z is a hypersurface in X, then p(Z) = [a(Z)]—1, where
a(Z) is the minimal exponent of Z. We expect that in general, p(Z) can be described
in terms of the Bernstein-Sato polynomial of Z studied in [BMS06] (see Conjecture 9.11
for the statement). An interpretation of p(Z) in terms of the Hodge ideals associated
to products of equations defining Z is given by Proposition 9.14, leading to restriction
and semicontinuity results for this invariant; see Theorems 9.17 and 9.22. The proof of
(0.2) makes use of this semicontinuity property of p(Z).

The following is our main result, relating p(Z) to the behavior of the Du Bois complex
of Z. The proof builds on the case of hypersurfaces which, as already mentioned, is
treated in [MOPW21] and [JKSY21].

Theorem F. If Z is a reduced, local complete intersection closed subscheme of the
smooth, irreducible variety X, then for every nonnegative integer p, we have p(Z) > p
if and only if Z has only higher p-Du Bois singularities.

We also prove a related result concerning the vanishing of individual cohomology
sheaves H'QY, with i > 0, in terms of the size of the locus in Z where p(Z) < p (see
Theorem 13.6 for the precise statement). A consequence is that if the singular locus of
the local complete intersection Z has dimension s, then for all p > 0 we have

H(Q))=0 for 1<i<dimZ-s—p—1.

In a different direction, the criterion in Theorem E can be rephrased in terms of
the Du Bois complex (see Corollary 12.6), thanks to a result of Steenbrink [Ste85].
This allows us to obtain in §15 results on differentials on the singular variety Z as
consequences of bounds on led(X, Z). We state here one result regarding h-differentials;
their theory is one of the possible approaches to differential forms on singular spaces,
as explained in [HJ14], where it is also shown that they are isomorphic to H°Q%.

In the ideal situation, h-differentials coincide with the reflexive differentials Q[g =

(Q%)VV, and a recent result of Kebekus-Schnell [KS21, Corollary 1.12] states that this
is indeed the case for all k if Z is a variety with rational singularities. We show the
following improvement for low k when Z has isolated singularities, using in addition
input from mixed Hodge theory:

Theorem G. If Z is a variety with isolated singularities and depth(0z) > k+ 2, then
the h-differentials and reflexive differentials of degree k on Z coincide.
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Further applications of results on local cohomological dimension to h-differentials are
obtained in §15, including a statement analogous to Theorem G but depending only
on the codimension of Z.

There are numerous conjectures and open problems suggested by this work that are
scattered throughout the text, and that we believe are important for further devel-
opments. Here is an informal sample: the connection between the Hodge filtration
on local cohomology and the Bernstein-Sato polynomial (and perhaps a version of the
V-filtration) for local complete intersections, including applications to rational singu-
larities; the equivalence between our and Ogus’ characterization of local cohomological
dimension; further local vanishing with applications to local cohomological dimension
and reflexive differentials.
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were crucial for the material in §7, and to C. Schnell for many discussions on mixed
Hodge modules. We thank S.-J. Jung, [.-K. Kim, M. Saito, and Y. Yoon for sharing
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K. Schwede and J. Witaszek for their comments on a preliminary version of this paper.
In particular, a suggestion of M. Saito led us to a simplification of the proof Theorem E.
Finally, we thank the referee for comments that helped improve the exposition.

Notation. We collect here some notation that appears throughout the paper, with
references to where each item is described. Note that X will always be a smooth,
irreducible complex variety of dimension n, and Z a closed subscheme of X.

(1) let(X, Z), the local cohomological dimension of Z in X, see formula (0.1).

(2) @X, the sheaf of differential operators on X.

(3) Q¥[n], the trivial pure Hodge module on X, see Section 1.

(4) (M, F)(q), the Tate twist by ¢ of the filtered .@X module (M, F), see Section 1.

(5) Grf DRx (M, F), the k" graded piece of the de Rham complex of the filtered
Px-module (M, F), see Section 1.

(6) HE (M), the ¢ local cohomology of M with support in Z, see Section 2.

(7) Ox(xZ), the sheaf of rational functions on X with poles along Z, when Z is a
hypersurface, see Example 2.5.

8) FyH%L(Ox), the k™ term of the Hodge filtration on H%(Ox), see Section 3.

) OxH%(Ox), the k™ term of the order filtration on H%(€x), see Definition 7.3.

0) ExHI(Ox), the k™ term of the Ext filtration on H%(Ox), see Definition 7.7.

1) p(Z), the singularity level of the Hodge filtration on H%,(0x ), when Z is a local

complete intersection of codimension r, see Definition 9.7.
(12) QF,, the sheaf of p-Kéhler differentials on Z.

(13) Q[Zk] = (Q%)VV, the sheaf of reflexive p-Kihler differentials on Z.
(14) 97, the (shifted) p'" truncation of the Du Bois complex, see Section E.

B. BACKGROUND AND STUDY OF THE HODGE FILTRATION

1. Z-modules and mixed Hodge modules. Given a smooth, irreducible, n-
dimensional complex algebraic variety X, we denote by Zx the sheaf of differential
operators on X. For basic facts in the theory of Zx-modules, we refer to [HTT08].
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We only recall here a couple of things: first, an exhaustive filtration F, on a left Zx-
module M (always assumed to be compatible with the filtration FeZx by the order of
differential operators) is good if F},M is coherent for all p and there is ¢ such that

FypouM = FPx - FyM  forall k> 0.
In this case, we say that the filtration is generated at level q.

Next, there is an equivalence of categories between left and right Zx-modules, such
that if M" is the right Zx-module corresponding to the left Zx-module M, we have
an isomorphism of underlying &'x-modules M" ~ wyxy ®4, M. We will mostly work
with left Zx-modules, but it will sometimes be convenient to work with their right
counterparts. We note that if they are endowed with a good filtration as above, then
the left-right rule for the filtration is by convention

(1.1) FpoyM' =wx ®¢, FpM forall peZ.

For the basic notions and results on mixed Hodge modules we refer to [Sai88] and
[Sai90]. In what follows, we refer to a mixed Hodge module on X simply as a Hodge
module. Recall that such an object consists of a Zx-module on X (always assumed
to be holonomic and with regular singularities), endowed with a good filtration called
the Hodge filtration, and with several other pieces of data satisfying an involved set of
conditions that we will not be directly concerned with in this paper. We will say that
this filtered Zx-module underlies the respective Hodge module. An important fact is
that every morphism of Hodge modules is strict with respect to the Hodge filtrations.
See also [MP19a, Ch. C] and [MP19b, §1] for further review.

An important example of (pure) Hodge module is the trivial Hodge module Q% [n].
The underlying Zx-module is Ox, while the Hodge filtration is defined by the condition
Gr;(ﬁx) = 0 for all p # 0.

Given a filtered Zx-module (M, F) and ¢ € Z, the Tate twist (M, F)(q) is the
filtered Zx-module (/\/l, F [q]), where

FlglpM = F,_¢M for all p € Z.

For every left Zx-module M, the de Rham complex DR x (M) is the complex
0> M= Q@ M— - = wx g, M —0,

placed in cohomological degrees —n,...,0. If M carries a good filtration F', the de
Rham complex has an induced filtration such that for every integer k, the graded piece
CriDRx (M, F) is given by

0— Grf M — Q% ®¢, Gri M — -+ = wy ®gy Grp,,M — 0,

where Grf/\/l = F,M/F;_1 M for all i € Z. Note that this is a complex of coherent 0'x-
modules. The filtered de Rham complex of a filtered right Zx-module is the filtered de
Rham complex of the corresponding left Zx-module. When (M, F') underlies a Hodge
module M, we sometimes use alternatively the notation DR x (M) and Grf,7 DRx(M).

Since morphisms of Hodge modules are strict with respect to the Hodge filtration,
Grf DRx(—) gives an exact functor from the abelian category of Hodge modules on X
to the abelian category of bounded complexes of coherent sheaves on X. This induces
an exact functor, also denoted Grf DRy (—), from the derived category D?(MHM(X))
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of Hodge modules on X to the derived category D? (Coh(X )) By considering the trun-
cation functors associated to the standard t-structure on DP (MHM(X )), one obtains
for every u € D*(MHM(X)) and every k € Z a spectral sequence

(1.2) E¥ = HPGr DRy (HY (u)) = HP P Grf DR (u).

Given a morphism f: Y — X of smooth complex varieties, we use the notation f, for
the push-forward of Hodge modules. Note that at the level of underlying Z-modules,
this corresponds to the usual push-forward fy, defined for right Z-modules as

L
fiM:=Rf. (M Ry 9Y~>X)7

where the object on the right is in the derived category of right Zx-modules. Here
Dy x = Oy Qp-14, f~12x is the associated transfer (Zy, f~!Zx)-bimodule, which
is isomorphic to f*Zx as an Oy-module, and is filtered by f*F;Zx. See [HTTO08, §1.5]
for more details. In general, f, is different from the push-forward Rf, on quasi-
coherent O-modules, but the two definitions agree if f is an open immersion, and in
this case we also use the R f, notation.

Moreover, if f is proper and if we denote by FM(Zx) the category of filtered Z-
modules on X, then there is a functor

fr: DY (FM(Zy)) — Db (FM(2x))

defined in [Sai88|, which is compatible with the functor f above. If (M, F') underlies a
Hodge module M on X, we write f (M, F') for the object in Db(FM(@y)) underlying
F.M.

An important feature of the push-forward of Hodge modules under projective mor-
phisms is the strictness property of the Hodge filtration; see [Sai90, Theorem 2.14].
This says that if f: Y — X is projective and (M, F') underlies a Hodge module on Y,
then fi (M, F) is strict as an object in D?(FM(Zx)) (and moreover, each H' f1 (M, F)
underlies a Hodge module). Concretely, this means that the natural mapping

A L A L
(1.3) R fi(FrM ®gy Dy—x)) — R fL(M Qgy Dy x)

is injective for every i,k € Z. The filtration on H'f, (M, F) is obtained by taking
FyHif+ (M, F) to be the image of this map. Note that this strictness property is a vast
generalization of the degeneration at F; of the Hodge-to-de Rham spectral sequence
(cf. e.g. [MP19a, §4]).

2. Brief review of local cohomology. Let X be a smooth, irreducible n-dimensional
complex algebraic variety and Z a proper closed subscheme of X defined by the coherent
ideal sheaf Z. For a quasi-coherent &x-module M and j > 0, we denote by H% (M)
the ¢*® local cohomology sheaf of M, with support in Z. This is the ¢** derived functor
of the functor I'z(—) given by the subsheaf of local sections with support in Z. The
sheaves H% (M) only depend on the support of Z, so in many situations it is convenient
to assume that Z is reduced. For the basic facts on local cohomology see [Har67].

The sheaf H% (M) is a quasi-coherent sheaf, whose local sections are annihilated by
suitable powers of Z5. For every affine open subset U C X, if

A=0x(U), I=Iz{U), and M = M(U),
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then H%,(M)|y is the sheaf associated to the local cohomology module H7(M). This
can be computed as follows: if I = (f1,..., f.) (or, more generally, if I and (f1,..., f.)
have the same radical) and for a subset J C {1,...,r}, we put f; :=[];c fi, then we
have the Cech-type complex

(2.1) C*: 0-C'=Cl— ... =5 C" =0,
with
Cr = @ Ay
|J|=p

and with the maps given (up to suitable signs) by the localization homomorphisms.
With this notation, we have functorial isomorphisms

(2.2) H}I(M) ~ HY(C®* @4 M).
The two main cases we will be interested in are those when M is either Ox or wx.
Note that we have H%(0x) = HY(wx) = 0.

In general, given X and Z as above, we write U = X \ Z and let j: U <— X be the
inclusion map. For every M, we have a functorial exact sequence

(2.3) 0= HYM) = M = j.(M|y) = HL(M) =0
and functorial isomorphisms
(2.4) R%j,(M|y) =~ HET' (M) forall ¢ > 1.

Example 2.5. If Z has pure codimension 1 (that is, it is an effective divisor on X),
then HL(Ox) ~ Ox(xZ)/Ox and HL(Ox) = 0 for all ¢ # 1. Here Ox(*Z) denotes
the sheaf of rational functions on X with poles along Z.

Remark 2.6. Since X is smooth, hence Cohen-Macaulay, the usual description of
depth in terms of local cohomology (see [Har67, Theorem 3.8]) implies that

codimy (Z) = min{q | H%(Ox) # 0}.

Moreover, from the description via the Cech complex in (2.2) it follows that if Z is
locally cut out set-theoretically by < N equations, then H%(0x) = 0 for ¢ > N. In
particular, we conclude that if Z is a local complete intersection of pure codimension
r, then H%(Ox) =0 for all ¢ # r.

If Z' C Z is another closed subset of X, then for every quasi-coherent sheaf M, we
have natural maps
HL (M) = HL(M).
These are induced by the natural transformation of functors H%,(—) — HY%(—).

It is a standard fact that if M is a left Zx-module, then each H}, (M) has a canonical
structure of left Zx-module. Locally, this can be seen by using the description in (2.2).
Indeed, each localization My, has an induced Zx(U)-module structure such that the
morphisms in the complex C®* ®4 M are morphisms of Zx(U)-modules. Therefore
each cohomology module H{(M) has an induced Zx (U)-module structure and one can
easily check that this is independent of the choice of generators for I. Hence these
structures glue to a Zx-module structure on H%(M).

Note also that if M is a left Zx-module, then the sheaves R%j,(M|y) are left Zx-
modules as well; they are the cohomology sheaves of the Z-module push-forward of M
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via j. Moreover, in this case the exact sequence (2.3) and the isomorphism (2.4) also
hold at the level of Zx-modules.

Similar considerations apply for right Zx-modules. It is easy to see, using the local
description, that for every ¢ > 0 we have a canonical isomorphism

Hy (M) = HZ(M").
In particular, we have a canonical isomorphism of right Zx-modules

HL(Ox) ~HE (wx).

3. The Hodge filtration on local cohomology. We continue to use the notation
introduced in the previous sections. Denoting by i: Z < X the inclusion, there are
objects 7,Qf[n] and ii' QX [n] in the derived category of Hodge modules, and an exact
triangle

(3.1) ii'Q¥n] — Q¥ [n] — 1.Qff [n] >,
as shown in [Sai90, Section 4]. The cohomologies of these objects are Hodge modules
whose underlying Zx-modules we have already seen:

H(ii' QY [n]) = HL(Ox) and HI(j.Qff [n]) = RYj.Op.

In particular, these Zx-modules carry canonical Hodge filtrations; note that these
only depend on the reduced subscheme Z,.q. Moreover, the long exact sequence of
cohomology corresponding to (3.1) gives the counterparts of (2.3) and (2.4) in this
setting: an exact sequence of filtered Zx-modules

(3.2) 0= Ox = j.Oy — H5(Ox) =0
and an isomorphism of filtered Zx-modules
(3.3) RYj, 0y ~HL T (Oy) forall ¢ >1.

For example, when Z = D is a reduced effective divisor, we have a canonical Hodge
filtration on Ox(xD) = j,Oy, which underlies the Hodge module j*Qg[n]; this is
analyzed in [MP19a]. Up to modding out by Oy, this is therefore equivalent to the
Hodge filtration on the local cohomology sheaf H1,(x). It turns out that for arbitrary
Z the Hodge filtration on the local cohomology sheaves H%(Ox) can be defined using
the one on sheaves of the form Ox(xD). Note first that it is enough to describe the
Hodge filtration in each affine chart U. In this case, if we consider fi,...,f. € A =
Ox (U) that generate an ideal having the same radical as Zz(U), then each localization
Ay, carries a Hodge filtration such that the corresponding Cech-type complex (2.1) is
a complex of filtered Z-modules. In fact, the maps come from morphisms of mixed
Hodge modules: each component is, up to sign, induced by the canonical map

where V' C U are complements of suitable hypersurfaces, and jy: U — X and jy: V —

X are the inclusion maps. Therefore the maps in the complex (2.1) are strict and the
Hodge filtration on the cohomology sheaves H},(€x) is the induced filtration.

Remark 3.4. We have
F,HE(Ox)=0 forall p<0 and ¢>0.
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Indeed, arguing locally and using the computation of local cohomology via the Cech-
type complex (2.1), we deduce this assertion from the fact that if D is a reduced effective
divisor on X, then F,0x (xD) = 0 for p < 0 (see for example [MP19a, Section 9]).

Remark 3.5. Suppose that Z’ C Z is another closed subset. If U’ = X ~\ Z’, then j
factors as 3
U v x.
In the derived category of Hodge modules on X, we have an isomorphism
3=Qu ] = . (kQf [n]).
The canonical morphism Q¥ [n] — k.QH[n] induces therefore

7.Q( ] — 3.Qq ],
so that after passing to cohomology, we get morphisms of Hodge modules
RY5.QH[n] — R%5.QH[n].
We deduce using (3.2) and (3.3) that the canonical morphisms
(H%,(ﬁx), F) — (qu(ﬁx), F)
are (strict) morphisms of filtered Zx-modules.
Remark 3.6. It is not hard to compare the Hodge filtrations on the local cohomology
sheaves along Z with respect to two different embeddings in smooth varieties. Indeed,
suppose that k: X — X' is a closed embedding, with X’ smooth, and dim(X) = n and

dim(X’) = n +d. In this case, if i: Z < X and ¢': Z < X’ are the two embeddings,
we have an isomorphism

7 ! .
12" Qo+ d] = (ki QX [n]) [~d)(~d),
where we recall that (—d) denotes the Tate twist defined in §1. By taking cohomology,
we see that for every ¢, we have an isomorphism of filtered Zx/-modules

(HL(Ox), F) =~ (ky HL(Ox)(~d), F).

Explicitly, if y1, . . ., Yn1q are local coordinates on X’ such that X is defined by (y1, .. ., ya),
then we have an isomorphism

WU Ox)~ P HY(Ox) @005
a,...,ag>0

such that the Hodge filtrations are related by
FHY Y Ox)~ P Fps,aHY(Ox) @050 - 052,

alyenny0r >0

Remark 3.7. For simplicity, we only considered the local cohomology of &x. More
generally, one can consider an arbitrary Hodge module M on X, with underlying filtered
Zx-module M. In this case the local cohomology sheaves H% (M) continue to underlie
Hodge modules, and thus carry canonical Hodge filtrations.

We end this section with two examples: the case of a smooth subvariety, and that
of subsets defined by monomial ideals. We note in addition that the Hodge filtration
on the local cohomology Hodge modules with support in generic determinantal ideals
is studied extensively in [PR20] and [Per21].
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Example 3.8 (Smooth subvarieties). If Z is a smooth, irreducible subvariety of X of
codimension r, then H%(Ox) = 0 for q # r; see Remark 2.6. We claim that

(3.9) FyHy(0x) = {u € Hy(0x) | T4 u =0},

In order to see this, we may assume that X is affine with A = Ox(X) and we have
global algebraic coordinates x1,...,x, on X such that Z is defined by I = (x1,...,z,).
In this case, as we have previously discussed, Hj(A) is filtered isomorphic to the cok-
ernel of the map

T
@ Axl...fi_..% — Am--w,»

Moreover, since xi ---x, defines a simple normal crossing divisor on X, the Hodge
filtration on A, ..., is given by

Fprl...mT == Fp-@X . m

(see [MP19a, Section 8]). This is generated over A by the classes of 7, with

ai,...,a, > 1, such that a; +---+a, = p+r. The fact that this is equal to the right-
hand side of (3.9) follows easily from the fact that x1, ..., x, form a regular sequence in
A (for example, by reducing to the case when A is the polynomial ring Clzy,...,z,]).

Another way to obtain this description, relying on the formalism of mixed Hodge
modules, is the following. If ¢: Z < X is the inclusion, then

i'Q¥[n] = (QZ[n — 7)) [=r](—r).
Applying i, and taking cohomology, we get an isomorphism of filtered Zx-modules
(3.10) H%(ﬁx) 2i+ﬁz(—?”).

Explicitly, if z1, ..., x, are local coordinates on X such that Z is defined by (x1,...,x,),
then we have an isomorphism

Hy(Ox)~ P Oz08% -0
aqy...,ar>0
such that the Hodge filtration is given by
FHy(0x)~ @  oz005 -0y

a1t-+ar<p

Note that the element 1 ® 1 corresponds to the class of —— in the Cech description
of local cohomology, hence we obtain the same descrlptlon of the Hodge filtration as in
(3.9). For completeness, we note that it also follows from (3.10) that H7,(0x ) underlies
a pure Hodge module of weight n + r.

Example 3.11 (Monomial ideals). We now consider the case when X = A" and
I C A=Cjxy,...,x,] is a monomial ideal. The (C*)™-action on A™ induces a (C*)"-
action on each Hj(A), which translates into a Z"-grading on H7(A). The action of every
element of (C*)" induces an isomorphism of filtered Zx-modules H}(A) — H}(A),
hence every F,H{(A) is a graded A-submodule of H}(A).
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Let us denote by ey, ..., e, the standard basis of Z™. It is easy to see that multipli-
cation by x; induces an isomorphism

H}](A)u - H;](A)quei

for every uw € Z", unless u; = —1. This follows, for example, by computing the local
cohomology via the Cech-type complex associated to a system of reduced monomial
generators of Rad([); see [EMS00, Theorem 1.1]. Similarly, multiplication by 9; induces
an isomorphism

(3.12) HY(A)y — HY(A)ue,
for every u € Z", unless u; = 0.

For every u € Z", we write z* for the corresponding Laurent monomial. Given
JCA{l,....n}, let uy = > . ;e and xy = . If for u = (uy,...,u,) € Z", we
put neg(u) := {i | u; < 0}, then Ay, = P, c(u)cs Cz". Furthermore, the explicit
description of the Hodge filtration on A, , that we have seen in Example 3.8 can be

rewritten as
FoA., = P Cat,
u

where the direct sum is over those u with neg(u) € J and such that ;c,,c0 () (—ui—1) <
p. By computing the local cohomology via the Cech-type complex thus gives

F,H{(A) = P Hj(A

where the sum is over those u € Z" such that
we see that

iEneg(u)(_ui - 1) <p. In particular,

FaHY(A) = @D HY(A),
where the sum is over all u € Z" such that u; > —1 for all 7.

4. Birational description and strictness. For us it will be important to have a
description of the Hodge filtration on H%(Ox) via a log resolution of the pair (X, Z).
To this end, it is more convenient to use the corresponding right Hodge modules, with
corresponding Zy-modules H (wx).

Suppose that f: Y — X is such a resolution; more precisely, we require f to be a
projective morphism that is an isomorphism over U = X \ Z, such that Y is a smooth
variety, and the reduced inverse image f~!(Z);eq is a simple normal crossing divisor E.
If j/: V=Y \ E < Y is the inclusion map, then we have a commutative diagram

vy
(4.1) l lf
U x,
in which the left vertical map is an isomorphism. We thus have an isomorphism
5-Qff [n] = £.5.Qff [n]
in the derived category of Hodge modules. As indicated in the paragraph after (3.3),

since E is a divisor the underlying filtered right Zy-module of the Hodge module
7.QHf[n] is (wy (xE), F), where F is the Hodge filtration; see [MP19a, §8] for a more
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precise description in the present SNC setting. Taking cohomology in the isomorphism
above, we therefore obtain isomorphisms of filtered right Zx-modules

”HqZH(wX) for ¢ >1
(42)  Hifjwy(xE) ~ Rljwy ~

jswy = Hy(wx) ~ juwy /wx for ¢ =10
where for the last isomorphism we use (3.2) and (3.3).

On the other hand, we have a filtered resolution of wy (*E) by induced right %y -
modules, given by the complex

(4.3) 0— Py = W(ogE)Re, Dy — - — wy(F) @g, Dy — 0,

placed in degrees —n,...,0; see [MP19a, Proposition 3.1]. Using the notation and
discussion in §1, by tensoring with Zy_,x over %y, we thus obtain a filtered complex

A 0= f*Dx = Oy (logE) @y [*Dx — -+ = wy(E) @y [*Px — 0,
L
which is filtered quasi-isomorphic to wy (*E) ®g, Py x, and therefore can be used to

compute fiwy (¥E). Note that the filtration on A® is such that F),_,A®, for p > 0, is
the subcomplex

0= [*FpnPx = B (0gE) @0y [ Fpni1Px — - — wy(E) ®@p, [*FpZx — 0.
A detailed exposition of all this can be found in [MP19a, §2 and §3].
Now by (4.2) and the definition of Z-module push-forward, for all ¢ > 0 we have
Rij.wy ~ RI1fA*

as right Zx-modules. The filtration on the right hand side is described at the end of
§1, and since these filtered Z-modules underlie Hodge modules, the strictness property
of the Hodge filtration in (1.3) leads to the following key Hodge-theoretic consequence
for this birational interpretation:

Proposition 4.4. With the above notation, for every p,q > 0, the inclusion F,_, A® —
A® induces an injective map

RIf.F, ,A®* — R1f,A* ~ Rj,wy,
whose image is F,_n R1j,wyr. Moreover, via (4.2) this image coincides with Fp_anZ+1(wX)

for q > 1, while for ¢ =0, its quotient by Ox gives Fp_n’HIZ(wX).

As a concrete example, we obtain the following description of the lowest term of the
filtration (note that by (1.1) and Remark 3.4, we have F,,H},(wx) = 0 for all ¢ and all
p < —n):

Corollary 4.5. For every q > 2, we have a canonical isomorphism
F_anZ(wX) ~ qulf*wy(E).
Moreover, we have a short exact sequence
0= wyx — fiwy(E) = F_,Hy(wx) — 0.

Proof. The assertion follows from Proposition 4.4 and the fact that F_,, A* = wy (F).
O
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Remark 4.6 (Analytic setting). The results in this section also apply when Z is an
analytic subspace of a complex manifold X, due to the study of open direct images in
the analytic category (see [Sai90, Proposition 2.11 and Corollary 2.20]) and the fact
that the strictness theorem [Sai90, Theorem 2.14] holds for any projective morphism
between analytic spaces, e.g. a resolution of singularities. Cf. also [JKSY22, §2.1].

5. An injectivity theorem. We continue to use the notation in the previous section.
Using the exact sequence

0= wy »>wy(F) = wg—0

and the Grauert-Riemenschneider vanishing theorem, Corollary 4.5 tells us that for all
g > 1, as a consequence of strictness for the Hodge filtration, we have an isomorphism

Yq: R fwp — F_ " (wx).
We also consider the inclusion maps
iq: Fopy MY (wx) <= HE (wx).

Theorem A in the Introduction follows therefore once the following compatibility is
established:

Proposition 5.1. For each q, the composition
1g 0 Yq: qulf*wE — HqZ(wX)

coincides with the morphism on cohomology described in the statement of Theorem A.

Proof. For simplicity we write down the argument for ¢ > 2, when RI7!f,wp ~
R f.wy(F). The argument for ¢ = 1 is similar, only this time by definition one
needs to consider f,wy (F)/wy (as opposed to fiwy (E)).

Step 1. We consider the commutative diagram (4.1) and we identify U and V via the
left vertical map. Applying Rf, to the canonical inclusion wy (E) < jiwy ~ wy (xE)
and passing to cohomology, we obtain morphisms

(5.2) R fwy (B) — R Ny ~ HE (wx)
for each g, where the last isomorphism is the canonical isomorphism in (2.4). We claim
that these morphisms can be identified with the compositions i4 o 7.

To see this, recall that we have identified

L
H(wx) = HI ' frwy (+E) := R fy (wy (+E) ®gy Dyx).

The transfer module admits a canonical morphism %y — %y _,x of left Zy-modules
(induced by Ty — f*Tx), which in turn induces a morphism

pe: R fuwy (3 E) — HI frwy (xE).

Now the morphism i,07,, defined using the resolution (4.3) of wy (*E), is obtained more
precisely by pushing forward the inclusion wy (E) < wy (*E), and then considering the
composition

R fiwy (E) — RI fuwy (+E) 25 HI7 L wy (xE).

But since f o j = j, p, can also be identified canonically with the isomorphism
RI71j.wyr — HI7'j, wy appearing above, and we are done.
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Step 2. In this step we discuss the following general situation: assume that W is a
closed subscheme in X, with ideal sheaf J. If j: V — X is the inclusion map of the
complement V = X \ W, we have a diagram of exact triangles

wx — RHome, (T, wx) —— RHome, (Ow,wx)[1] RN

§ | l

wxy ————————— Rj*wv > RFﬂ(wx)[l] +—1>

where the vertical map on the right is the canonical morphism and where the middle
vertical map can be described as the canonical morphism

(5.3) RHome, (T, wx) = Rj.jJ* RHome, (T, wx) = Rjwy,
since Jjy ~ Oy .
Moreover, in the presence of a proper morphism f: Y — X, assumed to be an

isomorphism over V, we can consider the ideal Jy := J - Oy defining f~1(W), and
completely similarly we have a canonical morphism

RHomg, (Jy, fwx) = Ri.((fwx)y) = Riwy,

where j' is the inclusion of V in Y. Applying R fs to this morphism, and Grothendieck
duality to the first term, we obtain a diagram

Rf.RHomg, (Jy, f'wx) —— RfiRjlwy ———— Rf.Rjlwy

RHomeg, (Rfi Ty, wx) —— RHomep, (J,wx) —— Rjwy

where we included the natural factorization of the bottom morphism through the object
RHome, (J,wx), induced by the canonical morphism J — R f,Jy; this factorization
holds due to the description of the morphism in (5.3) and the fact that Grothendieck
duality is compatible with restriction to open subsets.

Step 3. In this step we apply the constructions in Step 2 to give another description
of the morphism (5.2), which will finish the proof. First, (5.2) can be rewritten as the
composition

R f,RHomg, (Ov(—E),wy) = R f,RHomg, (I;-1(z),wy) = R juwy,

where the factorization through the middle term holds since FE is the reduced structure
on f~1(Z). Applying Grothendieck duality, this composition can be rewritten as

Sty ! (Rf.O(=E),wx) = Sty (RETpz),wx) = B,

and the map on the right factors further through &zt9—! (IZ, w X), as described in the
last diagram in Step 2. Moreover, it is straightforward to see that for ¢ > 2 we have
canonical isomorphisms

é@xtqﬁ;l (Rf* ﬁy(*E)v WX) ~ é”z:tqﬁx (Rf* ﬁE7 WX)

and
53:75%;1 (IZ,wX) ~ 53:75%;}( (ﬁz,wx).
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Altogether, the morphism (5.2) can be identified with the natural composition
éaxt?ﬁx (Rf*ﬁE,wX) — @mxt?ﬁx (ﬁ’z,wx) — " (wx),

which is the same as the map on cohomology described in the statement of Theorem
A. (Note that Grothendieck duality gives Rf.w} ~ RHomg, (Rf«Ok,wx[n]), while
wy ~ RHomeg, (Oz,wx[n]).) O

The upshot of Theorem A (and Proposition 5.1) is that for each ¢ > 1 we have a
commutative diagram

qulf*wE L c“:xtq(ﬁz, wX)

F_n/HquX EEEE— HquX,
where the left vertical map is the isomorphism in Corollary 4.5, the bottom horizontal
map is the inclusion, the right vertical map is the natural map to local cohomology,
while oy is the morphism on cohomology induced by
a: Rf.wy — wy
in DY (Coh(X )), obtained in turn by dualizing the natural morphism 07 — Rf.Op.
(Here w}, = wg[n — 1] since E is Gorenstein.)

As a consequence, the top horizontal map is injective. In other words this gives
another proof of the injectivity result of Kovacs and Schwede, Corollary B in the
Introduction, applied in [KS16] to the study of deformations of Du Bois singularities.

6. A local vanishing theorem. We use the constructions in §4 to prove a Nakano-
type vanishing result for log resolutions of arbitrary closed subsets. This generalizes
a result for hypersurfaces due to Saito [Sai07, Corollary 3] (cf. also [MP19a, Theo-
rem 32.1]).

Proof of Theorem D. We note that by the definition of ¢ and by Remark 2.6, we have
(6.1) sz(wx) =0 ifeither j<r or j>ec

The vanishing in the statement holds trivially for p > n, hence we may assume p < n.
Note that in this case the conditions in both i) and ii) imply ¢ > 1. We first check the
case p = n.” This follows in both cases i) and ii) from (6.1) and Corollary 4.5.

We next prove the theorem by descending induction on p. Let p < n and consider

the complex
C*®:=F_,A%p—n],
placed in cohomological degrees 0,...,n — p, where A® is as in Section 4. Note that
since p 4+ g > n + 1, we deduce from Proposition 4.4 that
RPN F LA <y RPYITTE A ~ HEPTTH () forall g,

hence using again (6.1), we see that in both cases i) and ii), we have
(6.2) RIf.C* = RPTI"fF ,A® =0.

2Note that when Z is a hypersurface, in which case r = ¢ = 1, this is the well-known fact that
Rif,wy(F) =0 for ¢ > 0, a special case of the Local Vanishing theorem for multiplier ideals.
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Consider now the hypercohomology spectral sequence
EY = RIf,C" = R f.C°.
By definition we have
C' = (log B) @y, f*F;9x for 0<i<n-—p,
hence we want to show that E?’q = 0. First, (6.2) implies that in both cases i) and ii)

we have B2 = 0.

Now for every k > 1 we clearly have E, kath-l

= 0, since this is a first-quadrant
spectral sequence. On the other hand, we also have E’g’qfkﬂ = 0 by induction. Indeed,
this is a subquotient of

Ef:‘]*kJrl _ Rq—k-i—lf*ck — Rq—k+1f*Q€/+k(10g E) ®6’X Fk@X

and the right-hand side vanishes by induction. We thus conclude that E? 1= EoI =,
completing the proof. O

Remark 6.3. (1) In the statement of the theorem, we may replace ¢ = led(Z, X) by
any s such that Z is locally cut out by s equations. Indeed, the fact that ¢ < s follows
from Remark 2.6.

(2) There exist further useful upper bounds on ¢ that depend only on the codimension
r of Z. We only list a couple here. In complete generality, Faltings [Fal80] showed that

[n g 1]
c<n— .
r
Among many other improvements, Huneke and Lyubeznik [HLIO] showed that if Z is

normal, then
n n—1
c<n-— — .
) [

Further results along these lines, assuming Sy, conditions on Z, appear in [DT16]. We
obtain in particular:

Corollary 6.4. Let Z be a closed subscheme of codimension r in a smooth, irreducible
n-dimensional variety X. If f: Y — X is a log resolution of (X,Z) which is an
isomorphism away from Z, and E = f~Y(Z)req, then

—1
Rif. 0% (logE)=0 for p+q>2n— [n ] .
r

If moreover Z is assumed to be normal, then the same holds for

1
ptg>om— || |2 .
r+1 r+1

We conclude by noting that in [MP19a, Theorem 32.1] it is shown that when Z is a
Cartier divisor, in order to have local vanishing as in Theorem D it is enough to assume
only that X is smooth away from Z. It is therefore natural to ask:

Question 6.5. Is there an appropriate generalization of Theorem D that does not
assume X to be smooth?
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C. ORDER AND EXT FILTRATIONS, AND SOME COMPARISONS

7. Order and Ext filtration. We now aim to define analogues of the pole order
filtration associated to hypersurfaces, and compare them with the Hodge filtration.
We thank C. Raicu, whose answers to our questions have helped shape the material in
this section.

We start by recording the following basic property of the Hodge filtration:
Proposition 7.1. For every p,q > 0, we have
Iz FyHYL(Ox) C FymrHE (O).
In particular, we have
IV EHL(Ox) =0 for every p > 0.
Proof. The first assertion is a general property of filtered Zx-modules underlying Hodge

modules whose support is contained in Z; see [Sai88, Lemma 3.2.6]. The second asser-
tion then follows from the fact that F_;H%(Ox) = 0 (see Remark 3.4). O

Remark 7.2. If Z is a reduced divisor, the second assertion in the above proposition
is equivalent with the fact that F,0x(xZ) C Ox((p+1)Z), i.e. the Hodge filtration
is contained in the pole order filtration; see [Sai93, Proposition 0.9], and also [MP19a,
Lemma 9.2]. Moreover, in terms of Hodge ideals, the first assertion says that I,(Z) C
I,_1(Z), see [MP19a, Proposition 13.1].

Definition 7.3. The order filtration on H%(Ox) is the increasing filtration given by
OvHL(Ox) :={u € HL(Ox) | T u =0}, k>0.
Note that we have a canonical isomorphism

Oy (Ox) ~ Homg, (ﬁX/IZH, ’HqZ(ﬁX)),

If Z is a reduced divisor, then
OyHy(0Ox) = Ox((k+1)Z)/0x,
and the inclusions FyO0x (xZ) C ﬁ’X((k‘ + l)Z) in Remark 7.2 say that
FHL(Ox) C O HL(Ox) forall k> 0.
This last fact continues to be true in general:

Proposition 7.4. For arbitrary Z, and for every k and q, we have
Fk/HqZ(ﬁx) - O[{H%(ﬁ){).

Proof. The statement is equivalent to the second assertion in Proposition 7.1. ]

Remark 7.5. The order filtration on H%(0x) is compatible with the filtration on Zx
by order of differential operators:

Fg.@x . O]{H%(ﬁx) - O]H_[qu(ﬁx) for all ]f,£ > 0.

However, unless ¢ = r = codimx (Z), the sheaves Oy H%(Ox) are not coherent as long
as "% (Ox) # 0. This makes the order filtration less suitable for ¢ > r; this is a rather
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deep result of Lyubeznik [Lyu93, Corollary 3.5].% For ¢ = r the situation is better; see
Proposition 7.14 below.

We also consider a related filtration. Recall that a well-known characterization of
local cohomology (see [Har67, Theorem 2.8]) is

Hy(Ox) = lim Eaty (Ox/T;, Ox),
k

where the morphisms
k k+1
(76) gwt%}( (ﬁx/IZ,ﬁx) — £xt%x(ﬁX/IZ+ ,ﬁx)
between the terms in the direct limit are induced from the short exact sequence

0 — I5 /I — Ox )T — Ox /T — 0.

Definition 7.7. The Ext filtration on H},(Ox) is the increasing filtration given by
ExHY(Ox) :=Im [€xt], (Ox/T5, 0x) — HL(Ox)], k>0.

Remark 7.8. It is clear from the definitions of the order and Ext filtrations that they
depend on the scheme-theoretic structure of Z and not just on the underlying set.
A natural choice, which gives the deepest such filtrations, is to take Z to be reduced.
However, it can be convenient to have the flexibility of allowing filtrations associated to
non-reduced schemes (for example, in the case of set-theoretic complete intersections).

Remark 7.9. If ¢ = r = codimx (Z), then
ExHY(Ox) = Eatly (Ox/TE, Ox),

i.e. the maps in the above definition are injective. Indeed, in this case the maps in
(7.6) are all injective, since

sty N(T5/T5H, Ox) = 0.
This last fact follows from the following well-known (see e.g. [BS76, Proposition 1.17]):
Lemma 7.10. If.% is a coherent sheaf on a smooth variety, then

@‘"aztiﬁx (#,0x) =0, forall i< codim Supp(#).

In terms of comparing these two natural filtrations, we clearly have
(7.11) EyvHL(Ox) C O HL(Ox), forall k> 0.

Remark 7.12. This time we obviously have that EyH%(0x) are coherent sheaves; by
Remark 7.5, this means in particular that Ej # Oy when ¢ > r and H%(Ox) # 0.
On the other hand, in general it is not clear any more whether the Ext filtration is
compatible with the filtration on Zx.

3The same statement was proved by Huneke-Koh [HK91] in positive characteristic.
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Let’s try to understand the inclusion (7.11) more canonically. According to the proof
of [HK91, Proposition 3.1(i)], for any ideal sheaf 7 C &x such that Supp (Ox/J) = Z,
there is a spectral sequence

(7.13) EYY = &atl, (0x/)T, HY(0x)) = HPY = &atl) (0x /T, Ox),
which is simply the spectral sequence of the composition of the functors H%(—) and
Homep, (Ox /T, "), since

Homey (Ox /T, Hy(M)) = Homp, (Ox /T, M),
for every 0x-module M and 7—[%(—) takes injective objects to injective objects.

Hence taking J = I?‘l, in general the picture is this: OpH%(Ox) is the Eg’q—term
of this spectral sequence, we have E% < Eg’q (as there are no non-trivial differentials
coming into E,q’q), while E2? is a quotient of HY = éaa:t({]fx (ﬁX/Igﬂ, ﬁx) which is
indentified with EyH%(Ox).

The drawbacks for both the order and the Ext filtration disappear when ¢ = r =
codimy (Z) due to the following:

Proposition 7.14. We have EyHY(Ox) = OyH7,(Ox) for all k > 0.
Proof. Using the spectral sequence (7.13), since H%(Ox) = 0 for ¢ < r, for any ideal
sheaf J C Ox such that Supp (Ox/J) = Z we have

Homep, (ﬁx/j,H%(ﬁX)) ~ Exty, (ﬁX/J, ﬁx).

The statement follows again by taking J = I?Fl; see also Remark 7.9. ([l

In particular, for ¢ = r, Proposition 7.4 can be reinterpreted as saying that
(7.15) FyH%(Ox) C ExHY,(Ox) for all k> 0.

A natural question, potentially interesting for the study of the singularities of Z, is
whether this extends to higher values of ¢ as well.

Question 7.16. (When) do we have inclusions FyH%,(Ox) C EyHY(Ox) for g >1r?

We will answer this question positively for £ = 0 and all ¢ in Proposition 7.20 below.
However we first note that in the smooth case we indeed have equality between all three
filtrations, as expected. If Z is a smooth irreducible subvariety of X of codimension r,
then H%(Ox) = 0 for ¢ # r (just as for any local complete intersection; see Remark 2.6).

Example 7.17. If Z is a smooth, irreducible subvariety of X of codimension r, then
F]{H%(ﬁx) = OkH%(ﬁx) = Ek'HrZ(ﬁx) for all k& Z 0.

Indeed, we have seen the first equality in Example 3.8 and the second equality follows
from Proposition 7.14.

Remark 7.18. We will see in Corollary 9.6 below that if Z is a singular local complete
intersection in X, of pure codimension r, then FyH7(0x) # OyH,(Ox) for k >
0. However, this can fail beyond the local complete intersection case, even for nice
varieties. For example, C. Raicu pointed out to us that if X is the variety of m x n
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matrices, with m > n, and Z is the subset consisting of matrices of rank < p (so that
codimx(Z) =r = (m — p)(n — p), then one can show using [Per21, Corollary 1.6] that

F]{H%(ﬁx) = Ok'HTZ(ﬁX) forall ke Z.
Remark 7.19. Another way of thinking about the isomorphism
FoHy(Ox) = Eatly (0g,0x) = wy @wy'

when Z is smooth is in terms of the description in Corollary 4.5. Indeed, considering
the log resolution of (X, Z) to be the blow-up of X along Z, it translates into the
isomorphism R" ! f,wg ~ wyz, which is well known.

As promised, in general we have a positive answer to Question 7.16 for the lowest
piece of the Hodge filtration.

Proposition 7.20. For every ¢ > 0 we have an inclusion FoH%,(Ox) C EyHL(Ox).

Proof. Equivalently, the statement says that there is an inclusion
F_anZ(wX) - Eo’HqZ(ﬁx) ®py wx =Im [ﬁxt?ﬁx (ﬁZ,WX) — H%(WX)]

This is an immediate consequence of Theorem A, in which we established the existence
of commutative diagrams

R~ 1f*wE e g$tﬁ ﬁz,wx)

(7.21) \ l
Hq (wx)

where the diagonal map is injective, identified with the inclusion F_,H%(wx) <
M (wx) via Corollary 4.5. O

Remark 7.22 (Normal schemes). If Z is normal of codimension r, then the inclusion
FoHY%(Ox) C EoHY(Ox) ~ wz @ wy'.
has an alternative interpretation: since Z is normal, the dualizing sheaf
wz = Exty (O7,0x) @ wx

and the canonical sheaf i,wy, where i: U < Z is the inclusion of the smooth locus of
Z, are isomorphic. Since wz ® w)_(l is reflexive, and coincides with FoH%(Ox) on U,
the conclusion follows.

8. The lowest term and Du Bois singularities. When Z is a reduced divisor, it
is known that the pair (X, Z) is log canonical if and only if Z has du Bois singularities;
see [KS11, Corollary 6.6]. On the other hand, the condition of being log-canonical is
equivalent to the equality FyOx (xZ) = PyOx (xZ), where P, is the pole order filtration,
or in other words Ip(Z) = Ox in the language of Hodge ideals; see [MP19a, Corollary
10.3].

We now show that Theorem A (and the discussion in §5), together with a criterion
for Du Bois singularities due to Steenbrink and Schwede, implies that in general, if
Z has Du Bois singularities, then FoH%(Ox) = EoH%(Ox) for all ¢; moreover, the
converse holds if Z is Cohen-Macaulay.
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Proof of Theorem C. It follows from work of Steenbrink [Ste85] (see Theorem 12.1 be-
low), that Z has Du Bois singularities if and only if the canonical morphism &, —
R f.0p is an isomorphism; see also Schwede’s [Sch07, Theorem 4.6] for a more general
criterion. Via duality, this is equivalent to the map

a: Rfiwy — wy

in the statement of Theorem A being an isomorphism, hence to the horizontal map in
(7.21) being an isomorphism for each g. This shows the first assertion.

Under the extra assumption of Z being Cohen-Macaulay of pure codimension r, we
have
é"mtqﬁx(ﬁz,wx) =0 for q#r,

so by Proposition 7.20 we also have FyH%(Ox) = 0 for all ¢ # r. Now as explained
in Remark 7.9, for ¢ = r the vertical map in (7.21) is injective, so F_,H'(wx) =
E_, "% (wx) is equivalent (cf. Proposition 5.1) to the canonical map

é":ct%x (Rf*ﬁE, wX) — gxt%){(ﬁz, wX)

being an isomorphism. Since all the other &zt sheaves are zero, it follows (using
Grothendieck duality) that the morphism « is an isomorphism, which as noted is equiv-
alent to Z being Du Bois. O

Remark 8.1 (Non-Cohen-Macaulay case). L. Ma has pointed out that when Z is not
Cohen-Macaulay, it can happen that Z is not Du Bois, but FoH%(Ox) = EyH%(Ox)
for all q. For example, this is the case if Z = Spec(C[s4, s3t, st3, t4]) — A%, We leave
the argument for Ch. E, in which we discuss some basic facts about Du Bois complexes
(see Example 12.7).

On a related note, the following corollary of Theorem A recovers [MSS17, Theorem B]
in the case when the ambient space X is smooth; see also Remark 8.3 below for the
general case of this result.

Corollary 8.2. If Z C X is a closed subscheme with Du Bois singularities, then the
natural maps

Extqﬁx(ﬁz, ﬁx) — qu(ﬁx)

are injective for all q.

Proof. As above, if Z is Du Bois the natural morphism &, — R f.0Og is an isomor-
phism, and therefore the canonical maps

é”xt?ﬁx (Rf*ﬁE, wX) — @@xt?ﬁx (ﬁz, wX)
are isomorphisms for each ¢q. The result then follows from Theorem A. ]

Remark 8.3. The question of when this injectivity holds is asked in [EMS00]; see
[MSS17] for further discussion and applications. In fact, as L. Ma has pointed out, one
can deduce from Corollary 8.2 the full statement of [MSS17, Theorem B| (in which
the ambient variety X is only assumed to be Gorenstein). Indeed, we may assume
that X = Spec(R) and Z = Spec(S) are affine, with S = R/I. The assertion in
the corollary implies via [DDSM21, Proposition 2.1] that S is i-cohomologically full
for every i (equivalently, in the language of [KK20], S has liftable local cohomology).
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This implies that for every maximal ideal m of R and every ¢ and k, the natural map
Hi(R/I*) — Hi(R/I) is surjective. If R is Gorenstein, then wp, ~ Ry, and local
duality implies that the natural map
Ext}"(R/I, R) — Ext}; "(R/I*, R)
is injective, where n = dim(Ry). By taking the direct limit over k, we obtain the
injectivity of ' 4
Exty "(R/I,R) — H ' (R).

We conclude this section by noting that a study of the equality F1H}(Ox) =
E1HY%(0x) should also be very interesting. Recall that in [MP19a, Theorem C] it
is shown that for a reduced hypersurface D the equality FyO0x(xD) = PyOx(xD) (or
equivalently I;(D) = Ox) implies that D has rational singularities. By analogy we
make the following:

Conjecture 8.4. If Z is a local complete intersection of pure codimension r in X and
if VHY(Ox) = E\H'Y(Ox), then Z has rational singularities.

We will show in Lemma 9.3 below that in the setting of the conjecture, the condition
Fy = FE; implies that Fy = Ey also holds. We also note that the assertion in the
conjecture follows from the stronger Conjecture 9.11 below. It is an interesting question
whether a similar condition on the Hodge filtration on all local cohomology sheaves
H%(Ox) would imply the fact that Z has rational singularities for any reduced Z.

9. The case of local complete intersections. All throughout this section Z is
assumed to be a local complete intersection subscheme of X, of pure codimension r,
defined by the ideal Zz. In this case we have H%(0x) = 0 for ¢ # r by Remark 2.6.
We have seen in Propositions 7.4 and 7.14 that

Fk'HTZ(ﬁx) - E;{H%(ﬁx) = O;{H%(ﬁx)
for all £ > 0.

We start by giving more precise descriptions of the order and Ext filtrations; even
though they coincide, each of the two filtration provides interesting information. We
denote by .47,y the normal sheaf (Zz/Z7)".

Lemma 9.1. For every k > 0, the quotient
Gry Hy (Ox) = ExyHY(Ox)/ By Hy(Ox)
is a locally free Oz-module; in fact, it is isomorphic to Symk(Jl/Z/X) Quwz ® w)_cl.

Proof. By Remark 7.9 we have EyHY(0x) = Smt%x(ﬁX/Iéﬂ,ﬁX), and moreover
each exact sequence

0— IE/IEM — Ox/TET — Ox /T — 0
induces an exact sequence
0 — Extly (Ox /T4, Ox) — Eaty (Ox[TET, Ox) — Eaty, (TE/T5H, Ox) — 0.

We thus see that
GrfHy(Ox) ~ Extyy (T5/THT, Ox)
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o~ Symk(,/VZ\;X)V ® Exty, (Oz,wx) ® wy! = Symk(J/Z/X) Rz @wy'.
O

Furthermore, working locally we may assume that Z is the closed subscheme of X
defined by f1,..., fr € Ox(X), with f1,..., f, forming a regular sequence at every point
of Z. Given this, an easy computation shows that as the case of smooth subvarieties
in Example 3.8, we have:

Lemma 9.2. The sheaf O H7,(Ox) is generated over Ox by the classes of T o lfar,
L f
where ay,...,a, > 1, with > s < k4.

By analogy with the case of hypersurfaces [MP19a], one of the main questions to
understand is when, given p > 0, we have

FyH(Ox) = OyH,(Ox) for k <p.
We first note that it suffices to check the equality for k = p:
Lemma 9.3. If F,H,(Ox) = O,H,(Ox), then
FyH(Ox) = OpH(Ox) for all k <p.

Proof. It suffices to check this for k¥ = p — 1. We use the notation Fj and Oy for
simplicity. Note first that by Proposition 7.1 and Proposition 7.4 we have

I7-0,=1z7-F,CF, 1 COp.
On the other hand, a brief inspection of the concrete description of Oy given in Lemma

9.2 shows that Zz - O, = Op—1. We conclude by combining these two facts. O

The next lemma shows that this question regarding the comparison between the
Hodge and order filtration is interesting only if we assume that Z is reduced.

Lemma 9.4. If Z is non-reduced, then FoH(Ox) # OoH(Ox).

Proof. Let O, H(0Ox) be the order filtration on H’(Ox ) corresponding to Zyeq. Since
we have the inclusions

FyMy(0x) € OgHz(Ox) € OoHy(Ox),
it is enough to show that OyH (Ox) # OoH%(Ox).

Note that Z is Cohen-Macaulay, being a local complete intersection; since it is not
reduced, it is not generically reduced. After restricting to a suitable open subset, we

may thus assume that X is affine, with coordinates x1,...,x,, such that the ideal of
Zyred 1s generated by xz1,...,x,, and if we denote by fi,..., f, the generators of Zz,
and write f; = 377, a; jz;, then det(a; ;) € (z1,...,7,). The assertion in the lemma

follows from the fact that via the isomorphisms

Hy(Ox) = O(X) gy, ) S OX) 5 = OX )y | S 0Ky,
i=1 i=1

given by the Cech-complex description in §2, the class of xl}.xr, which generates

O(HY(Ox), corresponds to det(ai,j)ﬁ. On the other hand, OgH",(Ox) is generated
by the class of ﬁ, hence it is different from OyH7(Ox). O
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Before stating the next result, we note that a stronger bound will be obtained in
Theorem 9.25, however with much more work; the simple argument here is sufficient
for establishing Corollary 9.6.

Proposition 9.5. If Z is not smooth, then
FyH(Ox) C OpH(Ox)  for every k>mn—r+1.

Proof. We may assume that X is affine and Zz is generated by f1, ..., f,. Since Z is not
smooth, it follows that there is a point () € Z defined by the ideal Zg such that, after
possibly renumbering and replacing fi; by a linear combination of fi,..., f., we have
fi1€ Ié. We now need to appeal to a result that will be proved later, Theorem 10.2,
saying that the Hodge filtration on 17, (0x) is generated at level n—r. If k > n—r+1,
we thus have
Fk’HTZ(ﬁx) C Fi9x - Fk,fH%(ﬁx).

Recall that Op_1H7,(0Ox) is generated by the classes of ——— with a@; > 1 for all

izl ...ff'r )

and ) ;a; < k—1+r. Moreover, using the fact that fi,..., f, form a regular sequence
in Ox @, it is easy to see that these elements form a minimal system of generators of
Or—1M7%(0x) at Q. A similar assertion holds for Oy H", (O ).

Since fi € Ié, a straightforward calculation shows that

1 1
FyH(Ox) C F19x - Ox 1My (0x) CIg - [y + > Ox- e
1 e e v

where the last sum is over those a1, ..., a, such that a; > 1 for all 4, with the inequality
being strict for some ¢ > 2, and such that ), a; = k + r. This shows that FyH",(0x)
is a proper subset of OyH7,(0x) at Q. O

In particular the coincidence of the two filtrations characterizes smoothness, similarly
to [MP19a, Theorem A] for hypersurfaces (for another approach to the same result, see
Theorem 9.25 below).

Corollary 9.6. Z is smooth if and only if FyH(Ox) = OxHYy(Ox) for all k.

We formalize the discussion above by introducing a measure of singularities that will
figure prominently in the study of the Du Bois complex of Z.

Definition 9.7. The singularity level of the Hodge filtration on H', Ox is
p(Z) :=sup{ k | FyH,Ox = O H, 0%},
with the convention that p(Z) = —1 if equality never holds.
Remark 9.8. The invariant p(Z) only depends on Z, and not on the embedding in a
smooth ambient variety. In order to see this, let us temporarily denote by p(Z — X)

the invariant corresponding to a closed embedding in a smooth variety X. Given a
closed immersion of smooth varieties X < Y, by Remark 3.6 we have

p(Z—=X)=p(Z—=X<=Y).

Suppose next that Z is affine and consider closed immersions i: Z < X and i': Z <
X', with X and X’ smooth and affine. In order to show that p(Z — X) = p(Z — X'),
by the identity above we may assume that X = A" and X’ = A" There is a
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morphism f: A™ — A" such that f oi = 4. Since (idam, f) is a closed immersion
with (idam, f) oi = (i,i'): X — A™ x A", it follows from what we have already seen
that p(X — A™) = p(X — A™ x A"™) and we similarly see that p(X — A™ x A"™) =
p(X — A™). Noting that given an open cover Z = |JV;, we have p(Z) = min; p(V;),
we leave it as an exercise for the reader to deduce the general case of our assertion.

Remark 9.9. (1) By Lemma 9.3 we have FyH,0x = O,H},Ox for all k < p(2).

(2) Corollary 9.6 says that Z is smooth if and only if p(Z) = oo, while Lemma 9.4 says
that if Z is not reduced, then p(Z) = —1.

(3) We have seen in Theorem C that p(Z) > 0 if and only if Z has Du Bois singularities.
Moreover, Conjecture 8.4 states that if p(Z) > 1, then Z has rational singularities.
Conjecture 9.11 predicts an explicit formula for p(Z) in terms of the Bernstein-Sato
polynomial of Z.

(4) Another interpretation of the singularity level p(Z), in terms of the Hodge ideals
associated to products of equations defining Z is given by Proposition 9.14 below. Note
that an algorithm for computing Hodge ideals is provided in [Bla21].

Remark 9.10 (Bernstein-Sato polynomial). For a reduced hypersurface D C X, we
have

p(D) = [a(D)] - 1,
where a(D) is the minimal exponent of D, i.e. the negative of the largest root of
the reduced Bernstein-Sato polynomial bp(s)/(s + 1); see [Sail6, Corollary 1]. This
interpretation and its extension to Q-divisors have proven to be very useful for studying
both the Hodge filtration and the minimal exponent, see [MP20a], [MP20b].

When Z is a reduced local complete intersection, it would similarly be interesting to
translate the condition FH%(Ox) = OxH';(Ox) for k < p in terms of the Bernstein-
Sato polynomial byz(s) (see [BMS06] for its definition). Note that by [BMS06, The-
orem 1], the largest root of by(s) is —lct(X, Z), the negative of the log canonical
threshold of the pair (X, Z). Since Z is reduced, —r is a root of bz(s), and it is natural
to consider the reduced version by (s) = bz (s)/(s+r). If we write &(Z) for the negative
of the largest root of bz(s), then we see that lct(X, Z) = min{r,&(Z)}, and it follows
from [BMS06, Theorem 4] that &(Z) > r if and only if Z has rational singularities.

Conjecture 9.11. If Z is a reduced local complete intersection of codimension r, then
p(Z) = max{[a(Z)] —r,—1}.

Note that this conjecture implies Conjecture 8.4.

We next give a criterion for the coincidence between the Hodge filtration and the
order filtration in terms of Hodge ideals of hypersurfaces, and deduce some applications
to the behavior of the singularity level. We continue to work locally, assuming that
X = Spec(A) is affine and Z is defined by equations fi,..., f, € A which form a regular
sequence at every point of Z. We define the ideal

T(fs o o) o= (f7 - fr [0S b <k, > by =k(r—1)) C A

We will assume that f := f;--- f, defines a reduced divisor D. This is a harmless
assumption: we are interested in understanding p(Z) and in light of Lemma 9.4, this is
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only interesting when Z is reduced; in this case the assumption on f is always satisfied
after possibly replacing fi, ..., fr by general linear combinations. We use the notation
Ii.(f) for the Hodge ideals It (D) of [MP19a].

Example 9.12. When x4, ...,x, are part of a system of algebraic coordinates, so that
f =1z, defines a divisor with simple normal crossings, we have
Ii(f) = Jg(z1,...,2,) forall k>0,
by [MP19a, Proposition 8.2].
Lemma 9.13. If f defines a reduced divisor, then I(f) C Jp(f1,..., fr) for all k > 0.

Proof. This follows from the Restriction Theorem for Hodge ideals, applied to the
morphism ¢: X — A" defined by (f1,..., fr) and the divisor (z1---2, =0) C A", in
combination with Example 9.12. We note that the key case of the Restriction Theorem
is for closed immersions, for which we refer to [MP18, Corollary 3.4]. The case of
an arbitrary morphism between smooth varieties is an immediate consequence; see
[MP20c, Corollary 3.17] for this assertion (in a more general setting). O

The criterion we are after is the following:

Proposition 9.14. If f defines a reduced divisor, then for a nonnegative integer k, we
have FyH(Ox) = OyHY,(Ox) if and only if

Te(frse oo ) S L)+ (FFF o F9F
in a neighborhood of Z.

Proof. Let I = (f1,...,fr) C A. Recall that we have an exact sequence

-
T
@Aﬁmﬁ-mfr — Ay — Hi(A) =0,
i=1
with the maps being strict with respect to the Hodge filtration. We also recall from
Lemma 9.2 that

1
"(A) = A | —
OkH[( ) al@ar |:ffl . .fT('ZT] )

where the sum is over those a,...,a, such that a; > 1 for all ¢ and ), a; < r +k,
while by the definition of Hodge ideals the Hodge filtration on Ay can be written as
1

FpAp = i Ik (f).

We thus have Oy H}(A) C FHj(A) if and only if for every aq, ..., a, as above, we have

1 1 "
RN < fh+1 -1 (f) +;Afl.../;...fr'

Let us first prove the “if’ part of the assertion. Given ay,...,a, as above, let
b; = k+ 1 — a;. Note that we have b; > 0 for all ¢ and ), b; > k(r — 1). We thus have

T177 € Jelfin o ) S I + (AL 4,
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If we write [, f = b+ S20_, f¥* u;, with b € I(f) and u; € A, it follows that

1

h T
QL pRl < ;Afl---?--fr'

For the proof of the “only if” part, we simply reverse the above arguments, using

. 1 . .
the fact that if u e A- L lies in » ;4 Af1-~-ﬁ--~fr’ then

-f
d 1
u € Z A- — in a neighborhood of Z.
i—1 f{H-l . fik+1 o fﬁ—’_l
This follows from the lemma below. O

Lemma 9.15. Let (R,m) be a local Noetherian C-algebra and fi,...,fr a regular
sequence of elements in m. If p is a positive integer and u € R - - lies in

777
r ~ r L1
i1 By 5ogo thenued i | R gt

Proof. After replacing fi,..., fr by f¥,..., f¥, we may assume that p = 1. By assump-

tion, we can write
h . gi
7
U = = =
CE A DIy SNAE
for some nonnegative integer N and some h, gi,...,g, € R. In this case, we have

h € ((ffv,...,fTN): (fl...fr)N—l)

and the assertion in the lemma follows if we have the inclusion

(9.16) (N Y (e FONY) C (i s ).

This follows from the fact that fi,..., f. forms a regular sequence: indeed, this implies
that the local ring homomorphism

p: S =Clzy,...,z]

(@1,0yzr) 7 R, 90(1'1) = fi

is flat and thus the inclusion (9.16) follows from the corresponding inclusion in S, with
the f; replaced by the x;. O

Due to the fact that the behavior of Hodge ideals under restriction and deformation
is quite well understood, the criterion in Proposition 9.14 leads to similar behavior for
the singularity level of the Hodge filtration on the local cohomology of local complete
intersections.

Theorem 9.17 (Restriction theorem for the singularity level). Let X be a smooth,
1rreducible variety, Z a local complete intersection subscheme of X of pure codimension
r, and H a smooth hypersurface in X such that Z|g = ZNH is a nonempty subscheme
of H, also of pure codimension r. Then:

i) After possibly restricting to a neighborhood of H, we have p(Z) > p(Z|x).
it) If H is general (for example a general element of a base-point free linear sys-
tem), then we also have p(Z) < p(Z|g).
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Proof. By taking an affine open cover of X, we may assume that X = Spec(A) is
affine and let h € A be an equation of H. We begin by proving i). We assume that
p(Z]g) > 0, since otherwise the inequality in i) is trivial. In particular, it follows from
Lemma 9.4 that Z|p is reduced, hence after replacing Z by a neighborhood of H, we
have that Z is reduced too.

We choose general generators f1, ..., f, for the ideal of Z in A such that if g; = f;|g
and we put as before f = fi---f, and ¢ = g1 - g,, then the divisors defined by f
and g in X and H, respectively, are reduced. In this case, the Restriction Theorem for
Hodge ideals [MP18, Theorem A] gives

(9.18) 1(9) € L,()- (A/h) forall ¢ 0.
Let ¢ = p(Z|p). By Proposition 9.14, we then have

(9.19) Ty(g1s -5 90) S I(9) + (g7, gt th).

Since Jy(g1,---59r) = Jg(f1,---, fr) - (A/h), it follows from (9.19) and (9.18) that
(9.20) To(frsee s Jr) S I + (o fE) o+ ().

We claim that in some neighborhood of Z|z, we have in fact

(9.21) Jo(f1,- s £o) S I (A A+ L e (Jg(fro - F) AT D).
Indeed, ifu € Jy(f1,..., fr), then it follows from (9.20) that we can write v = v+w+hQ,

where v € I(f), w e (f&', ..., /&), and Q € A. Since I(f) C Jo(fi,-.., fr) by
(9.13), we conclude that hQ € Jo(f1,. .., fr) + (FE, ..., £, Moreover h, fi,..., f»
form a regular sequence at every point of Z|g, so we conclude that Q € Jy(f1,..., fr)+
( {Hl, e ﬂ“) in a neighborhood of Z| . (For example, we could argue as in the proof
of Lemma 9.15 to reduce this to the case when f1, ..., f,, h are variables z1, ..., %y, y41

in a polynomial ring.)

The inclusion (9.21) gives by Nakayama’s lemma

J(fry- s fr) CI(f) + ( fH, ..., 91 in an open neighborhood V' of Z|y.

Proposition 9.14 then implies that if we consider the neighborhood U = V U (X \ Z)
of H, then p(ZNU) > g. This completes the proof of i).

The proof of ii) is easier: note first that we may assume that Z is reduced, since
otherwise the inequality to prove is trivial. Since H is general, it follows that Z|g
is reduced too. Using the previous notation, the inequality thus follows from Propo-
sition 9.14 and the fact that if H is general, then I,(g) = I,(f) - (A/h); see again
[MP18, Theorem A]. O

Theorem 9.22 (Semicontinuity theorem for the singularity level). Let m: X — T be a
smooth morphism of compler algebraic varieties, and for every t € T let Xy = m1(¢t).
Suppose that f1,..., fr € Ox(X) define a closed subscheme Z of X such that for every
t € T, the restriction Z; = Z N A is a closed subscheme of Xy of pure codimension r.
Let s: T — X be a section of w such that s(T) C V(f1,..., fr). For every ty € T there
is an open neighborhood U of ty such that for all t € U we have

P(Zi) = p(Z4),

where each p(2;) is considered in a small neighborhood of s(t).
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Proof. Step 1. We show that if T is smooth, then there is a nonempty open subset W
of T such that for all t € W, the equalities

(9.23) FH%,(Ox,) = OgH%,(Ox,) forall q<p(2y)

hold in a neighborhood of s(t). Note to begin with that after applying the first assertion
in Theorem 9.17 dim(7')-times, we deduce from the hypothesis that

FHZ(Ox) = O H'z(Ox) forall ¢ < p(Z,)

in some open neighborhood V of s(tp). Using now the second assertion in Theorem 9.17,
we can choose an open subset Ty C T such that for every ¢t € Ty, we have p(Z; N V) >
p(ZNV). This implies that if we take W = To N s~1(V), then the equalities (9.23)
hold on V N A for all t € W. This completes the proof of Step 1.

Step 2. We next show that the assertion in Step 1 holds for every (irreducible) variety
T. Given such T, consider a resolution of singularities 7" — T and the induced family
' X =X xpT' — T, as well as the induced section s": T — X’. If t{; € T" lies over
to, applying Step 1 we can find an open subset W’ C T" such that for all ' € W', the
equalities (9.23) hold in a neighborhood of §'(t'). We can then simply take W to be
any open subset of T' contained in the image of W'.

Step 3. We now prove the general statement by induction on dim(7). If dim(7T") = 1,
then we are done: if W is an open subset as in Step 2, then U = W U {ty} is an open
neighborhood of ¢y that satisfies the assertion. Suppose now that dim(7") > 2, and
let W C T be an open subset as in Step 2. If ty € W, then we are done by taking
U = W. Suppose now that tg ¢ W. After possibly removing from T the irreducible
components of Z =T ~ W that do not contain ¢y, we may assume that the irreducible
components Z1,..., Zy, of Z satisfy tg € Z; for all i. Applying the inductive hypothesis
for every morphism 7—%(Z;) — Z;, we find open neighborhoods W; of ¢y in Z; such
that for every t € W;, the equalities (9.23) hold in a neighborhood of s(t). In this case
U=WU(Z~U"(Z; ~W;)) is an open neighborhood of ¢y that satisfies the assertion
in the theorem. O

We next use our results on the behavior of p(Z) to give an upper bound for this
invariant when Z is singular; this can be seen as a generalization of [MP19a, Theorem
A]. We begin with the following:

Definition 9.24. Suppose that Z is a closed subscheme of a smooth variety X, defined
by the ideal 7y and let x € Z. For a nonzero regular function f defined in an open
neighborhood of z, we denote by mult,(f) the multiplicity at x of the hypersurface
defined by f. We denote by 3,(Z) the largest mult,(f), where f is part of a minimal
system of generators of 7z, C Ox ;. It is straightforward to see that this only depends
on the pair (Z, z), and not on X. Note that Z is smooth at z if and only if 3,(Z) = 1.

Theorem 9.25. If Z is a reduced closed subscheme of X which is a local complete
intersection, and if x € Z is a singular point with ,(Z) = d, then

dim(Z) —d + 1
p(2) < 7 :

. . dim(Z)-1
In particular, for every singular Z, we have p(Z) < —5"—.
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Proof. After possibly replacing X by a suitable neighborhood of x, we may assume that
X is affine, and that we have a system of coordinates x1,...,x,, centered at x, and
defined globally on X. We may also assume that Z is defined by a regular sequence
fiy-ooy fr € Ox(X) and mult,(f1) = d. After a suitable change of coordinates, we
may assume that fi,zs,...,z, form a regular sequence in a neighborhood of x. Let
T = A?, with coordinates s,t and let F», ..., F, be the regular functions on X x T
given by F; = sf; +tx;. Let X = X x T and Z the closed subscheme of X’ defined by
f1, Fs, ..., F.. We consider the open subset Ty C T consisting of those (sg,t9) € T such
that the fiber of Z over (sg,%y) has codimension r in X in a neighborhood of z. Note
that (1,0),(0,1) € Tp. We can find an open neighborhood Ay of {z} x Tp in X x T
such that we can apply Theorem 9.22 to the restriction 7: Xy — Ty of the projection
and to Zp = Z N A). Note that for a general (sg,t9) € Tp, the fiber Z(s0,t0) 18 cut out
in X by one equation of multiplicity d and r — 1 equations of multiplicity 1.

It follows that in order to prove the first bound in the theorem, we may assume
that mult,(f;) = 1 for every ¢ > 2. In this case, after possibly replacing Z by an
open neighborhood of x, we have a closed embedding as a hypersurface Z — X' of
multiplicity d at x, where X’ is smooth. In this case we have p(Z) = [a(Z)] — 1, see
Remark 9.10, and the first bound in the theorem follows from the upper bound
< dim(X’)  dim(Z) +1

d d

for the minimal exponent (see [MP20a, Theorem E]). The second bound follows since
d>2. O

a(2)

We deduce the following lower bound for the dimension of the singular locus of Z in

terms of p(Z). The proof proceeds as in the case of hypersurfaces, which is the content
of [MOPW21, Lemma 2.1].

Corollary 9.26. If Z is a reduced closed subscheme of X which is a local complete
intersection of pure dimension and whose singular locus Zgng s nonempty, then

codimy (Zsing) > 2p(Z) + 1.

Proof. We may assume that Z is affine. If dim(Zg,s) = s, then after successively
cutting Z with s general hyperplanes that meet Z,,, we obtain a smooth subvariety Y
of X of codimension s, such that ZNY is a singular reduced local complete intersection.
On one hand, the second assertion in Theorem 9.17 gives

p(ZNY)>p(Z).
On the other hand, we deduce from Theorem 9.25 that

pZAY) < dim(Z)—s—l'

The bound in the statement follows by combining these two inequalities. ]

D. GENERATION LEVEL AND LOCAL COHOMOLOGICAL DIMENSION

We now address one of the main applications of this paper, namely a characterization
of local cohomological dimension in terms of resolution of singularities. Before doing
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this, in the section below we establish the key technical tool, namely a criterion for the
generation level of the Hodge filtration on the highest nontrivial local cohomology.

10. The generation level of the Hodge filtration. We fix as always a closed sub-
scheme of a smooth, irreducible complex n-dimensional variety X, and a log resolution
f:Y = X of (X, Z) as at the beginning of §4. We denote by j: U = X \ Z — X the
inclusion.

Recall that a good filtration Fe M on a left Zx-module M is said to be generated
at level £ € Z if

FpopoM=Fp,Dx - FyM for all k> 0.

Equivalently, this means that for every m > ¢ we have
FpiaM=F9x - F,, M.
Lemma 10.1. The filtration FeM is generated at level k if and only if
HOGrE DRx(M,F)=0 forall i> k.

Proof. 1t is easy to check that the filtration Fy M is generated at level k if and only if
the natural multiplication map

Tx ®g, Grl M — GrF' M

is surjective for every ¢ > k. After tensoring by wx, this surjectivity is in turn equivalent
by definition to the vanishing of H°Gr?  DRx (M, F). O

The result we are after is:

Theorem 10.2. If ¢ > 1 is such that Hé(ﬁx) = 0 for all j > q, then the Hodge
filtration on HY,(Ox) is generated at level k € Z if and only if

Rq—l“rif*Qr;*i(log E) = 0 fOI' al]. 7 > k

In particular, it is always generated at level n — q.

A special case, which will lead to the proof of Theorem E in the next section, is the
following:

Corollary 10.3. If ¢ > 1 is such that sz(ﬁx) =0 for all j > q, then
HL(Ox) =0 <= RITT {00 (logE) =0 for all i> 0.

Proof. We apply the theorem with & = —1. Since by Remark 3.4 we have F_1H%(Ox) =
0, it follows that H%(Ox) is generated at level —1 if and only if it is zero. O

A key point in the proof of Theorem 10.2 is a formula for the graded pieces of the
de Rham complex of j,QH [n].

Lemma 10.4. For every i € Z, we have an isomorphism in D? (Coh(X)):

Grl DRx (5. Qff[n]) ~ Rf.Q5 " (log E)]i].
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Proof. We use the approach and notation in Section 4. Recall that we have an isomor-
phism
(10.5) 5:QU [n] = f.5.QV [n].
The filtered resolution (4.3) gives an isomorphism
Gri_, DRy (7.Qy [n]) ~ Oy~ (log E)[i]
(see also [MP19a, §6]). Using the isomorphism (10.5) and Saito’s strictness-type result
on the commutation of the direct image functor with the graded pieces of the de Rham
complex (see e.g. [Sai88, Section 2.3.7]) we deduce that
Gr/_,DRx (4.Q{[n]) ~ Rf.Gr[_, DRy (5.Qi} [n]) ~ R£.0Qy " (log E)[i].
O

Proof of Theorem 10.2. Recall from §3 that the filtered left Zx-modules R}, Oy
underlie the cohomologies of j*Q{JI [n], and that they coincide with the local cohomology
modules H}(Ox) (modulo Ox when ¢ = 1). In particular the Hodge filtration on
ML (Ox) is generated at level k if and only if the Hodge filtration on R, 0y is
generated at level k. On the other hand, by Lemma 10.1, the latter is generated at
level k if and only if

HOGrl” DRx(RY™1j.0y) =0 forall i> k.
Therefore the statement of the theorem follows once we prove the following:
Claim: For ¢ as in the hypothesis, we have

HOGrE DRy (R 1j.0p) ~ R £,0%  (log E) for all i€ Z.

To this end, we need to compare the graded quotients of the filtered de Rham complex
of ]*Qg [n] with those of the filtered de Rham complexes of its cohomology sheaves.
We use the spectral sequence

BV = HPGrE  DRx (R j.0y) — HP*'Grl”, DRx (.QH [n]).
given by (1.2). Since the de Rham complex of a Zx-module is supported in nonpositive
cohomological degrees, we have EY¥ = 0 if p > 0. On the other hand, by hypothesis
R j,0p = 0 for p/ > ¢, hence Egp/ = 0 if p’ > ¢. First, this immediately implies that
0,g—1 -
By = Eor L
Second, we see that for all p #£ 0 we have Eg’qflfp = 0, hence ERI17P — 0 as well.
Looking at all the terms for which p + p’ = ¢ — 1, we thus have
HOGr!  DRx (R 'j.0y) ~ HI 'Grl, DRx (.Q{f [n]) ~ RI ' £,00 " (log E),

where the second isomorphism follows from Lemma 10.4. This proves the claim. ([l

Remark 10.6. With the notation in Theorem 10.2, we note that each R'f.Q, (log E)
is independent of the log resolution f. This follows in the usual way, comparing two log
resolutions with a third one that dominates both of them, using the fact that if F is a
reduced SNC divisor on the smooth variety Y and if g: Y’ — Y is a proper morphism
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that is an isomorphism over Y ~\ Supp(E), and such that E' = ¢g*(F),eq is again an
SNC divisor, then for all j we have

g*Qg/, (log E') = Q{,(log E) and Rig*Qg/, (logE')=0 for i>0
(see [EV82, Lemmas 1.2 and 1.5] or [MP19a, Theorem 31.1}).

Example 10.7 (Top cohomology). It follows from Theorem 10.2 that the Hodge fil-
tration FeH7(Ox) is generated at level 0 for every Z C X.

Example 10.8 (Next to top cohomology). We will see in Corollary 11.10 below that
FJH 1 (Ox) is generated at level 0 for every Z C X.

Example 10.9 (Smooth subvarieties). The explicit description in Example 3.8 implies
that if Z is a smooth, irreducible subvariety of X, of codimension 7, then the Hodge fil-
tration on H' (Ox) is generated at level 0. We can also deduce this from Theorem 10.2.
Indeed, a log resolution of (X, Z) is given by the blow-up f:Y — X along Z. If F is
the exceptional divisor, then the condition in Theorem 10.2 for having generation at
level 0 is that
R0V (logE) =0 for i>0.
This follows from the fact that all the fibers of f have dimension < r — 1.

Here are also some classes of examples where the generation level is known for dif-
ferent reasons.

Example 10.10 (Monomial ideals). If A = Clz1,...,2,] and I C A is a monomial
ideal, then the Hodge filtration on Hj(A) is generated at level 0 for all g. As we have
mentioned in Example 3.11, the multiplication map

H}](A)U—ez ﬂ> H}Z(A)u

is an isomorphism whenever u; # 0. Moreover, an inverse is given by left multiplication
with uiza@ The assertion follows immediately from this observation and the description

of the Hodge filtration on H{(A) in Example 3.11.

Example 10.11 (Determinantal varieties). Let X ~ C™ be the space of n xXn matrices,
and let Zp C X be the determinantal subvariety consisting of matrices of rank < k.
Perlman [Per21, Corollary 1.6] shows that the generation level of H7 (Ox) is equal to
(n? —k — q)/2. He also proves a similar result, though more technical to state, for
arbitrary matrices.

11. A criterion for local cohomological dimension. We now discuss the charac-
terization of the local cohomological dimension led(X, Z) of a closed subscheme Z in
a smooth complex variety X of dimension n in terms of a log resolution f: Y — X of
the pair (X, Z). We assume that f is an isomorphism over X \ Z; as always, we denote
E=f _I(Z )Jred- The criterion is stated as Theorem E in the Introduction. Given what
was shown in the previous section, the proof is now immediate:

Proof of Theorem E. We argue by descending induction on ¢, the case ¢ > n (when
both conditions are clearly satisfied) being clear. Suppose now that ¢ > 1 and we know
the assertion for ¢ + 1. Then the condition

Rij*Q@_i(log E)=0 forall j>¢,i>0
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is equivalent to
led(Z,X) <c+1 and R 0% (logE) =0 for all i>0.

On the other hand, Corollary 10.3 shows that this is in turn equivalent to the condition
led(Z,X) < ec. O

Example 11.1. We write down the criterion in the theorem explicitly in the first few
cases. Note that we remove the terms of the form R"f,(—) from the list in Theorem
E, since these vanish automatically.

(1) led(X,Z)<n—1 < R" 'fwy(E)=0.

R1£00 Hlog E) =0
(2) 1ed(X,Z)<n—-2 < SR fwy(E)=0
R 2fwy(E) =0

Remark 11.2 (Ogus’ Theorem and comparison). A previous full characterization of
local cohomological dimension was provided by Ogus [Ogu73, Theorem 2.13]. His
criterion is of a quite different topological flavor, in terms of Hartshorne’s local algebraic
de Rham cohomology (which on complex algebraic varieties can be identified with
singular cohomology). As Ogus observes, it depends crucially on the behavior of local
de Rham cohomology at non-closed points as well; he notes in loc. cit. (see the remark
before Example 2.17) that it is desirable to have a criterion that works at a single
point and does not depend on generizations. Theorem E here provides such a criterion,
expressed in terms of finitely many coherent algebraic sheaves.

This being said, Ogus’ and our conditions should be equivalent. This seems quite
delicate; at the moment we do not understand this even in relatively simple cases, cf.
for instance Example 11.13 below. The connection may have to do with properties of
the (local) cohomology of Du Bois complexes yet to be discovered.

Remark 11.3. B. Bhatt and M. Saito independently pointed out to us that one can
use the Riemann-Hilbert correspondence to give the following characterization of local
cohomological dimension in terms of the perverse cohomology of the constant sheaf
CZan:

led(X, Z) = dim(X) — min {j € Z | PH/(Cza) # 0}.

See [BBL™] and [Sai21]. For example, this is used in [BBL "] in order to give another
proof of Ogus’ characterization of local cohomological dimension.

Remark 11.4 (Analytic setting). While this paper is written in the language of alge-
braic varieties for uniformity, we point out that the characterization of local cohomo-
logical dimension in Theorem E (as well as Theorem D on local vanishing) holds when
Z is an analytic subspace of a complex manifold X as well. The reason is that all ar-
guments, including Theorem 10.2, are based on the construction and formal properties
discussed in §4, which work in this setting; see Remark 4.6.

Before moving on to applications, we recall that much of the focus in the literature
is on bounds on led(X, Z) in terms of depth(&z). We note that in our context this
depth has a clear role related to the vanishing of the first step of the Hodge filtration:
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Lemma 11.5. For every Z, we have
FoH%L(Ox) =0 for all q>n—depth(0z) = pd(0y).
Moreover, if Z has du Bois singularities, then
FoyHy(Ox) #0 for q=n—depth(0z) = pd(Oz).
Proof. The equality n — depth(€0z) = pd(07) is given by the Auslander-Buchsbaum
formula. Then a well-known characterization of pd(&yz) gives
n — depth(€7z) = max {q| S:thﬁx(ﬁz, Ox)#0}.

The first assertion is then an immediate application of Corollaries 4.5 and B. For the
converse in the case of Du Bois singularities, we use in addition Theorem C. ([l

It is helpful to record that this allows us to bypass Theorem 10.2 if the generation
level of the Hodge filtration is a priori known to be optimal.

Corollary 11.6. If the Hodge filtration on H%,(Ox) is generated at level 0, then
’HqZ(ﬁx) =0 <= Rq_lf*wE =0
In particular, if the hypothesis holds for the Hodge filtration on all H%,(Ox), then
led(X, Z) <n — depth(0y).

Proof. This follows immediately from Lemma 11.5 and the results cited in its proof. [J

Remark 11.7. Note that if Z is either Cohen-Macaulay or has Du Bois singularities,
then

led(X, Z) > n — depth(0z).
In the Du Bois case, this follows directly from Lemma 11.5. On the other hand, if Z is
Cohen-Macaulay, then n — depth(0z) = n — dim(Z) = codimx (Z) and the inequality
follows from Remark 2.6.

In order to state the consequences of Theorem E in the desired level of generality, it is
convenient to also consider the local cohomological dimension at a (possibly non-closed)
point £ € Z. We define

lede(X, Z) := max led(U,ZNU),
Eeu

where the maximum is taken over the open neighborhoods U of £&. Recall that the
support of every local cohomology sheaf H%(€x) is closed: this follows for instance
from the fact that H%(Ox) has the structure of a coherent Zx-module, hence its
support is the image of its characteristic variety, which is a conical subvariety of the
cotangent bundle 7% X. Since local cohomology commutes with localization, we see
that if R = Ox ¢ and a =7z - R, then

lede(X, Z) = max{q | HI(R) # 0}.
In particular, we have ledg(X, Z) < codimx (§). It is clear that we also have
led(X, Z) = min ledg(X, Z) = min led, (X, Z),
cd(X, Z) = min ledg(X, Z) = min led,(X, Z)

4Recall that for q > 2 we have an isomorphism R?! f.wp ~ RY™! fuwy (E).
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where £ runs over all (possibly non-closed) points of Z and z runs over all closed points
of Z. For instance, here is Example 11.1 revisited in this more general setting.

Example 11.8. Let £ € Z be a point with codimy () = r. Note that for every p and
every ¢ > r we have R?f,QF (log E) = 0 in some neighborhood of ¢ (in which the fibers
of f have dimension < r —1).

(1) lede(X,2) <r—1 <= R !fuwy(E)e = 0.

R11.0% (log E)e = 0
(2) lede(X,Z) <r—2 <= { R 'fwy(E

Moving on to applications, Theorem E leads to previously known results on local
cohomological dimension, as well as to new results, in a unified fashion. We organize
this in decreasing order of the possible values of led(X, Z).

Cohomological dimension n—1. Here we obtain rather quickly the following special
case (i.e. when X is smooth) of a well-known result; see [Har68, Theorem 3.1], [Ogu73,
Corollary 2.10].

Corollary 11.9 (Hartshorne-Lichtenbaum Theorem, smooth case). We have
led(X,Z) <n—1 <= Z has no isolated points.

More generally, if § € Z is a point with codimx (§) =7, then lede(X,Z) <r —1 if and
only if {&} is not an irreducible component of Z.

Proof. The first assertion is a special case of the second one, by letting £ run over the
closed points of Z. We thus focus on the second assertion. Consider the local ring
R = Ox ¢, with maximal ideal m, and a = Zz - R. If {¢} is an irreducible component
of Z, then a is m-primary, hence H} (R) = H},(R) # 0.

Suppose now that W := {£} is not an irreducible component of Z. In particular, we
have r > 2. By Example 11.8(1), in order to show that led¢(X, Z) < r—1, it is enough
to show that R™~! fwy (E)e = 0.

After possibly replacing X by a suitable open neighborhood of £, we may assume
that the image of every irreducible component of E contains W. We write £ = E1 +
-+++ E;, + F, where the F; are the prime components of E such that f(E;) = W. Since
W is not an irreducible component of Z, it follows that f(F) = Z. Moreover, since
the fiber f~1(¢) is connected, it follows that after possibly reordering the E;, we may
assume that for every i, with 1 <1 < m, the intersection E; N (Eiy1 + -+ E, + F)
dominates W.

If m > 1, let us write E = Ey + E’. The short exact sequence
0— OJy(E/) — wy(E) — WK, (E/|E1) —0
gives an exact sequence

Rrilf*wy(El) — Rrilf*wY(E) — Rrilf*wEl (E/|E1).
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Note that R™! fiwp, (E'|g,)e = 0. Indeed, Ej¢ := E; xw Spec C(€) is a smooth
projective variety over Spec C(§) of dimension r — 1, and the pull-back of E'|g, to E ¢
is a nonzero effective Cartier divisor 7', so that

R fuwp, (E'|p,)e ~ H ™ (Bre,wp, (T)) ~ H(By¢, Op, (-T))"

=0.

We thus conclude that it is enough to show that R™ ! f,wy (E')¢ = 0. Iterating the
above argument, we see that it is therefore enough to show that R™ ! f.wy (F)¢ = 0.
The short exact sequence

0= wy > wy(F)— wrp—0

and Grauert-Riemenschneider vanishing (recall that » > 2) finally imply that it suffices
to show that R"~!f,wr = 0 in a neighborhood of &. This follows from the fact that
there is such a neighborhood over which all fibers of F' — W have dimension < r—2. [

Cohomological dimension n—2. Without any extra work, Theorem 10.2 guarantees
that if H(Ox) = 0, the Hodge filtration on H, ' (Ox) is generated at level 1. It turns
out that things are in fact always better:

Corollary 11.10. The Hodge filtration on ’H%‘l(ﬁx) is generated at level 0.

Proof. We may assume n > 2, since the assertion is trivial if n = 1. Around an isolated
point of Z, we have Hiz(ﬁx) = 0 for all i < n, hence the assertion is clear. On the
other hand, on the complement of the isolated points of Z, we have H7(0x) = 0 by
Corollary 11.9. We can thus apply Theorem 10.2 and the only vanishing that needs to
be checked is

R .00 (log E) = 0.

This is a general phenomenon for any Z and any log resolution, the subject of Theo-
rem 11.14 which will be treated separately at the end of this section. [l

This leads us to the following alternative to the characterization of Hartshorne and
Ogus [Ogu73, Corollary 2.11] (see also Remark 11.13):

Corollary 11.11. If Z has no isolated points, then
led(X,Z) <n—2 <= R"*f.wy(E)=0.

More generally, if £ € Z is a point with codimx () = r and such that {?} 18 mot an
irreducible component of Z, then

lede(X,Z) <r—2 < R ?fuwy(E) =0.

Proof. The first part follows immediately from Corollaries 11.6 and 11.10.

More generally, for the second assertion, by hypothesis and Corollary 11.9, we already
know that R™! fiwy (E)e = 0. In view of Example 11.8(2), we are done if we have
R £0% (log E)¢ = 0 as well. This is again part of the general Theorem 11.14
below. O

As an immediate consequence of Corollary 11.11 and of a suitable extension of
Lemma 11.5, we recover Ogus’ result [Ogu73, Remark p. 338-339]:
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Corollary 11.12 (Ogus’ Theorem). If £ € Z is such that codimx (§) = r and we have
depth(0z¢) > 2, then lede(X,Z) <r —2.

This happens for instance if Z is normal and £ is a point of codimension at least 2.

Remark 11.13. This case of local cohomological dimension n — 2 provides the first
instance of the intricacy of the comparison with Ogus’ theorem discussed in Remark
11.2. Recall that, in answer to a conjecture of Hartshorne, Ogus showed in [Ogu73,
Corollary 2.11] that, say at a closed point = € Z, one has led; (X, Z) < n—2 if and only
if the punctured spectrum Spec(0z ;)\ {m} is formally geometrically connected, which
in turn is equivalent to the vanishing of the local singular cohomology H!(Z, C). Thus
the equivalence between our criterion in Corollary 11.11 and Ogus’ criterion becomes,
with the notation above:

R"2fwy(E), =0 < H.X(Z,C)=0.

With the currently available methods, at the moment we only know how to prove that
our condition implies Ogus’, i.e. the implication from left to right.

To complete this circle of ideas, we need to establish the missing ingredient in the
proof of Corollary 11.10 and Corollary 11.11. We show that

R"f.0L(logE) =0 forall j<mn-—1.

for any proper closed subscheme Z of a smooth n-dimensional variety X, and any log
resolution of (X, Z). In fact, we prove the following more general result taking into
account non-closed points; it can be read completely independently of the rest of the
paper.

Theorem 11.14. With the notation above, if £ € Z is a point with codimx (§) = r > 2,
then

R’"*lf*Q{/(log E)e=0 forall j<r-—1.

Moreowver, if@ s not an irreducible component of Z, then the same vanishing holds
for all j € Z.

Before giving the proof, we need some preparations. We begin with a lemma that
allows us to reduce the proof of statements like the one in Theorem 11.14 to the case
when £ is a closed point. We consider the following setup. Suppose that H is a general
member of a base-point free linear system on X and ¢g: Hy — H is the morphism
induced by f, where Hy = f*H. Note that by the Kleiman-Bertini theorem, H and
Hy are smooth (though possibly disconnected) and Hy + E is a simple normal crossing
divisor. Therefore g is a log resolution of (H,Z N H) which is an isomorphism over
H~ Z,and E|lg, = g 1(Z N H)yea.

Lemma 11.15. With the above notation, we have
R £.0,(logE) - O ~ R'g. (¥, (log E) - Op,,)  for all i,j.
Moreover, for every i and every q, if

Rig*quY (log E|lg,) =0 forall j<gq, then

Rif*Q{,(logE) Oy =0 forall j<gq.
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Proof. Let a: H — X and B: Hy — Y be the inclusion maps. Since Y and H are
Tor-independent over X, the canonical base-change morphism

La*Rf.Q) (log E) — Rg.L3*Q, (log E)
is an isomorphism (see [TSPA21, Lemma 36.22.5]). Since H is general, we have
H (La*R [0, (log E)) = R f.Q) (log E) - O and
H'(Rg. LB, (log E)) = R'g, (), (log E) - On,.).
This gives the first assertion in the lemma.

For the second assertion, note that since Hy + E is a simple normal crossing divisor,
we have an exact sequence of locally free sheaves on Hy:

0 — O, (—Hy) = Q3 (log E) - O, — Qy,, (log E| ) — 0.

This implies that for every j, the sheaf Q§/ (log E) - Ox, has a filtration with successive
quotients

O, (—pHy) 0y, qu—f(logE\Hy) for 0<p<j.
The statement then follows by taking the long exact sequences for higher direct images,
using the first assertion and the fact that by the projection formula, we have

Rig*(ﬁHY(_pHY) ®6HY Q}{_f(logE‘Hy)) = ﬁH(_pH) Roy Rig*Qj];[_Yp(logE|Hy)'
]

We next give a couple of easy lemmas regarding the push-forward of sheaves of log
differentials under smooth blow-ups. Let us fix first some notation. Suppose that W is
a smooth irreducible codimension r subvariety of the smooth n-dimensional variety X.
Let m: X’ — X be the blow-up of X along W, with exceptional divisor F. Suppose
that D is a reduced SNC divisor on X, that also has SNC with W, and let D’ = D+ F,

where D is the strict transform of D.
Lemma 11.16. With the above notation, if W C Supp(D), then
o O (log D), if i=0;
RlTF*Q?X,(IOgD,) — X( g ) f
0, otherwise.

Proof. This is well known, see for example [EV82, Lemmas 1.2 and 1.5] or [MP19a,
Theorem 31.1] for a more general statement. 0

Lemma 11.17. With the above notation, if W  Supp(D) and r > 2, then
O (logD), if i=0;
R'm Q% (logD') = ¢ Q) "(log Dlw), if i=r—1;
0, otherwise.

Proof. This is also well known, but we include an argument for the lack of a good
reference. Arguing locally, we may assume that there is a smooth divisor H containing
W, such that G = D + H has SNC, and also has SNC with W; for example, if we
have local algebraic coordinates x1,...,z, on X such that W is defined by the ideal
(z1,...,2,) and D is defined by x,11--- 2,45, then we may take H to be defined by
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z1. Let G = D' + ﬁN, where H is the strict transform of H. Note that if r = 2, then
the induced map ¢: H — H is an isomorphism and the inverse image of W is F| i- On
the other hand, if » > 3, then ¢ is the blow-up of H along W, with exceptional divisor
F| ;7 and we can apply induction for the divisor D|y.

On X’ we have the short exact sequence
(11.18) 0 — %, (log D') — O, (log G') — /= (log D'| ) = 0.
Note that by Lemma 11.16, we have
0% (log G), if i=0;

(11.19) Rim, Y, (log G') ~
X 0, otherwise.

We prove the assertion in the lemma by induction on r > 2. Suppose first that
r = 2. Pushing forward the exact sequence (11.18) and using (11.19), we obtain an
exact sequence

0 — 1, (log D') — ¥ (log G) -% Q% (log (D] + W) — R'm. %, (log D) — 0.
Note that « is the composition
Qg((log G) — Q‘}I_l(logD]H) — le(log (D|lg +W)),
where the first map is surjective and the second one is injective. We thus see that
T, (log D) ~ @ (log D) and R'm.,(log D) =~ Q,*(log D|w).
Since 7 has fibers of dimension < 1, we deduce that Riﬂ*ng,(log D'y =0 for i > 2,

which completes the proof for r = 2.

Suppose now that r > 3, and that we know the assertion for » — 1. Pushing forward
the exact sequence (11.18) and using (11.19) together with the inductive assumption,
we first see that for ¢ > 2, we have

o . . O "(log D|z), if i=r—1;
R'm, 2%, (log D) ~ R, ¥ (log D' | 7) =<~ 7 (log D|z)
H :
0, otherwise.

We also get an exact sequence

0 = 0, (log D') = ¥ (log G) -2 Q7 (log D) — R'm, @, (log D') — 0.
We thus conclude that

W*QJ)'(, (log D') ~ ker(3) ~ Q&(log D) and Rlﬂ'*Qg(, (log D) =~ coker(B3) = 0.
This completes the proof of the lemma. U

Proof of Theorem 11.1/. We may and will assume that X is affine, and fix a linear
system of divisors on X obtained by restricting a complete very ample linear system on
a projective completion of X. Suppose first that » < n and that H is a general element
in our linear system such that H N {?} is nonempty. If we knew the assertions in the
theorem for g and for the irreducible components of H N @ (which have codimension
r in H), then we would get using Lemma 11.15 that R’"_lf*Q{,(log E) - Oy vanishes at

some point of H N{£} for all j (we assume j < r— 1 if {£} is an irreducible component
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of Z). By Nakayama’s lemma, we then deduce that R"~! f*Q{/(log E) vanishes at some
point of {¢} and thus its stalk at & is 0.

After repeating this several times, we reduce to the case when ¢ is a closed point,
hence r = n. Since the case j = n follows from Corollary 11.9, we only need to prove

(11.20) RU.0) (log E) =0 forall j<n.

Suppose that we have a sequence of morphisms:

gN—
Xy I Xy 22 2 x, IS X=X

with the following properties:

i) For every i with 0 < ¢ < N — 1, we have a smooth irreducible subvariety Z;
of X; of codimension > 2 such that g;41 is the blow-up of X; along Z;, with
exceptional divisor F;,1; in particular, X,..., Xy are smooth.

ii) For every ¢ with 1 <i < N, if

D; = (g7 (Di—1) + Ei) .y
(with the convention Dy = 0), then D; has SNC, and also has SNC with Z; for
1< N -1
iii) All Z; lie inside the inverse image of Z.

For every i, let us denote by f; the composition X; — X. In order to prove (11.20), it
is enough to show by induction on N > 0 that under these assumptions

R fn) % (logDy) =0 for 0<j<n—L

Indeed, we can find a sequence of morphisms as above such that fy gives a log resolution
of (X,Z) as in the statement of the theorem. Since the sheaf R"!f,04 (log E) is
independent of the resolution (see Remark 10.6), we obtain the desired vanishing.

The case N = 0, when fy is the identity, is trivial, hence we only need to prove
the induction step. There are two cases to consider. If Zn_1 C Supp(Dpy-_1), then it
follows from Lemma 11.16 that

R" 7 (fn)u, (log Dy) ~ R (fn_1). Q% (log Dn_1),
hence we are done by induction.

Suppose now that Zx_1 € Supp(Dxy_1) and consider the Leray spectral sequence
BB = R(fv-1). R (g). ¥ (1o D) = R¥9(fx). % (log D).

It follows from Lemma 11.16 that the only possible nonzero terms FY? with p+ ¢ =
n — 1, are
-1,0 - j
Ey " = R (fn-1).8%, _ (log Dy_1) and
—rr—1 _ i
Ey " = RV (fn-1):Qy, (log Dn—1lzy_,),
where r = codimy, ,(Zny—_1). We see that ngl’o = 0 by induction. Since Zy_1 €
Supp(Dx—1), the induced morphism Zn_1 — fn—1(Zn—1) is birational. If dim(Zy_1) =
n — r is positive, then this morphism has fibers of dimension < n — r — 1, hence
Eg_r7r_1 = 0. On the other hand, if r = n, then j — r < 0, hence again Eg_r’r_l = 0.
We thus conclude from the spectral sequence that R"~!( fN)*QJXN (log Dy) = 0, com-
pleting the proof of the theorem. O
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Cohomological dimension n—3. The pattern of the previous two paragraphs contin-
ues for one more step, by means of the following result of Dao-Takagi [DT16, Corollary
2.8], conjectured and proved in a more restrictive setting by Varbaro [Varl3].

Theorem 11.21 (Dao-Takagi-Varbaro Theorem). If§ € Z is a point with codimx (§) =
r and depth(0z¢) > 3, then lede(X, Z) < r — 3.

We will point out below how one can use Theorem E in order to give another proof
of this theorem at a closed isolated singular point, as part of studying a more general
related question (see Conjecture 14.1 and Theorem 14.3 below) that will also be useful
in studying the Du Bois complex of Z.

Optimal bounds. It is known that the ideal pattern
depth(0z) >k = led(X,Z) <n—k

stops in fact at k¥ = 3 with the result above; in characteristic 0 there are examples of
determinantal subschemes Z C A™ for which depth(&7) > 4 but led(X, Z) < n — 3,
see e.g. [DT16, Example 2.11]. Note that things are better in positive characteristic,
where Peskine and Szpiro [PS73] showed that indeed for any point { € Z, we have
lede(X, Z) < n—depth(0z¢).

As a consequence of Theorem E or the surrounding circle of ideas, we do however
obtain the ideal result for two classes of subschemes: those with quotient singularities,
and those given by monomial ideals. We state the next result here, as it fits well with
the current discussion, but for its proof it is useful to first read §12.

Corollary 11.22 (Quotient singularities). Let Z be a closed, irreducible subscheme
of codimension r, with quotient singularities, in the smooth, irreducible n-dimensional
varitety X. Then

led(X, Z) = n — depth(0z) = r.

Proof. First, since quotient singularities are rational, hence Cohen-Macaulay, the fact
that led(X, Z) > n — depth(0z) = r follows from Remark 11.7. Second, the graded
pieces of the Du Bois complex of quotient singularities have a very simple form. Con-
cretely, by [DB81, Section 5] we have quasi-isomorphisms

0, ~ 9
for each i > 0, where the right hand side is the reflexive hull of QlZ It follows from
Corollary 12.6 below that in order to show that led(X, Z) < r, it suffices to show

(11.23) St (O wx) =0 forall j>ri>0.
But for quotient singularities we have
depth(Q[;]) =dmZ =n—r,

which indeed implies (11.23). In order to see this, arguing étale locally, we may assume
that we have a morphism 7: Y — Z = Y/G, where Y is smooth and G is a group
acting without quasi-reflections. In this case we have

QY ~ (m.04)¢

by [Ste77, Lemma 1.8]. This in turn is a direct summand of 7., since we are in
characteristic zero, and therefore has maximal depth n — r. ]
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Corollary 11.22 says that the only non-trivial local cohomology sheaf is H’,(Ox),
even though Z is not necessarily a local complete intersection. Due to results of Ogus,
this in turn implies that subvarieties in P™ with quotient singularities share other nice
features of local complete intersections (cf. [Ogu73, Corollary 4.8]) regarding the global
cohomological dimension cd(+) of the complement, or of Barth-Lefschetz-type.

Corollary 11.24. Let Z C P™ be a closed subscheme of codimension r, with quotient
singularities. Then

(1) edP" N Z) <2r—1. ‘
(2) The restriction maps H'(P",C) — H'(Z,C) are isomorphisms for i < mn — 2r.

Proof. This holds more generally for any Z which is Cohen-Macaulay and satisfies
led(P™, Z) = r, as an immediate consequence of [Ogu73, Theorem 4.7]. The second
part is stated for algebraic de Rham cohomology in loc. cit.; over C this is identified
with singular cohomology by [Har75, Theorem IV.1.1]. O

Remark 11.25 (Toroidal singularities). If Z has toroidal singularities, it is also the
case that Qf, ~ Q[}] for all i; see [GNAPGP88, Chapter V.4]. However it is known that

the depth of Q[ZZ} is not always maximal, and therefore the argument above does not go
through.” It would be interesting to have a complete answer for the local cohomological
dimension of such singularities.

We next consider the case of monomial ideals, for which we recover a result of
Lyubeznik (see [Lyu84, Teorem 1(iv)]).

Corollary 11.26 (Monomial ideals). If I C A = C[X4,...,X},] is a radical monomial
ideal (i.e. A/I is a Stanley-Reisner ring), then

led(A, I) = n — depth(A/I) = pd(A/I).

Proof. According to Example 10.10, the Hodge filtration on each H}(A) is generated
at level 0. It suffices then to apply Corollary 11.6 and Remark 11.7. Note that in this
case A/I has Du Bois singularities by [Sch09, Theorem 6.1], as Stanley-Reisner rings
have F-injective (even F-pure) type. O

Remark 11.27. Unlike in the case of quotient singularities, Stanley-Reisner rings are
not necessarily Cohen-Macaulay, and therefore pd(A/I) does not coincide in general
with codim(]).

E. THE DU B0OIS COMPLEX AND REFLEXIVE DIFFERENTIALS

Building on Deligne’s work constructing mixed Hodge structures on the cohomology
of algebraic varieties, Du Bois introduced in [DB81] a version of the de Rham complex
for singular varieties. Given a (reduced) complex algebraic variety Z, the Du Bois
complex of Z is an object Q% in the derived category of filtered complexes on Z. Its
(shifted) graded pieces Q7 := Grh.Q%[p| are objects in the derived category of coherent
sheaves on Z. There are canonical morphisms Q7 — QF that are isomorphisms over
the smooth locus of Z. The condition that this is an isomorphism everywhere on Z for

5Tt is known that the depth is maximal for all ¢ in the case of simplicial toric varieties, but these
are exactly the toric varieties that have quotient singularities.
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p = 0 defines Du Bois singularities, an important class of singularities (see e.g. [KKS11]
for a survey) that has already made an appearance in this paper. The complexes Q%
enjoy, in the proper setting, several important properties of the De Rham complex of
smooth varieties. For an introduction to this circle of ideas, see [PS08, Chapter 7.3]

and [Ste85].

12. The Du Bois complex and local cohomological dimension. This is a pre-
liminary section, in which we record some basic facts involving the Du Bois complex of
Z, and in particular reinterpret the vanishing conditions in Theorem E in these terms.
A key ingredient is a description, due to Steenbrink, for the graded pieces of the Du
Bois complex of Z via a log resolution of an ambient variety. Suppose that X is an
irreducible complex algebraic variety and Z is a reduced closed subscheme of X such
that X \ Z is smooth (we will shortly assume that X is smooth, but we want to state
the first result in this slightly more general setting). Let f: Y — X be a proper map
that is an isomorphism over X \ Z, with Y smooth, and such that E = f~(Z),eq is
an SNC divisor.

Theorem 12.1 ([Ste85, Proposition 3.3]). With the above notation, for each p we have
an isomorphism in D?(Coh(X)):

Rf(Qy P(log B)(-E)) ~ QY .

Here Q% 7 is the (n — p)-th du Bois complex of the pair (X, Z), which sits in an
exact triangle

(12.2) O
where the other two terms are the usual du Bois complexes.

From now on, we return to our usual assumption that the ambient variety X is
smooth. In this case we of course have Q' 7 ~ Q.

We relate R?f, € (log E) to the Du Bois complex as follows: by Grothendieck duality
(12.3) R/ (log E) ~ Rf.(RHom(Qy P (log E)(—E),wy)) =~
~ RHom(Rf.(Qy P(log E)(—E)),wx),
and therefore for each ¢ we have
(12.4) RIf.OF (log E) =~ &at}, (Rf.(Qy "(log E)(—E)),wx).
As a consequence, we have:
Lemma 12.5. For every q > 1 we have

Rf, Q% (log E) ~ gmt?ﬁ;l Q5,7 wx).

Proof. By (12.4), Theorem 12.1 and (12.2), both sides are isomorphic to the sheaf
@mxtfgx (Q’;{_g, wx). O
The above lemma leads to a useful equivalent formulation of Theorem E:

Corollary 12.6. For every positive integer c, the following are equivalent:

(1) led(X, Z) < c.
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(2) éaxtgjﬂ(iiz,wx) =0 forall j > candi>0.

We end this section with the discussion of the example pointed out in Remark 8.1.

Example 12.7. Consider the surjection
R=Clz,...,z4 = S = C[s*, $3t, st?, 1],

with kernel I, and the corresponding embedding Z = Spec(S) < X = Spec(R). Note
that Z is an integral variety, with a unique singular point 0, defined by the ideal
mp. The normalization morphism 7: 77 corresponds to the inclusion S <« S =
C[s?, s3t, 5212, st3,t4]. Note that Z is a toric variety, hence it is Du Bois. The morphism
7 is an isomorphism over Z ~\. {0} and 7~1(0) consists of one point. It thus follows from
[DB81, Proposition 3.9] that Q7 ~ W*Q% for all p. In particular, we have QY ~ 7,0 5
hence Z is not Du Bois.

On the other hand, we have FyH}(R) = EoH}(R) for all g. This is clear for g # 2
since in this case H}(R) = 0 (for ¢ = 3 one can use [Ogu73, Corollary 2.11]). Using
Lemma 12.5 and graded local duality, we can identify the graded Matlis dual of the
morphism

(12.8) FoH?(R) — FEoH?(R)
with the morphism
HZ (S) — HZ (9).
This is an isomorphism, as can be seen from the long exact sequence of local cohomology

associated to
058385 —=C—=0.

Therefore (12.8) is an isomorphism.

13. Higher Du Bois singularities for local complete intersections. The Hodge
filtration on local cohomology allows us to state and prove a generalization of the vanish-
ing theorem for cohomologies of the Du Bois complex of a hypersurface [MOPW21, The-
orem 1.1], and of its converse [JKSY21, Theorem 1], to the case of local complete
intersections of arbitrary codimension.

Before proving the main result, Theorem F, we make some preparations. We begin
with a description of the graded pieces of the Du Bois complex in terms of the de Rham
complex of the local cohomology Hodge module (cf. [MOPW21, Lemma 2.1] for the
case of hypersurfaces). This is all we use here, but a stronger result, at the level of the
Du Bois complex, was proved by Saito in [Sai00, Theorem 0.2].

Proposition 13.1. If X is a smooth, irreducible n-dimensional complex algebraic va-
riety and i: Z — X 1is the inclusion map of a closed reduced subscheme Z, then for
every integer p we have an isomorphism in Db(Coh(X))

Q) ~ RHomg, (Gri_nDRXi*i!Qg[n],wX) [p].
In particular, if Z is a local complete intersection of pure codimension r, then

QY ~ RHomg, (GrganRXH%(ﬁX), wX) [p+ r].
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Proof. Consider a log resolution f: Y — X of (X,Z) as in Section 4. Lemma 10.4
gives an isomorphism

Gry_,DRx (j.Q{f [n]) ~ R QY (log E)[p].
We similarly have an isomorphism
Gry_, DRx (Q¥[n]) ~ Q% P[p).

Applying RHomg, (-,wx) and the isomorphisms (12.3), we obtain the commutative
diagram

RHomg, (Grg_nDRX(j*Qg[n]),wX) —— RHomg, (Grg_nDRXQg[n},wX)
Rf. (0 (log E)(—E)) [-p] » Q% [-p),

in which the vertical maps are isomorphisms. On the other hand, the exact triangle
(3.1) in the derived category of Hodge modules induces the exact triangle

Grr DRx (i.#'Q¥[n]) — Grl_ , DRxQ¥[n] — Grf DRx (j.Qf[n]) =5 .

Applying RHomg, (-, wx) and using the above commutative diagram, as well as The-
orem 12.1, we obtain the first assertion in the proposition. The second one is an
immediate consequence. O

Assume now that Z is a local complete intersection of pure codimension r. We recall
from the beginning of §9 that we have

Fk’HTZ(ﬁx) g E]ﬂ'l%(ﬁ)() for all k.

It follows that for every p > 0, if we denote by Grf,nDR xH',(Ox) the corresponding
graded piece of the de Rham complex of H',(Ox) with respect to the filtration E,, we
have a morphism of complexes

¢p: Gr)_, DRxHy(0x) = Gr)_, DRxH,(0Ox).

By definition, if p(Z) > p, then ¢, is an isomorphism. If we only know that p(Z) >
p — 1, then ¢, is an injective morphism of complexes, whose cokernel is concentrated
in cohomological degree 0.

Applying RHomg, (-, wx) to ¢, and taking HPT"(—), we obtain
Uhe Ext P (Grl DRxHY(0x),wx) = Eaty P (Gr)  DRxHY (Ox),wx) ~ H'(Q),
where the isomorphism on the right is provided by Proposition 13.1.

Using the description of GrZ H7,(Ox) in Lemma 9.1, it is easy to describe the domain
of 1/1;,. Indeed, note first that &° := Grf_nDRXH%(ﬁX) is the complex

0= QY Powzewy' — Ay P ey xowzewy! — - = Q% @SymP (AN x)Rwz@wy — 0

placed in cohomological degrees —p,...,0. Recall now that if .% is a locally free & ;-
module, then

(13.2) Extzﬁx (Z,wx)=0 for (#7 and Eaxty (F,wx)~F' Q¢,ws.
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Let us consider the hypercohomology spectral sequence
EYY = Eatly, (67, wx) = Eath (6%, wx).

Note that by (13.2), we have Ef’e = 0 unless £ = r and 0 < k < p; moreover, if
0 <k <p, then
k _

E" ~ Q]§( ®py SymP k(,/VZ/X)V.
The spectral sequence then implies that for every integer i we have
(13.3) ExtyPH(£% wx) = By = H(Cp),
where C) is the complex
0 = SymP(ANz/x)" = Qx®e, SymP ™ (A z/x)Y — -+ — Q§(_1®ﬁXJ1/ZV/X — Q8®ey Oz — 0,

placed in cohomological degrees —p, ..., 0. Inspection of the maps in this complex shows
that, if p < n —r, then C} is obtained by truncating the generalized Eagon-Northcott
complex D,,_,_, associated to the canonical morphism

9: Txlz = Nz)x,

keeping the first p+1 terms (and suitably translating). For basic facts about generalized
Eagon-Northcott complexes, we refer to [BV88, Chapter 2.C].

The exact sequence
Npix = Qxlz = Qy =0
implies that we have a canonical isomorphism
(13.4) HO(Cs) ~ Q.

Via the isomorphisms (13.3) and (13.4), the morphism ) gets identified with the
morphism Y, — H°(2Y) induced by the canonical morphism ©), — Q7 (this follows
from the fact that this holds on the smooth locus of Z, which is straightforward to
check, and the fact that the sheaf H°(Q)) is torsion-free, which follows for example
from the description in [HJ14, Theorem 7.12}).

Finally, we recall the fact that generalized Eagon-Northcott complexes exhibit depth-
sensitivity. This implies that if depth(Z,(g)) > k, for some 1 < k < p, then H*(C*) =0
for —p < i < —p+ k — 1. Note that in our case, the ideal I,(g) defines the singu-
lar locus Zgne of Z and since Z is Cohen-Macaulay, the condition is equivalent to
codimz(Zsing) > k. The depth sensitivity of generalized Eagon-Northcott complexes is
a consequence of the behavior in the case of generic matrices (see [BV88, Theorem 2.16])
and of general properties of perfect modules (see [Kusl16, Proposition 2.11.2]). In fact,
the depth sensitivity of a more general class of complexes is proved in [Kusl6, Theo-
rem 8.4].

After this preparation, we can now prove our result relating the singularity level of
the Hodge filtration p(Z) and higher p-Du Bois singularities.

Proof of Theorem F. We follow the approach in [MOPW21] and [JKSY21], which treat
the two implications in the theorem for hypersurfaces. We may and will assume that
Z is singular, since otherwise the equivalence is trivial. In this case, it follows from
Theorem 9.25 that p(Z) < %, and it is easy to see that we may assume that
p <dim(Z)=n-—r.
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Suppose first that p(Z) > p. In this case the morphism ¢, is an isomorphism,
hence so are the morphisms ;. Since the complex Cp is supported in nonpositive
cohomological degrees, we have H'(Cy) = 0 for ¢ > 0. It thus follows from (13.3) that

Q) ~ Exty P (€% wx) ~ H'(Cp) =0 for i>0.
We also see that wg induces an isomorphism
O ~ HO(C®) ~ ExthT(£%,wx) — H(QY).

This implies that the canonical morphism Qg — Q% is an isomorphism. Since the same
argument applies if we replace p by any k, with 0 < k < p, we conclude that Z has at
most higher p-Du Bois singularities.

Conversely, suppose now that Z has at most higher p-Du Bois singularities. Arguing
by induction on p, it follows that we may assume that p(Z) > p — 1. In this case the
morphism ¢, is injective and its cokernel is

M =wx ®gy (EPHTZ(ﬁX)/FpH%(ﬁX))a

placed in cohomological degree 0. We need to show that M = 0. Since the functor
RHome, (—, wx [n]) is a duality, it is enough to show that RHomg, (M, wx) = 0, that
is, we have

Eatly (M,wx) =0 forall icZ.

Let us put
& :=Gr) ,DRxMHy(0x) and F*:=Gr] ,DRxHy(Ox).

The exact triangle

RHomeg, (M,wx) — RHomg, (&°, wx) — RHomg, (F°*, wx) RN

induces a long exact cohomology sequence
S Ext?ﬁ_xl(ﬂ',wx) — ExtiﬁX(M, wx) — Extfgx(é"',wx) — Sxtléx(ﬁ',wx) —

As we have seen, the fact that the morphism Q7 — QF is an isomorphism translates
as saying that Exty, (F*,wx) =0 for all i # p + r and the morphism

&zt’gf(é“,wx) — &L"tzg(r(ﬁ', wx)

is an isomorphism. It follows from the long exact sequence that Sxt%;T(M ,wx) =0
and
Sxtf@X(M, wx) ~ Sxtiﬁx(@@',wx) forall i#p+r.

Therefore thanks to (13.3) we are done if we show that H*(Cy) = 0 for i # 0. This is
trivial if p = 0. On the other hand, if p > 1, recalling that we are assuming p(Z) > p—1
by induction, Corollary 9.26 gives

codimy (Zsing) > 2p(Z)+1>2p—12>p.

The depth-sensitivity of the generalized Eagon-Northcott complexes thus implies that
H'(Cp) = 0 for i # 0, which completes the proof of the theorem. O

We also note the following corollary of the proof of Theorem F:
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Corollary 13.5. Suppose that Z has higher p-du Bois singularities, with p > 1. Then
Z is normal and QF, is reflezive, i.e. QY ~ (Q0)VV.

Proof. Since codimz(Zging) > 2p+1 > 3 by Corollary 9.26 and Z is Cohen-Macaulay, it
follows that Z is normal. In order to see that Q7 is reflexive, it is enough then to show
that depth(J, Q) > 2, where J is the ideal defining Zgne in Z. Using again the fact
that codimz(Zging) > 2p + 1 > p, it follows that the complex Cp used in the proof of
Theorem F gives a locally free resolution of 7,. The well-known behavior of depth in

short exact sequences together with the fact that depth(.J, Cg) = depth(J,0z) > 2p+1
for all 7 implies
depth(J,Q0) > (2p+1) —p=p+1>2.
]

We next give a refinement of the vanishing statement for the higher cohomology of
the graded pieces of the Du Bois complex in Theorem F, in terms of the dimension of
the locus where p(Z) is small.

Theorem 13.6. If for some p > 0 we have FyH,Ox = E,H,Ox away from a closed
subset W C Z of dimension s (with the convention that s = —oo if W is empty), then

H(Q))=0 forall 0<i<dimZ—p—s—1.

Proof. We keep the setup used in the proof of Theorem F. Note that by assumption,
the morphism

ppt F* = Grl_ DRxHy(Ox) — & = Gr}_ DRxHYy(Ox)
is an isomorphism away from W. Recall that by (13.3), we have

(13.7) Ext) [P (6% wx) =0 forall j>0.

On the other hand, if ¢4°® is a complex on X concentrated in degrees < 0 such that
Supp(¥4?) C W for all ¢, then Exty, (9°,wx) =0 if m < n —s. This can be proved
inductively by considering the long exact sequences of &xt sheaves associated to the
short exact sequences of complexes

0— oS "HG®) = 0S9(9°) = GI[—j] = 0
and the fact that Exty (47, wx) = 0 for m < n — s (see Lemma 7.10). Here we

denote by 0=7/(4°®) the “stupid” truncation of ¢* consisting of the terms placed in
cohomological degrees < j.

This applies in particular to the complexes ker(y) and coker(y). Since i+p+r+1 <
n — s, we conclude that

(13.8) c?:ctzgfwﬂ (coker(yp),wx) =0 = é"azt’g;f” (ker(¢), wx).
The exact sequences

é”xtig;ﬂrr(é",wx) — é”:z:tfﬁtfﬁr (im(gp),wx) — éoxtig;JrrJrl (Coker(go),wx) =0
and

éaxtiﬁtf7+r (im(gp),wx) — 5mt%+r(ﬁ',wx) — éaxtiﬁtf7+r (ker(go),wx) =0,
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together with the vanishing in (13.7) imply
H Q) ~ Eat ;7T (F* wx) =0,

where the first isomorphism follows from Proposition 13.1. This completes the proof
of the theorem. O

We conclude that there is a range of automatic vanishing in terms of the dimension
of the singular locus of Z; when Z is a hypersurface, this is [MOPW21, Corollary 3.5].

Corollary 13.9. If the singular locus of the local complete intersection Z has dimension
s, then for all p > 0 we have

H(Q))=0 for 1<i<dimZ-s—p-—1

Question 13.10. Does this result continue to hold when Z is an arbitrary (or at least
Cohen-Macaulay) closed subscheme whose singular locus has dimension s?

14. Depth and local vanishing. We return to the general setting of a reduced
closed subscheme Z of a smooth variety X. We have seen in Theorem 11.14 that if
n > 2, then R"1£,.0 (logE) = 0 for all j < n, and related this to the condition
led(X, Z) < n—2. For lower values of led(X, Z) it is also important to understand the
vanishing of R" 2 [+€%, (log E). We make the following conjecture based on the depth
of Uy at its closed points.

Conjecture 14.1. If depth(0z) > k + 2, then R”_Qf*Qg_k(log E)=0.
Remark 14.2. Conjecture 14.1 holds for £ = 0, 1. Indeed, by Corollary B we have an
inclusion

R"_2f*wy(E) — éasct%;l(ﬁz,wX),
which gives the assertion for £ = 0. For k = 1, it is a consequence of Theorem 11.21
and Theorem E.

The main result of this section is a proof of Conjecture 14.1 when Z has isolated
singularities. Reversing the use of Theorem E in the above remark, this gives an alter-
native proof of Theorem 11.21 at closed isolated singular points. Further consequences
are explained in §15.

Theorem 14.3. If depth(0z) > k + 2 and Z has isolated singularities, then
Rn_gf*ﬂ?,_k(log E)=0.

We first need some preparations, starting with a lemma that will also be used in the
next section. We recall that the theory of depth admits an extension to complexes.
If (R,m) is the local ring of X at a closed point x € X and M is an element of the
bounded derived category of R-modules, we put

depth(M) := n — max{i | Ext,(M, R) # 0} = min {i | H5 (M) # 0}

(with the convention that this is co if M = 0). For a proof of the above equality, as
well as for other properties of the depth of complexes, see [Iye99]. If M is an element
of the bounded derived category of coherent sheaves on X, we put

depth(M) = mi)r} depth(M,),
xe

where the minimum is over all closed points of X.
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Lemma 14.4. If Z is reduced and dim Z > 2, then for any k > 0 we have an equiva-
lence
R"2£.0% F(log E) = 0 <= depth(Q%) > 2,
and either condition implies
depth(#°Q%) > 2.
Proof. Since n must be at least 3, by Lemma 12.5 we have
R"2£.00 " (log E) ~ &xt" (9%, wx),

and the vanishing of the latter is equivalent to depth(Q’%) > 2. For the last statement,
we consider the spectral sequence

E;’j = é”z:tfﬁX(H_jQ]},wX) = éaxtzgf(ﬂg,wx).
Note that E;] =0if i > n or j > 0; in the latter case, this follows from the well known
fact that ”HEQ% = ( for ¢/ < 0. The term E;_I’O = gxtz_l(HOQ’},wX) contributes to
X
computing gxt%;l (Q% . wx), and since the differentials at each level are
Enflfnrfl N Enfl,O N EnflJrr,lfr
s T T ?
it follows that Ey 10 _ prol0 Therefore
éamtg;l (H°Q%, wx) =0,
which is equivalent to depth(HQ%) > 2. O
We now set up some notation under the hypothesis of Theorem 14.3. Since Z has
isolated singularities and depth(&0z) > 2, it follows that Z is normal. Without loss
of generality, we may assume that Z is irreducible and P € Z is a point such that

Z ~ {P} is smooth. Let g: Z — Z be a projective morphism that is an isomorphism
over Z ~ {P}, with Z smooth, and such that D := g~!(P),eq is an SNC divisor.

According to the first statement the Lemma 14.4, in order to prove Theorem 14.3,
it suffices to show that under its hypotheses we have

depth(Q%) > 2.

We already know that this depth is > 1, hence it is enough to show that H,ELP (Ql}) =0,
where mp is the maximal ideal defining P. We may further assume that Z is affine. By
Remark 14.2; we may assume that £ > 1. Using Theorem 12.1 and the exact triangle
(12.2), we have an isomorphism

Q% ~ Rg.Q%(log D)(—D),
hence in order to prove the theorem it suffices to show that
(14.5) H})(Z,9%(log D)(—D)) = 0.

The rest of the section is devoted to proving this statement. The proof is independent
from the rest of the paper, and involves some basic mixed Hodge theory.

The condition on depth(€z) will be used via the following lemma.
Lemma 14.6. If Z is a variety with isolated singularities and depth(0z) > k+2, then
Rlg.07z =0 for 1<q<k.
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Proof. We follow the approach of [ABW13, Proposition 4.3], but include the proof since
in loc. cit. the authors make the stronger assumption that Z is Cohen-Macaulay.® Since
Z has isolated singularities, it is easy to see that we may assume that Z is projective.
In this case, if £ is an ample line bundle on Z, then Kawamata-Viehweg vanishing gives

(14.7) HY(Z,g*£L™™) =0 forall i<d=dim(Z), m> 0.
For a given m > 0, consider the Leray spectral sequence
(14.8) EYY = HP(Z,Ri9.05 @ L) = H1(Z,g"L™™).

If ¢ > 0, then R%g,(0) has O-dimensional support, hence Ey*? =0 for p > 0. On the
other hand, since our assumptions imply that Z is normal, we have g.0; = 0z, and
since depth(0z) > k + 2, it follows that if m > 0, then for all p < k 4+ 1 we have

EYY = HP(Z,£7™) ~ HYP(Z,L" @ wy[-d])" = 0.
Indeed, for the vanishing on the right, note that the depth hypothesis implies that the
object A* = w%[—d] can have cohomologies only in degrees 0, . ..,d—k—2. On the other
hand, the hypercohomology group H d*p(Z, LT ® w}[—d]) is computed by a spectral
sequence whose contributing Fa-terms are H*(Z, L™ ®@ H7 A®), with i +j = d —p. Since
m > 0, the only term that could contribute corresponds to ¢ = 0, but in this case
HIPA® =0 since p < k+ 1.

Going back to the spectral sequence in (14.8), we keep the assumption that m > 0.
Note that if r > 2, then d,: EX? — EFT ™ is 0 unless r = ¢ + 1 > k + 1, while
dy: Efr’qur_l — E,Q’q is always 0. We thus conclude that if ¢ < k, then ESC’? = Eg’q
and this vanishes because of (14.7). If we assume in addition that ¢ > 1, then we
conclude that R%g.07 = 0, since this sheaf has 0-dimensional support. |

Corollary 14.9. If Z is a variety with isolated singularities and depth(0z) > k + 2,
then
HY(D,0p)=0 for 1<q<k.

Proof. Tt is shown in the proof of [Nam01, Lemma 1.2] that, for each ¢, the vanishing of
Rig, 07 implies HY(D, Op) = 0 (the statement in loc. cit. assumes that Z has rational
singularities, but the proof gives in fact this implication for any variety with isolated
singularities). O

We can now prove the main result; part of the proof follows an argument in [vSS85].

Proof of (14.5). We write D = Zf\il D;, and define

k . k
QD(Q) T @ QDilﬂ...ﬁDiq‘
11 <+ <iq
We then have an exact complex on Z:

Cr: 0— Q%(logD)(—D) — Q% — Q’B(l) — Q’B@) ...

(for example, the case k = 1 is treated in [MOP20, Lemma 4.1], but the proof therein
extends to arbitrary k). Let

Mk‘ = ker(QIB(l) — Q’E(Q))

6Note that in the Cohen-Macaulay case an even stronger statement appears in [Kov99].
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Claim: We have
Hp(Z,9%(log D)(—D)) =0 <= H°(Z,M;) =0.
In order to prove this, note first that the short exact sequence

k k
gives a long exact sequence of local cohomology
0= Hp(Z,08) = Hp(Z, My) = H}(Z,9%(log D)(—D)) = Hp(Z,9%) = Hp(Z, My).
Of course, M. is supported on D, hence

HY(Z,My,) = H(Z, My).
The claim thus follows if we show that the map
(14.10) Hp(Z,98) —» Hp(Z, My)

is injective. This is essentially shown in the proof of [vSS85, Theorem 1.3], but since it
is not stated there in this form, we recall the main steps in the argument.

First, Steenbrink’s vanishing theorem (see [Ste85, Theorem 2]) gives
R g. (94 (log D)(~D)) =0,
where d = dim(Z) (note that k < d —2). Using the Local Duality theorem and relative
duality, we deduce from this that
(14.11) HE(Z,9%(log D)) = Hy,, (Rg.Q%(log D)) = 0.
Second, it is shown in [vSS85, p. 99] via an argument using mixed Hodge structures

that if
k k
N = Q% (log D)/Q%(log D)(—D),

then the inclusion My < N} induces an isomorphism HO(Z, My,) ~ H%(Z, Nj,). Note
that we have a commutative diagram with exact rows

s Ok k
0 » Q7 Qz(logD) Qp 0
| | J
0 M, s N, QO > 0.

By considering the connecting homomorphisms in the long exact sequences of coho-
mology and local cohomology, we obtain the commutative diagram

H(Z,Qy) —— H'(Z,0%)
I !
HY(Z, Q) —2— HY(Z,M,,).

Note that « is an isomorphism since Qf is supported on D and 3 is an isomorphism
by (14.11). Since H%(Z, M}) — HY(Z,Ny) is an isomorphism, it follows that p is
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injective. We thus conclude from the above diagram that the composition § o « is
injective and this gets identified with the map (14.10) since My, is supported on D.
This completes the proof of the claim.

Our goal is therefore to show that H%(Z, M) = 0. If we apply HY(—) to the complex

C, and ignore the first two terms, we obtain the following complex

0—s HI(Z,0" ) D mo(Z,ar )
'SP p@) 'S D(2) :

With this notation, for every p and ¢, the (p, q) component of the pure Hodge structure
on the graded piece Grqu pratt(p C) is given by

Grll, HPTH(D, C)P1 = ker(d2f, ) /im(d??)

(with the convention that d"? = 0 for i < 0); see [EZ83, Part II, 1] for a detailed
description of the mixed Hodge structure on the cohomology of D.

We thus see that in order to complete the proof, it is enough to show that

Cr)V H*(D,C)*° = 0.
By Hodge symmetry, this is equivalent to
(14.12) Cr}) H*(D,C)%* = 0.
On the other hand, we have

GrbH*(D,C) ~ H*(D, 0p) = 0,
where the vanishing follows from Corollary 14.9. Since D is compact, we have the
identification W3, H*(D, C) = H*(D, C), so that we have a surjective morphism
Gr%H*(D,C) - Gr%GrlV H*(D, C) = Gr}Y H*(D, C)%*.

We thus obtain the vanishing in (14.12) and this completes the proof. O

15. h-differentials and reflexive differentials. The characterization of local co-
homological dimension and the local vanishing results in the previous sections have
consequences regarding h-differentials on singular spaces. Recall that a recent result
of Kebekus-Schnell [KS21, Corollary 1.12] states that if Z is a variety with rational
singularities, then for all p the h-differentials |z of [HJ14] coincide with the reflexive

differentials Q[;] = (Q)VV.

Here we show, using Theorem 14.3, that when Z has isolated singularities this holds
under a weaker hypothesis, at least for forms of low degree.

Proof of Theorem . The sheaves of h-differentials Qﬁ] 7 are identified in [HJ14, The-
orem 7.12] with HOQE | hence equivalently we will show that the natural morphism

100k — ol

in an isomorphism under the hypothesis of the theorem. Since the two sheaves are
isomorphic on the smooth locus of Z, it suffices in turn to show that the sheaf ”HOQ’}
satisfies the So property. Equivalently, if 7 is the ideal sheaf of the singular locus of Z,
we need to show that

(15.1) depth(Z, H'Q%) > 2.
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Since Z has isolated singularities, using Theorem 14.3 we deduce that the hypothesis
implies R"’Qf*Qg_k(log E) =0. Lemma 14.4 then gives

depth(H°Q%) > 2.

By Auslander-Buchsbaum it follows that for each z € Z, in some open neighborhood
of x we can find a resolution with locally free &'x-modules of finite rank

0= Fpg— - — Foy — HQE 0.
Since the singular locus of Z is 0-dimensional, for each i we have depth(Z,.%#;) = n. If
we denote
gi—l = COkeI‘(ﬂi — f/\i_l),
then it follows using basic properties of depth that depth(Z,%;—1) > i+ 1 for 0 <i <

n — 1. In particular we obtain that #°Q% = %, satisfies (15.1). This completes the
proof of the theorem. O

Remark 15.2. It is known that if Z is normal, then the isomorphism QfL| 7 ~ Q[Zk]
implies that the k-forms on Z,¢; extend to k-forms on any resolution of singularities

w: Z — Z. This consequence of Theorem G is known in greater generality: van Straten
and Steenbrink [vSS85, Theorem 1.3] have shown that if Z is any variety with isolated
singularities, then k-forms extend for £ < dim Z — 2.

Remark 15.3. When k£ = 0, we have in fact that if depth(&z) > 2 and Z is Du Bois
away from a finite set of points, then the canonical morphism

ﬁz — HOQO ~ Q%|Z

is an isomorphism, or in other words Z is weakly normal. Indeed, in this case we have
a short exact sequence

0= 07 —HQY - 710,
where 7 is supported in dimension 0, and hence has depth 0 if it is nonzero. On the
other hand, if depth(&0z) > 2, then R" 2 f,wy (E) = 0 (see Remark 14.2), hence again
by Lemma 14.4 we have depth(#°Q%) > 2. The only way this can happen is to have
7=0.

Another source for the type of vanishing needed in the proof of Theorem G is Corol-
lary 6.4. We record the special case p =n — k and ¢ = n — 2 needed here:

Lemma 15.4. Assuming that Z has codimension r, we have

R"_Qf*le/_k(log E)=0 for k< [n ; 1] - 2.

Moreover, if Z is normal, the same holds for
R || |2 e
r+1 r+1
In general this only tells us about the depth of Qﬁ\ 7z at closed points, which is only

a step towards the stronger Ss-property. When Z has isolated singularities however,
the stronger statement is true, as in Theorem G.
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Corollary 15.5. With the notation above we have the following:
(i) If depth(0z) > 3, then depth(Q}|z) > 2.
(it) If Z has codimension r and k < [2=1] — 2, then depth(Qf|z) > 2. The same

conclusion holds if Z is in addition normal, and k < [H—Ll] + {:"L—i—l] — 2.

(iii) Under the assumptions of (ii), if Z has isolated singularities, then Q| ~ Q[g}.

Proof. This follows from Lemma 14.4, Remark 14.2 and Lemma 15.4. For (iii) we use
in addition the same argument as in the proof of Theorem G. (I

REFERENCES

[ABW13] D. Arapura, P. Bakhtary, and J. Wlodarczyk, Weights on cohomology, invariants of
singularities, and dual complezes, Math. Ann. 357 (2013), no. 2, 513-550.
[Bla21] G. Blanco, An algorithm for Hodge ideals, preprint arXiv:2102.11124, to appear in Math.
Comp. (2021).
[BS76] C. Banici and O. Stdnasild, Algebraic methods in the global theory of complex spaces,
John Wiley & Sons, 1976.
[BBL"] B. Bhatt, M. Blickle, G. Lyubeznik, A. Singh, and W. Zhang, in preparation.
[BV88] W. Bruns and U. Vetter, Determinantal rings, Lecture Notes in Mathematics, vol. 1327,
Springer-Verlag, Berlin, 1988.
[BMS06] N. Budur, M. Mustata, and M. Saito, Bernstein-Sato polynomials of arbitrary varieties,
Compos. Math. 142 (2006), no. 3, 779-797.
[DDSM21] H. Dao, A. De Stefani, and L. Ma, Cohomologically full rings, Int. Math. Res. Not. 17
(2021), 13508-13545.
[DT16] H. Dao and S. Takagi, On the relationship between depth and cohomological dimension,
Compositio Math. 152 (2016), no. 4, 876-888.
[DB81] P. Du Bois, Compleze de de Rham filtré d’une variété singuliére, Bull. Soc. Math. France
109 (1981), no. 1, 41-81.
[EMS00] D. Eisenbud, M. Mustata, and M. Stillman, Cohomology on toric varieties and local
cohomology with monomial supports, J. Symbolic Comput. 29 (2000), no. 4-5, 583-600.
Symbolic computation in algebra, analysis, and geometry (Berkeley, CA, 1998).
[EZ83] F. El Zein, Mized Hodge structures, Trans. Amer. Math. Soc. 275 (1983), no. 1, 71-106.
[EV82] H. Esnault and E. Viehweg, Revétements cycliques, Algebraic threefolds (Varenna, 1981),
Lecture Notes in Math., vol. 947, Springer, Berlin-New York, 1982, pp. 241-250.
[Fal80] G. Faltings, Uber lokale Kohomologiegruppen hoher Ordnung, J. Reine Angew. Math.
313 (1980), 43-51.
[GNAPGPS88] F. Guillén, V. Navarro Aznar, P. Pascual Gainza, and F. Puerta, Hyperrésolutions cu-
biques et descente cohomologique, Lecture Notes in Mathematics, vol. 1335, Springer-
Verlag, Berlin, 1988. Papers from the Seminar on Hodge-Deligne Theory held in
Barcelona, 1982.
[Har67] R. Hartshorne, Local cohomology, Lecture Notes in Mathematics, vol. 41, Springer, 1967.
[Har68| , Cohomological dimension of algebraic varieties, Ann. of Math. 88 (1968), no. 3,
403-450.
, On the de Rham cohomology of algebraic varieties, Inst. Hautes Etudes Sci.
Publ. Math. 45 (1975), 5-99.
[HTTO08] R. Hotta, K. Takeuchi, and T. Tanisaki, D-modules, perverse sheaves, and representation
theory, Birkhauser, Boston, 2008.
[HJ14] A. Huber and C. Jorder, Differential forms in the h-topology, Algebr. Geom. 1 (2014),
no. 4, 449-478.
[HK91] C. Huneke and J. Koh, Cofiniteness and wvanishing of local cohomology modules,
Math.Proc. Camb. Phil. Soc. 110 (1991), 421-429.

[Har75]




[HL90]
[Iye99]
[JKSY22]

[JKSY?21]
[KS21]

[KK20]
[Kov99]

[KS11]

[KS16]

[Kus16]
[Laz04]

[Lyu84]

[Lyu93]
[MSS17]
[MOP20]
[MP18]

[MP19a)
[MP19b)

[MP20a]
[MP20b]
[MP20c]

[MOPW21]

[Nam01]
[Ogu73]
[Per21]
[PR20]

[PST73]

HODGE FILTRATION ON LOCAL COHOMOLOGY 61

C. Huneke and G. Lyubeznik, On the vanishing of local cohomology modules, Invent.
Math. 102 (1990), no. 1, 73-93.

S. Iyengar, Depth for complezes, and intersection theorems, Math. Z. 230 (1999), no. 3,
545-567.

S.-J. Jung, I.-K. Kim, M. Saito, and Y. Yoon, Hodge ideals and spectrum of isolated
hypersurface singularities, Ann. Inst. Fourier 72 (2022), no. 2, 465-510.

____, Higher Du Bois singularities of hypersurfaces, preprint arXiv:2107.06619 (2021).
S. Kebekus and C. Schnell, Extending holomorphic forms from the regular locus of a
complex space to a resolution of singularities, J. Amer. Math. Soc. 34 (2021), 315-368.
J. Kollar and S. Kovécs, Deformations of log canonical and F-pure singularities, Algebr.
Geom 7 (2020), no. 6, 758-780.

S. Kovécs, Rational, log canonical, Du Bois singularities: on the conjectures of Kolldr
and Steenbrink, Compositio Math. 118 (1999), no. 2, 123-133.

S. Kovécs and K. Schwede, Hodge theory meets the minimal model program: a survey of
log canonical and Du Bois singularities, Topology of stratified spaces, 51-94, Math. Sci.
Res. Inst. Publ. 58 (2011).

, Du Bois singularities deform, Minimal models and extremal rays (Kyoto, 2011),
Adv. Stud. in Pure Math., Math. Soc. Japan 70 (2016), 49-65.

A. Kustin, Canonical complexes associated to a matriz, J. Algebra 460 (2016), 60-101.
R. Lazarsfeld, Positivity in algebraic geometry II, Ergebnisse der Mathematik und ihrer
Grenzgebiete, vol. 49, Springer-Verlag, Berlin, 2004.

G. Lyubeznik, On the local cohomology modules H:(R) for ideals a generated by mono-
mials in an R-sequence, Complete intersections (Acireale, 1983), Lecture Notes in Math.,
vol. 1092, Springer, Berlin, 1984, pp. 214-220.

, Finiteness properties of local cohomology modules (an application of D-modules
to Commutative Algebra), Invent. Math. 113 (1993), 41-55.

L. Ma, K. Schwede, and K. Shimomoto, Local cohomology of du Bois singularities and
applications to families, Compositio Math. 153 (2017), 2147-2170.

M. Mustata, S. Olano, and M. Popa, Local vanishing and Hodge filtration for rational
singularities, J. Inst. Math. Jussieu 19 (2020), no. 3, 801-819.

M. Mustata and M. Popa, Restriction, subadditivity, and semicontinuity theorems for
Hodge ideals, Int. Math. Res. Not. 11 (2018), 3587-3605.

, Hodge ideals, Memoirs of the AMS 262 (2019), no. 1268.

__, Hodge ideals for Q-divisors: birational approach, J. de I'Ecole Polytechnique 6
(2019), 283-328.

, Hodge ideals for Q-divisors, V -filtration, and minimal exponent, Forum of
Math., Sigma 8 (2020), 41pp.

, Hodge filtration, minimal exponent, and local vanishing, Invent. Math. 220
(2020), no. 2, 453-478.

, Hodge ideals and minimal exponents of ideals, Rev. Roumaine Math. Pures
Appl. 65 (2020), no. 3, 327-354.

M. Mustata, S. Olano, M. Popa, and J. Witaszek, The Du Bois complex of a hypersur-
face and the minimal exponent, preprint arXiv:2105.01245, to appear in Duke Math. J.
(2021).

Y. Namikawa, Deformation theory of singular symplectic n-folds, Math. Ann. 319
(2001), no. 3, 597-623.

A. Ogus, Local cohomological dimension of algebraic varieties, Ann. of Math. 98 (1973),
no. 2, 327-365.

M. Perlman, Mized Hodge structure on local cohomology with support in determinantal
varieties, preprint arXiv:2102.04369 (2021).

M. Perlman and C. Raicu, Hodge ideals for the determinant hypersurface, preprint
arXiv:2003.09874, to appear in Selecta Math. (2020).

C. Peskine and L. Szpiro, Dimension projective finie et cohomologie locale, Publ. Math.
Inst. Hautes Etudes Sci. 42 (1973), 47-119.




62

[PS08]

[Saigs]

[Sai9o]
[Sai93]

[Sai00]
[Sai07]
[Sail6]
[Sai21]
[Sch07]
[Sch09]
[TSPA21]

[SteT77]

[Ste85]
[vSS85]

[Var13]

M. MUSTATA AND M. POPA

C. Peters and J. Steenbrink, Mized Hodge structures, Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in
Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathemat-
ics], vol. 52, Springer-Verlag, Berlin, 2008.

M. Saito, Modules de Hodge polarisables, Publ. Res. Inst. Math. Sci. 24 (1988), no. 6,
849-995.

, Mized Hodge modules, Publ. Res. Inst. Math. Sci. 26 (1990), no. 2, 221-333.

, On b-function, spectrum and rational singularity, Math. Ann. 295 (1993), no. 1,
51-74.

, Mized Hodge complexes on algebraic varieties, Math. Ann. 316 (2000), no. 2,
283-331.

, Direct image of logarithmic complexes and infinitesimal invariants of cycles,

Algebraic cycles and motives. Vol. 2, London Math. Soc. Lecture Note Ser., vol. 344,
Cambridge Univ. Press, Cambridge, 2007, pp. 304-318.

, Hodge ideals and microlocal V -filtration, preprint arXiv:1612.08667 (2016).

, Some remarks on local cohomological dimension and rectified Q-homological
depth of complex algebraic varieties, preprint (2021).

K. Schwede, A simple characterization of du Bois singularities, Compositio Math. 143
(2007), no. 4, 813-828.

K. Schwede, F-injective singularities are Du Bois, Amer. J. Math. 131 (2009), no. 2,
445-473.

The  Stacks  Project  Authors, Stacks  Project  (2021), available at

J. H. M. Steenbrink, Mized Hodge structure on the wvanishing cohomology, Real and
complex singularities, Proc. Ninth Nordic Summer School/NAVF Sympos. Math., Oslo,
1976, Sijthoff and Noordhoff, Alphen aan den Rijn, 130 (1977), 525-563.

J. H. M. Steenbrink, Vanishing theorems on singular spaces, Astérisque 130 (1985),
330-341.

D. van Straten and J. Steenbrink, Extendability of holomorphic differential forms near
isolated hypersurface singularities, Abh. Math. Sem. Univ. Hamburg 55 (1985), 97-110.
M. Varbaro, Cohomological and projective dimensions, Compositio Math. 149 (2013),
no. 7, 1203-1210.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MICHIGAN, 530 CHURCH STREET, ANN ARBOR,

MI 48109, USA

02138, USA

Email address: mmustata@umich.edu

DEPARTMENT OF MATHEMATICS, HARVARD UNIVERSITY, 1 OXFORD STREET, CAMBRIDGE, MA

Email address: mpopa@math.harvard.edu


http://www.arxiv.org/abs/https://stacks.math.columbia.edu

	A. Introduction
	B. Background and study of the Hodge filtration
	1. D-modules and mixed Hodge modules
	2. Brief review of local cohomology
	3. The Hodge filtration on local cohomology
	4. Birational description and strictness
	5. An injectivity theorem
	6. A local vanishing theorem

	C. Order and Ext filtrations, and some comparisons
	7. Order and Ext filtration
	8. The lowest term and Du Bois singularities.
	9. The case of local complete intersections

	D. Generation level and local cohomological dimension
	10. The generation level of the Hodge filtration
	11. A criterion for local cohomological dimension

	E. The Du Bois complex and reflexive differentials
	12. The Du Bois complex and local cohomological dimension
	13. Higher Du Bois singularities for local complete intersections
	14. Depth and local vanishing
	15. h-differentials and reflexive differentials

	References

