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A B S T R A C T 

Supermassive stars are Population III stars with masses exceeding 10 
4 M � that could be the progenitors of the first supermassive 

black holes. Their interiors are in a regime where radiation pressure dominates the equation of state. In this work, we use the 
explicit gas dynamics code PPMSTAR to simulate the hydrogen-burning core of a 10 

4 M � supermassive main-sequence star. 
These are the first three-dimensional hydrodynamics simulations of core convection in supermassive stars. We perform a series 
of 10 simulations at different heating rates and on Cartesian grids with resolutions of 768 

3 , 1152 
3 , and 1728 

3 . We examine 
different properties of the conv ectiv e flow, including its large-scale morphology, its velocity spectrum, and its mixing properties. 
We conclude that the radiation pressure-dominated nature of the interior does not noticeably affect the behaviour of convection 

compared to the case of core convection in a massive main-sequence star where gas pressure dominates. Our simulations also 

offer support for the use of mixing-length theory in one-dimensional models of supermassive stars. 

Key words: hydrodynamics – methods: numerical – quasars: supermassive black holes – stars: interiors – stars: Population III –
turbulence. 
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 INTRODUCTION  

ver the last decade, several very massive ( � 10 9 M �) quasars at
edshift z ∼ 7 have been identified (e.g. Mortlock et al. 2011 ;

u et al. 2015 ; Ba ̃ nados et al. 2018 ). The existence of such
upermassive black holes when the universe was less than 1 Gyr 
ld is perplexing. Producing a � 10 9 M � black hole from a standard
 100 M � Population III star by that time would require larger 

ccretion rates than what can be sustained (Park & Ricotti 2011 ;
halen & Fryer 2012 ). 
To solve this conundrum, the formation of much more massive 

lack hole ‘seeds’ is thought to be required. One promising scenario 
s the collapse of primordial supermassive stars (SMSs), Population 
II stars with masses � 10 4 M � (Rees 1984 ; Woods et al. 2019 ).
uch stars could be formed from a primordial halo at z ∼ 10–
0 if a strong Lyman–Werner ultraviolet field destroys molecular 
ydrogen, thereby delaying the collapse of the cloud and preventing 
ts fragmentation into conventional-mass stars (Agarwal et al. 2012 ; 
ijkstra, Ferrara & Mesinger 2014 ; Regan et al. 2017 ). Eventually,

he cloud cools from atomic hydrogen line transitions and collapses 
ith infall rates reaching 0 . 01 –1 M � yr −1 (Latif et al. 2013 ), thus
ermitting the formation of SMSs. Alternatively, an SMS may be 
ormed in a halo where cold flows drive violent turbulence that 
revents star formation until a critical mass is reached and the halo
 E-mail: sblouin@uvic.ca 
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ollapses catastrophically (Latif et al. 2022 ). Thanks to the very
arge infrared luminosities of SMSs, the JWST may soon enable 
heir detection (Surace et al. 2018 , 2019 ; Whalen et al. 2020 ; Woods
t al. 2021b ). 

Modelling the evolution of SMSs has been a subject of intense
heoretical efforts o v er the last years (Be gelman 2010 ; Hosoka wa,
mukai & Yorke 2012 ; Hosokawa et al. 2013 ; Umeda et al. 2016 ;
oods et al. 2017 , 2021a ; Haemmerl ́e et al. 2018a , b ; Nagele et al.

020 ; Herrington, Whalen & Woods 2023 ). There are significant
isagreements between independent evolutionary models (e.g. see 
he re vie w by Woods et al. 2019 ), and the absence of constraining
bserv ational data pre vents their empirical v alidation. In this work,
e examine more closely one uncertain aspect of the modelling of
MSs: the treatment of convection in their cores. 
In the hydrogen-burning cores of main-sequence SMSs, the total 

ressure is o v erwhelmingly dominated by the radiative pressure. 
ore precisely, β ≡ P gas / P � 0.1, where the total pressure P is given

y 

 = P gas + P rad = 

RρT 

μ
+ 

aT 4 

3 
, (1) 

ith R the ideal gas constant, ρ the mass density, T the temperature,
the mean molecular weight, and a the radiation density constant. 

hose are rather exotic conditions where the mixing-length theory 
MLT; Cox & Giuli 1968 ), so far used in all evolutionary calculations
f SMSs, has seldom been tested. The only exception we are aware of
s the iron opacity peak convection zone of massive main-sequence 
tars, where β is also of the order of 0.1 and three-dimensional (3D)
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Figure 1. Comparison between the initial 1D KEPLER model (solid blue 
line) and its representation in PPMSTAR (dashed orange line). The hydrogen- 
burning conv ectiv e core occupies the R � 8400 Mm region. The original 
1D stratification is accurately reco v ered in the 3D set-up and small-scale 
numerical noise has been suppressed using spline interpolations (see the μ
profile in the conv ectiv e boundary region). The second panel also displays 
the β profile (dotted black line, right vertical axis). 
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ydrodynamics simulations have been carried out (Jiang et al. 2015 ,
017 ; Schultz, Bildsten & Jiang 2022 ). 
Here, we present the first 3D hydrodynamics simulations of core

onvection in SMSs. Our approach is described in Section 2 , where
e detail the one-dimensional (1D) model used to initialize the 3D

imulations and briefly describe the PPMSTAR gas dynamics code used
n this work. We then present the main results of our simulations
n Section 3 and an MLT analysis in Section 4 before giving our
onclusions in Section 5 . 

 METHODS  

.1 1D models 

o set the initial conditions for our 3D hydrodynamics simulations,
e draw from the KEPLER 1D models of Woods et al. ( 2017 ). KEPLER

s a Lagrangian hydrodynamics and stellar evolution code that
ncludes conv ectiv e mixing using MLT and uses an adaptive nuclear
eaction network coupled to the hydrodynamics (for more details, see
 eaver, Zimmerman & W oosley 1978 ; W oosley et al. 2004 ). These
odels are each evolved under a constant accretion rate until the stars

ither undergo collapse via the post-Newtonian general relativistic
nstability or approach the end of their nuclear -b urning lifetime.
hey are initialized as 10 M � polytropes with a central density
c = 10 −3 g cm 

−3 and a central temperature T c = 1 . 2 × 10 6 K. The
nitial protostar is assumed to be chemically homogenous and both
ts initial composition and that of all accreted material are assumed
o be primordial (with abundances following Cyburt, Fields & Olive
001 , 2002 ). Here, we consider a model accreting 0 . 1 M � yr −1 after
t has reached a total mass of � 10 000 M � as the initial set-up for
ur 3D simulations. This corresponds to a star that is on the main
equence but still early in its evolution. 

To initialize the 3D simulations, we use the 1D model’s central
ressure, its entropy ( S ) profile, and its μ profile. From those
uantities, a 3D base state is generated by integrating the hydrostatic
quilibrium equation and using the equation of state ( 1 ) implemented
n our 3D gas dynamics code. This guarantees the generation of a
D base state that is exactly in hydrostatic equilibrium. As in our
revious works (Blouin et al. 2023 ; Herwig et al. 2023 ), small-
cale numerical noise is remo v ed from the KEPLER S and μ profiles
sing spline interpolations, and a constant entropy is imposed in the
onv ectiv e core. F or reference, Fig. 1 compares the original 1D model
o its representation in PPMSTAR , after the smoothing procedure.
ince we are mostly interested in the behaviour of convection in

he hydrogen-burning core, our initial set-up only includes layers
nside a radius R max = 15 000 Mm . Most of the radial extent of
he radiativ e env elope is therefore not included, but this inner
5 000 Mm nevertheless contains more than half of the mass of the
tar, M( R max ) � 5600 M �. 

.2 PPMSTAR simulations 

e use the PPMSTAR explicit gas dynamics code (Woodward,
erwig & Lin 2015 ; Jones et al. 2017 ; Herwig et al. 2023 ). Two
uids are included, one with μ = 0.5920 representing the envelope
aterial and one with μ = 0.6164 representing the heavier core
aterial. PPMSTAR now takes into account radiation pressure in its

quation of state (Mao et al., in preparation), a necessary upgrade
o simulate SMSs. Radiation diffusion is also considered, which is
one by including a radiative flux term F rad = − 4 acT 3 

3 κρ ∇T . Direct
nterpolation of Rosseland mean opacity tables is not practical due
o the large computational cost that such a procedure would entail in
NRAS 521, 4605–4613 (2023) 
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Table 1. Summary of the simulations presented in this 
paper. 

ID L / L � Grid t (h) 

V2 10 3 768 3 2880 
V3 10 3 1152 3 2456 
V4 10 2 1152 3 3756 
V5 10 1152 3 5252 
V7 10 2 1728 3 2528 
V8 10 2 768 3 3691 
V9 10 4 768 3 2028 
V10 10 3.5 768 3 1831 
V11 10 2.5 768 3 1893 
V12 10 768 3 6153 
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Figure 2. Time evolution of the spherically averaged rms velocity 
1 H P ( � 2400 Mm ) below the conv ectiv e boundary for runs V3, V4, and 
V5. 

s  

i  

τ  

l  

w
r

3

3

F  

t
p  

v  

e  

d  

a  

fl  

m  

a  

t  

i  

c  

f  

U  

b
c  

i  

t
e
i

 

s  

f
c  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/521/3/4605/7083160 by U
niversity O

f M
innesota user on 09 June 2023
he context of a highly optimized gas dynamics code like PPMSTAR .
nstead, we build a simple polynomial fit to the OPAL opacity tables
Iglesias & Rogers 1996 ) in the composition–density–temperature 
pace around the parameters rele v ant to our simulation set-up. As
hown in Fig. 1 , this procedure satisfactorily reco v ers the opacity
rofile of the reference 1D model. 
The gravitational acceleration profile is fixed throughout the 

imulations, meaning that a dynamical collapse of the type expected 
or a polytrope with γ ≤ 4/3 cannot take place. Convection in the 
ore is driven by heating the central region of the star. Heat is injected
n the simulation following a Gaussian profile centred on R = 0 and
ith a half-width at half-maximum of 2160 Mm, closely matching 

he 1D model predictions. In order to limit the computational cost 
f simulating low-Mach number flows, all simulations presented in 
his work are driven by a heating luminosity L that is ≥10 times
he nominal nuclear luminosity L � of the initial 1D model, 1 thereby 
ncreasing the flow velocity. The properties of the real star can then
e estimated by extrapolating from those higher luminosities to the 
ower nominal luminosity (e.g. Jones et al. 2017 ; Herwig et al. 2023 ).
ote that for a simulation with L = KL � , the opacity is set to be κ =
� / K , where κ� is the nominal opacity from OPAL. This proportional
ecrease ensures energy conservation (the additional energy injected 
n the star can flow through the radiative layers more easily). 

Our simulations are performed on Cartesian grids of 768 3 , 1152 3 ,
nd 1728 3 and they each run for several thousand hours of star time.
ll runs analysed in this work are listed in Table 1 . The different
rid resolutions allow to characterize the numerical convergence of 
ur simulations (Section 3.2 ), and the various heating luminosities 
nable the establishment of the scaling laws required to extrapolate 
he simulation results to the nominal luminosity (Section 3.5 ). 

Except for V12, which we discuss in more detail in Section 3.5 ,
ll simulations have run long enough to attain a state of dynamical
quilibrium (i.e. the properties of their conv ectiv e cores reach a
teady state). This is shown in Fig. 2 , where the spherically averaged
ms velocity one pressure scale height below the convective boundary 
s plotted as a function of time for our three 1152 3 simulations with
ifferent heating luminosities. We can see that V3 reaches dynamical 
quilibrium after � 1000 h. The fact that the lower L runs require more
ime to achieve dynamical equilibrium simply reflects their slower 
ynamics. In the following sections, the initial transient phase is 
iscarded and only the steady-state portion of each simulation is 
sed in our analysis. 
It is useful to compare the total simulation times to the conv ectiv e
urno v er time-scale. We can estimate the conv ectiv e turno v er time- 

 L � = 1 . 485 × 10 42 erg s −1 . 

2

F
i

cale by taking the diameter of the conv ectiv e core and dividing
t by the rms velocity | U | . For run V3 ( L = 1000 L � ), this yields
conv � 17 000 Mm / 0 . 06 Mm / s � 79 h, meaning that this simulation
asted for about 31 turno v er time-scales, including � 20 past the point
here it reaches dynamical equilibrium. This is sufficient to calculate 

obust mean flow properties. 

 RESULTS  

.1 Centre-plane slice renderings 

ig. 3 shows centre-plane slice renderings of the amplitude of the
angential velocity component | U t | (i.e. the velocity component 
erpendicular to the radial direction), the radial velocity U r , the
orticity magnitude |∇ × U | , and the fractional volume of the
nvelope fluid (FV env ). 2 In the first three panels, we can easily
istinguish the conv ectiv e core, characterized by high flow v elocities
nd turbulent motions. The | U t | and U r panels clearly sho w ho w the
ow is dominated by a large dipolar structure. From the centre, the
aterial is carried by fast upflows towards the conv ectiv e boundary in
 north-eastern direction (in orange in the U r panel). Upon reaching
he core boundary, the flow is forced to turn and then travels mainly
n the horizontal direction along the inner contour of the conv ectiv e
ore (dark red regions in the | U t | panel), before eventually separating
rom the boundary and turning back towards the centre (in blue in the
 r panel). This separation is due to the opposing pressure generated
y the opposite tangential flow. Facing this pressure gradient and 
onstrained by the conv ectiv e boundary, the flow is forced to turn
nwards (Herwig et al. 2023 ). As described in Woodward et al. ( 2015 ),
his separation generates instabilities that promote the ingestion of 
nvelope material into the core (see the FV env plumes travelling 
nwards from the conv ectiv e boundary in the fourth panel). 

This o v erall flow morphology, dominated by a large dipole
tructure that goes through the centre of the star, is indistinguishable
rom that observed in our recent PPMSTAR simulations of core 
onvection in 25 M � main-sequence stars (Herwig et al. 2023 ). This
MNRAS 521, 4605–4613 (2023) 

 FV env is the variable used to track the concentration of the envelope fluid: 
V env = X env ρ/ ρenv , with X env the mass fraction of the envelope fluid, ρenv 

ts density, and ρ the density of the two-fluid mixture. 
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M

Figure 3. Centre-plane slice renderings of run V3 ( L = 1000 L � , 1152 3 grid) at dump 626 of the simulation (corresponding to t = 1365 h). Top left : magnitude 
of the tangential velocity component | U t | , with dark blue, turquoise, yellow, red, and dark red representing a sequence of increasing velocities. Top right : radial 
velocity U r , with blue colours representing inward-moving flows (light blue being faster flows than dark blue) and orange colours representing outward-moving 
flows (light orange being faster flows than dark orange). Bottom left : vorticity magnitude, with the same colour sequence as for | U t | . Bottom right : fractional 
volume of the envelope fluid FV env with dark red being pure envelope material (smaller μ) and dark blue being pure core material (larger μ). High-resolution 
movies are available at https:// www.ppmstar.org/ . 
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s a first indication that the P rad -dominated equation of state that
escribes the hydrogen-burning cores of SMSs has little impact on
onvection compared to more conventional stellar interiors where
 gas dominates. 
Finally, note that the ring-like structures clearly visible in the

adiativ e re gion of the | U t | and |∇ × U | panels are internal gravity
aves oscillating in the stable envelope after being excited by the
ummelling of the conv ectiv e boundary. We can infer their nature
NRAS 521, 4605–4613 (2023) 
ased on the presence of discrete modes that have frequencies below
he local Brunt–V ̈ais ̈al ̈a frequency, as expected for internal gravity
aves (see Appendix A ). 

.2 Radial profiles 

pherically averaged radial profiles of the rms radial and tangential
elocity components are shown in Fig. 4 . Inside the conv ectiv e core

art/stad846_f3.eps
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Figure 4. Spherically averaged radial (blue) and tangential (orange) velocity 
components at t = 2500 h for runs V8 (768 3 grid, solid lines), V4 (1152 3 , 
dashed lines), and V7 (1728 3 , dotted lines). The vertical dash–dotted line 
marks the location of the conv ectiv e boundary, identified by finding the 
location of the minimum U t gradient (Jones et al. 2017 ). Note that the 
simulations shown here were driven with 100 × the nominal luminosity (see 
Table 1 ). 
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Figure 5. Power spectra of the tangential (top panel) and radial (bottom 

panel) velocity components for different heating rates and radii inside the 
conv ectiv e core (see the le gend abo v e the top panel). The power is binned 
as a function of � , the spherical harmonics angular degree. The spectra are 
av eraged o v er the last 200 dumps of each simulation, and the solid and 
dashed lines correspond to simulations V3, V4, and V5 (1152 3 grid). An 
� −5/3 Kolmogorov power law is shown for comparison. The dotted orange 
line shows the power spectrum for V7 (100 × heating, 1728 3 grid) at R = 

6000 Mm . 
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i.e. to the left of the dash–dotted vertical line), we can see the
ignature of the large-scale flow pattern described in Section 3.1 . 
n particular, | U r | decreases as the flow nears the boundary and
s deflected to travel mostly in the tangential direction, in turn 
xplaining why | U t | increases in the same region. In the radiative
nvelope, the internal gravity wav es leav e an imprint on the | U t |
rofile, with a series of oscillations corresponding to the ring-like 
tructures visible in the top left panel of Fig. 3 . These features
re similar to those observed in previous work on shell convection 
Herwig et al. 2006 ; Woodward et al. 2015 ; Jones et al. 2017 ;
ndrassy et al. 2020 ; Stephens et al. 2021 ) and core convection

Herwig et al. 2023 ). 
Fig. 4 can also be used to assess the numerical convergence of our

imulations. Separate runs using three different grid resolutions (up 
o 1728 3 ) are shown, and all three use the same heating luminosity
 L = 100 L � ). Clearly, the flow velocities in the convection zone
hange very little upon increasing the resolution, signalling a good 
on vergence. In the en velope, high-w avenumber w aves, which are
ess well resolved at lower grid resolutions, contain a significant 
mount of the total power (see Appendix A ), and higher resolution
ranslates into higher velocities. Ho we ver, the velocity difference 
ecreases when going from a 1152 3 to a 1728 3 grid compared to
oing from a 768 3 to a 1152 3 grid, indicating that we are approaching
onv ergence re garding the flo w properties in the radiati v e env elope
which is not the main target of this investigation). 

.3 Power spectra 

ow that we have examined the spherical averages of the velocity 
omponents, we turn to their fluctuations on the sphere at a given
adius. To do so, we have decomposed the power contained in 
he flow into spherical harmonics (Fig. 5 ). This is done using the
ltered briquette data output (Stephens et al. 2021 ) for which the grid
esolution in each direction is four times lower than the computational 
rid. For each velocity component, we show how much power 
s contained within a given spherical harmonics (identified by its 
pherical wavenumber � ). We have repeated this exercise for two
ifferent radii inside the conv ectiv e core. F or U r , note how the
 = 1 mode contains the most power, consistent with the large
ipole structure visible in the top right panel of Fig. 3 . Up to high
 ( � � 30 at R = 6000 Mm and � � 50 at R = 3000 Mm ), we
eco v er a Kolmogorov � −5/3 power law, as expected for a turbulent
onv ectiv e flow. This demonstrates that the P rad -dominated nature of
he equation of state has no influence on the smaller scale structure
f the conv ectiv e flow. Note that the departure from the Kolmogorov
caling at large � simply reflects the finite grid resolution. With a
igher resolution, the � −5/3 power law would continue to yet higher
 . In fact, as revealed by a comparison of the R = 6000 and 3000 Mm
ower spectra, the Kolmogorov scaling also extends to higher � when
he radius at which the power spectrum is calculated increases, since
he angular resolution of the Cartesian simulation grid projected 
n the sphere is impro v ed. A similar e xtension of the Kolmogorov
caling can also be observed for V7 (dotted orange line in Fig. 5 ),
MNRAS 521, 4605–4613 (2023) 
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M

Figure 6. Evolution of the spherically averaged μ profile in run V3 ( L = 

1000 L � and 1152 3 grid). A continuous outward migration of the conv ectiv e 
boundary is observed, which we attribute to the fact that the initial set-up is 
not thermally relaxed. 
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Figure 7. Spherically averaged rms velocity 1 H P ( � 2400 Mm ) below the 
conv ectiv e boundary as a function of the driving luminosity. In each case, 
| U | was averaged over the last 800 h of the simulation; each run has reached 
dynamical equilibrium inside the conv ectiv e core by that time. Note the 
superposition of the symbols for the three different grid resolutions in 
the 100 × heating case. The triangle symbol indicates that the underlying 
simulation is not fully converged (see the text for details). 
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hich was performed on a 1728 3 grid instead of 1152 3 for the other
imulations displayed here. 

.4 Conv ecti v e boundary 

e have seen in Section 2.2 how the properties of the flow in the
onv ectiv e core reach a steady state after a few thousand hours. This
s to be contrasted with the behaviour of the conv ectiv e boundary.
ig. 6 shows the evolution of the μ profile in the boundary region
or run V3 ( L = 1000 L � and 1152 3 grid), which reveals that the
onv ectiv e boundary migrates outwards at a rate of a few Mm per
00 h. We attribute this behaviour to the fact that the 1D model used
o initialize our 3D simulations is not thermally relaxed. This is not
ue to a flaw in our calculations but rather to a well-known feature of
MSs: those stars never reach thermal equilibrium (Begelman 2010 ).
he expansion of the convective core is simply an attempt by our 3D
imulations to establish thermal equilibrium in the star. 

We cannot rule out that part of the migration of the conv ectiv e
oundary is due to genuine conv ectiv e boundary mixing (penetration,
 v ershoot, etc.). Ho we ver, we cannot distinguish between this effect
nd the expansion due to the out-of-equilibrium nature of the
nitial set-up, thereby preventing us from characterizing conv ectiv e
oundary mixing in SMSs. In a future work, it may be interesting
o generate 1D SMS models that are artificially relaxed to thermal
quilibrium. 3D simulations initialized from such stratifications
hould have more stable convective boundaries, and it would then
ecome possible to determine the properties of the boundary. Of
ourse, the stratification would then differ from the true expected
tructure of rapidly accreting SMSs, but may provide an instructive
xperiment. 

.5 Heating series 

n Fig. 7 , we study the behaviour of the flow as a function of the
eating luminosity by plotting the rms velocity one pressure scale
eight below the conv ectiv e boundary for our 10 simulations listed
n Table 1 . Before delving into the luminosity dependence, let us
xamine how | U | varies with respect to the grid resolution. At 100 ×
nd 1000 × heating, we see that all grid resolutions agree very well
ith each other, as can be expected from our analysis of Fig. 4 .
NRAS 521, 4605–4613 (2023) 
n sharp contrast, the 768 3 and 1152 3 simulations at L = 10 L � 
trongly disagree, indicating poor numerical convergence. At this
ow heating rate, a 768 3 grid is apparently too coarse to properly
esolve the slow flow (Ma � 0.004). In addition, despite running
or more than 6000 h, V12 (the 768 3 , 10 L � simulation) has not
et converged to a stable | U | value. | U | keeps decreasing, which
s why we represent this simulation with a downward triangle in
ig. 7 . For these reasons, we ignore this simulation in the following
iscussion. 
Previous hydrodynamics simulations have found that the convec-

iv e v elocity scales as L 1/3 (e.g. Porter & Woodward 2000 ; M ̈uller
t al. 2016 ; Jones et al. 2017 ; Herwig et al. 2023 ). This is also what
LT predicts. Indeed, in the limit of large conv ectiv e efficienc y

which is appropriate here given the almost perfectly adiabatic core
tratification), MLT gives (Cox & Giuli 1968 ) 

 = 

Q 
1 / 2 α

2 
√ 

2 
 

1 / 2 
1 

(∇ rad − ∇ ad 

a 0 A 

)1 / 3 

c s , (2) 

here c s is the speed of sound, α is a free parameter of order
nity, and ∇ rad and ∇ ad have their usual meanings. Adopting the
roportionality constant a 0 = 9/4 of Cox & Giuli ( 1968 ), the
imensionless parameters of equation ( 2 ) are given by 

 = 

Q 
1 / 2 c p κgρ5 / 2 � 2 MLT 

12 
√ 

2 acP 
1 / 2 T 3 

, (3) 

 = 

4 − 3 β

β
, (4) 

nd 

 1 = 

32 − 24 β − 3 β2 

24 − 21 β
, (5) 

ith c p the heat capacity at constant pressure and � MLT ≡ αH P .
hen we change the heating rate (and concurrently the opacity) in

ur simulations, only A varies in equation ( 2 ) because of the change
n κ ( ∇ rad remains constant because L and κ change by the same
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Figure 8. Dif fusion coef ficient (black solid curve) inferred from the change 
in the FV env profile (from ‘FV1’ to ‘FV2’) in the V3 simulation (1000 ×
heating). The dashed line corresponds to the MLT formula D = 

1 
3 UαH P 

with α = 0.48, while the dash–dotted line uses a non-constant α (equation 
6 ). The rms velocity | U | profile from the 3D simulation was used to e v aluate 
D = 

1 
3 UαH P . The vertical dotted line marks the location of the conv ectiv e 

boundary. 
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actor but in opposite directions). From there, it follows that U ∝ L 1/3 

ccording to MLT, regardless of the value of β. 3 

Given these theoretical considerations and earlier 3D simulation 
esults, it is perplexing to find in Fig. 7 a luminosity scaling that
isagrees with the expected L 1/3 scaling. At L ≥ 1000 L � , our results
re compatible with an L 1/3 power law, but at lower luminosities,
hey clearly fa v our a shallower dependence on L . This behaviour
annot be attributed to numerical convergence issues arising at low 

uminosities, since, as we have discussed, there is excellent agree- 
ent between different grid resolutions down to at least L = 100 L � .
ote that we reach the same conclusions if we study the scaling of

he average rms velocity component in the whole convective core 
instead of just looking at one particular radius) or if we examine
he rms radial velocity component | U r | (instead of looking at | U | ).

e have not been able to identify a satisfying explanation for the
nexpected U − L relation revealed by Fig. 7 . It is possible that this
eculiar behaviour is related to the fact that the star is out of thermal
quilibrium (see Section 3.4 ). Testing this hypothesis would require 
ew simulations performed using an artificially thermally relaxed 
nitial stratification. 

 MIXING-LENGTH  THEORY  ANALYSIS  

n this section, we look in more details at simulation V3 ( L = 1000 L � 
nd 1152 3 grid) and verify whether the properties of its conv ectiv e
ore conform to predictions from MLT. Using other simulations 
or this analysis yields similar results, so we only focus on V3 for
onciseness. The first thing we can compare is the superadiabadicity 
 − ∇ ad . Since we are looking at the deep interior where convection

s very efficient, the superadiabadicity is expected to be very small. In
act, it is so small that we cannot directly measure it in our simulation:
he radial profile of ∇ − ∇ ad oscillates around 0 with an amplitude
lose to the single-precision floating point precision of PPMSTAR . We 
an nevertheless constrain it to ∇ − ∇ ad � 3 × 10 −5 (measured 1 H P 

elo w the convecti ve boundary), which is consistent with the MLT
rediction of 3 × 10 −6 (assuming α = 1). 
Another quantity that we can compare to MLT is the diffusion

oefficient in the convection zone. We measure this quantity in our 
imulation using the inversion method described in section 2.4 of 
erwig et al. ( 2023 ). Very briefly, we take FV env radial profiles

t different times and invert the 1D diffusion equation to identify 
hich diffusion profile D ( R ) can reproduce the observed evolution.
he result from this analysis is shown as a black solid line in
ig. 8 , where the FV env profiles used in the analysis are also shown
or reference (blue and orange lines). Our inversion technique can 
nly reco v er D ( R ) if the gradient of FV env is not zero: this is why
ig. 8 is restricted to the outer portion of the convection zone. 
Also shown in Fig. 8 is a dashed green line that corresponds

o the prediction from the standard MLT formula D = 
1 
3 UαH P .

e have assumed that U in this equation corresponds to the 
ms velocity | U | profile from the 3D simulation. The MLT dif-
usivity 1 H P inside the core matches the measured 3D value 
f we assume α = 0.48. Ho we ver, the agreement closer to the
oundary is poor. This is a well-known problem and a simple 
olution is to decrease the mixing length close to the boundary 
Eggleton 1972 ; Jones et al. 2017 ). This is what we did for the
ashed–dotted line, where we now use the following prescription 
 Interestingly, the same L 1/3 scaling is reco v ered if only the heating luminosity 
and not the opacity) is changed. In that case, ∇ rad = 

3 
16 πacG 

κLP 

mT 4 
increases 

inearly with L , while A remains constant. 

t  

A  

r  

3  

b

or α: 

( �R ) = min 
(
0 . 48 , 0 . 54 �R 

2 + 0 . 19 �R + 0 . 012 
)
, (6) 

ith 

R = 

R SB − R 

H P 

, (7) 

here R SB is the radius of the Schwarzschild boundary in the
nitial 1D model. Clearly, a much better agreement is now found.
ote that a linear (Blouin et al. 2023 ) or exponential (Herwig

t al. 2023 ) prescription for α( � R ) fails to replicate the measured
if fusi vity profile: a quadratic function provides a better fit. All things
onsidered, the analysis presented in this section shows that MLT 

ith α of order unity can reproduce the mixing measured in our
imulations. Once again, this conclusion agrees with what has been 
reviously established for stellar interior conv ectiv e zones dominated 
y gas pressure. 

 CONCLUSION  

e have performed the first 3D hydrodynamics simulations of 
ore convection in primordial SMSs. We find that the peculiar 
onditions encountered in the interiors of those stars (in particular 
heir radiation pressure-dominated nature) have no important effects 
n the properties of convection. We showed that the flow morphology
s indistinguishable from that of core convection in massive main- 
equence stars (where the gas pressure dominates), that the velocity 
pectra follow the expected Kolmogorov cascade, and that MLT with 
of order unity can reliably describe mixing in the core. Our results

ffer compelling support for the use of MLT in 1D evolutionary
odels of SMSs. 
Future work should focus on characterizing the properties of the 

onv ectiv e boundary. This was not possible with our simulations as
he conv ectiv e boundary continually mo v es outwards, a behaviour
hat we attribute to the fact that the star is not in thermal equilibrium.
 customized 1D initial stratification where the star is allowed to

elax to thermal equilibrium could concei v ably be used for future
D simulations aimed at measuring the properties of the conv ectiv e
oundary. Such simulations could also help elucidate the unexpected 
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elation we have observed between the convective flow velocity and
he heating luminosity. 

CKNOWLEDGEMENTS  

B is a Banting Postdoctoral Fellow and a CITA National Fellow,
upported by the Natural Sciences and Engineering Research Council
f Canada (NSERC). TEW acknowledges support from the NRC-
anada Plaskett Fello wship. FH ackno wledges funding through an
SERC Disco v ery Grant. PRW acknowledges funding through NSF
rants 1814181 and 2032010. FH and PRW have been supported
hrough NSF award PHY-1430152 (JINA Center for the Evolution
f the Elements). The simulations presented in this work were carried
ut on the NSF Frontera supercomputer operated by the Texas
dvanced Computing Center at the University of Texas at Austin and
n The Alliance Niagara supercomputer operated by SciNet at the
niversity of Toronto. The data analysis was carried on the Astrohub
nline virtual research environment ( https://astrohub.uvic.ca ) devel-
ped and operated by the Computational Stellar Astrophysics group
 http://csa.phys.uvic.ca ) at the University of Victoria and hosted on
he Compute Canada Arbutus Cloud at the University of Victoria. 

ATA  AVAILABILITY  

imulation outputs are available at https://www.ppmstar.org along
ith the PYTHON notebooks that have been used to generate the
gures presented in this work. 

EFERENCES  

garw al B., Khochf ar S., Johnson J. L., Neistein E., Dalla Vecchia C., Livio
M., 2012, MNRAS , 425, 2854 

lvan L., Brun A. S., Mathis S., 2014, A&A , 565, A42 
ndrassy R., Herwig F., Woodward P., Ritter C., 2020, MNRAS , 491, 972 
a ̃ nados E. et al., 2018, Nature , 553, 473 
egelman M. C., 2010, MNRAS , 402, 673 
louin S., Mao H., Herwig F., Denissenk ov P., Woodw ard P. R., Thompson

W. R., 2023, preprint ( arXiv:2303.07332 ) 
ox J. P., Giuli R. T., 1968, Principles of Stellar Structure. Gordon Breach,

New York 
yburt R. H., Fields B. D., Olive K. A., 2001, New Astron. , 6, 215 
yburt R. H., Fields B. D., Olive K. A., 2002, Astropart. Phys. , 17, 87 
ijkstra M., Ferrara A., Mesinger A., 2014, MNRAS , 442, 2036 
ggleton P. P., 1972, MNRAS , 156, 361 
aemmerl ́e L., Woods T. E., Klessen R. S., Heger A., Whalen D. J., 2018a,

MNRAS , 474, 2757 
aemmerl ́e L., Woods T. E., Klessen R. S., Heger A., Whalen D. J., 2018b,

ApJ , 853, L3 
errington N. P., Whalen D. J., Woods T. E., 2023, MNRAS , 521, 463 
erwig F., Freytag B., Hueckstaedt R. M., Timmes F. X., 2006, ApJ , 642,

1057 
erwig F. et al., 2023, preprint ( arXiv:2303.05495 ) 
orst L., Edelmann P. V. F., Andr ́assy R., R ̈opke F. K., Bowman D. M., Aerts

C., Ratnasingam R. P., 2020, A&A , 641, A18 
osokawa T., Omukai K., Yorke H. W., 2012, ApJ , 756, 93 
osokaw a T., York e H. W., Inayoshi K., Omukai K., Yoshida N., 2013, ApJ ,

778, 178 
glesias C. A., Rogers F. J., 1996, ApJ , 464, 943 
iang Y.-F., Cantiello M., Bildsten L., Quataert E., Blaes O., 2015, ApJ , 813,

74 
iang Y.-F., Cantiello M., Bildsten L., Quataert E., Blaes O., 2017, ApJ , 843,

68 
ones S., Andrassy R., Sandalski S., Davis A., Woodward P., Herwig F., 2017,

MNRAS , 465, 2991 
NRAS 521, 4605–4613 (2023) 
atif M. A., Schleicher D. R. G., Schmidt W., Niemeyer J. C., 2013, MNRAS ,
436, 2989 

atif M. A., Whalen D. J., Khochfar S., Herrington N. P., Woods T. E., 2022,
Nature , 607, 48 

ortlock D. J. et al., 2011, Nature , 474, 616 
 ̈uller B., Viallet M., Heger A., Janka H.-T., 2016, ApJ , 833, 124 
agele C., Umeda H., Takahashi K., Yoshida T., Sumiyoshi K., 2020,

MNRAS , 496, 1224 
ark K., Ricotti M., 2011, ApJ , 739, 2 
orter D. H., Woodward P. R., 2000, ApJS , 127, 159 
ees M. J., 1984, ARA&A , 22, 471 
egan J. A., Visbal E., Wise J. H., Haiman Z., Johansson P. H., Bryan G. L.,

2017, Nat. Astron. , 1, 0075 
ogers T. M., Lin D. N. C., McEl w aine J. N., Lau H. H. B., 2013, ApJ , 772,

21 
chultz W. C., Bildsten L., Jiang Y.-F., 2022, ApJ , 924, L11 
tephens D., Herwig F ., W oodw ard P., Denissenk ov P., Andrassy R., Mao H.,

2021, MNRAS , 504, 744 
urace M. et al., 2018, ApJ , 869, L39 
urace M., Zackrisson E., Whalen D. J., Hartwig T., Glo v er S. C. O., Woods

T. E., Heger A., Glover S. C. O., 2019, MNRAS , 488, 3995 
hompson W., Herwig F ., W oodward P. R., Mao H., Denissenkov P., Bowman

D. M., Blouin S., 2023, preprint ( arXiv:2303.06125 ) 
meda H., Hosokawa T., Omukai K., Yoshida N., 2016, ApJ , 830, L34 
eaver T. A., Zimmerman G. B., Woosley S. E., 1978, ApJ , 225, 1021 
halen D. J., Fryer C. L., 2012, ApJ , 756, L19 
halen D. J., Surace M., Bernhardt C., Zackrisson E., Pacucci F., Ziegler B.,

Hirschmann M., 2020, ApJ , 897, L16 
oods T. E., Heger A., Whalen D. J., Haemmerl ́e L., Klessen R. S., 2017,

ApJ , 842, L6 
oods T. E. et al., 2019, PASA , 36, e027 
oods T. E., Patrick S., Elford J. S., Whalen D. J., Heger A., 2021a, ApJ ,

915, 110 
oods T. E., Willott C. J., Regan J. A., Wise J. H., Downes T. P., Norman M.

L., O’Shea B. W., 2021b, ApJ , 920, L22 
oodward P. R., Herwig F., Lin P.-H., 2015, ApJ , 798, 49 
oosley S. E. et al., 2004, ApJS , 151, 75 
u X.-B. et al., 2015, Nature , 518, 512 

PPENDIX  A:  WAVENUMBER–FREQUENCY  

IAGRAMS  

e show in Fig. A1 power spectra of the radial velocity component
or simulation V3 ( L = 1000 L � , 1152 3 grid). The power is binned
s a function of the angular degree (as in Section 3.3 ) and of the
emporal frequency. The wavenumber–frequency diagrams stop at
= 63 μHz, which corresponds to the Nyquist cut-off frequency

iven the time interval that separates each detailed output of the
imulation. Higher frequency modes are resolved in the simulation
ut cannot be reconstructed from the outputs (there are ∼2000
imulation time-steps between each dump). The top panel shows
he power spectrum in the stable layers (at R = 12 000 Mm), while
he bottom panel shows the spectrum in the conv ectiv e core (at
 = 7000 Mm). In the convection zone, the spectrum is smooth and
oes not display any specific features, as expected for a turbulent
ow. In contrast, in the radiativ e env elope, we see a distinctiv e
ower distribution, with a set of well-defined ridges composed of
iscrete modes. With increasing � , ν increases for most ridges but
ecreases for some. The first behaviour is the signature of internal
ra vity wa ves, also known as g modes in asteroseismology (compare,
or example, Fig. A1 to similar diagrams shown in Rogers et al.
013 ; Alvan, Brun & Mathis 2014 ; Horst et al. 2020 ; Thompson
t al. 2023 ). Internal gra vity wa ves ha ve frequencies below the
ocal Brunt–V ̈ais ̈al ̈a frequency, which here is N/ 2 π = 79 μHz at
 = 12 000 Mm. While we cannot resolve such high frequencies,
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Figure A1. Power spectra of U r at R = 12 000 Mm (top panel) and R = 

7000 Mm (bottom panel) as a function of the angular degree � and the temporal 
frequency for V3 (1152 3 grid, 1000 × heating). The spectra were obtained by 
considering the last 400 dumps of the simulation. Note the different colour 
scale between the two panels. 
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requencies with increasing � , they are artefacts of our Fourier
ecomposition. They correspond to aliases of internal gravity waves 
ith ν > 63 μHz that are reflected at the Nyquist frequency. 

his paper has been typeset from a T E 
X/L A T E 

X file prepared by the author. 
he arcking of the ridges does suggest a convergence to the Brunt–
 ̈ais ̈al ̈a frequency at large � . As for the ridges that have decreasing
MNRAS 521, 4605–4613 (2023) 
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