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ABSTRACT. In this paper, we study geodesic growth of numbered graph products; these
are a generalization of right-angled Coxeter groups, defined as graph products of finite
cyclic groups. We first define a graph-theoretic condition called link-regularity, as well as
a natural equivalence amongst link-regular numbered graphs, and show that numbered
graph products associated to equivalent link-regular numbered graphs must have the same
geodesic growth series. Next, we derive a formula for the geodesic growth of right-angled
Coxeter groups associated to equivalent link-regular graphs. Finally, we find a system of
equations that can be used to solve for the geodesic growth of numbered graph products
corresponding to link-regular numbered graphs that contain no triangles and have constant
vertex numbering.
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1. INTRODUCTION

Given a group G and a generating set .S, one can define the standard growth series of (G, .S)
to be the generating function whose nth coefficient counts the elements of G with word
length n. The standard growth series of GG reflects a number of important properties of G
itself; a celebrated result in this area is Gromov’s polynomial growth theorem which states
that groups with growth series of polynomial order are virtually nilpotent [5]. Similarly, one
can study the geodesic growth series of (G, S), which is the generating function whose nth
coefficient counts the number of length n geodesics, or geodesic paths of length n in the
Cayley graph of (G, S) starting at the identity.

A numbered graph product (NGP) is a certain group defined from a numbered graph. A
numbered graph is a pair (I, N) where T" is a simplicial graph and N : VI' — N is a map
that assigns a natural number greater than 1 to each vertex of I'. The NGP associated to
(T', N), denoted by NGP(T', N) or just NGP(T"), is the group with presentation

<U eVr | oV =1 for all v € VI, uwv = vu for all {u,v} € EI‘>.

We call the set S = VI' U (VT)~! the standard generating set of NGP(T'). A right-angled
Cozeter group (RACG) is an NGP where N(v) =2 for all v € VT

Throughout this paper, we will be interested in the geodesic growth series of NGPs
associated to numbered graphs satisfying a strong combinatorial property known as link-
regularity. Our first result builds on the work of [1]. There, the authors show that the
geodesic growth of a RACG associated to a graph I' is fully determined by combinatorial
properties of I' related to link-regularity. This result was then used to find distinct RACGs
with the same geodesic growth.

In Section 5, we extend this result to NGPs, when the associated numbered graph
satisfies a generalized definition of link-regularity:

Definition 5.3. Let (I', N) be a numbered graph. If U C VT, we let N(U) denote the
multiset {N(v) |v € U}. We say I is link-regular if, whenever N (o1) = N(o2) for cliques
01,09, we have N(Lk(o1)) = N(Lk(o2)). (Here, Lk(o) denotes the link of the clique o,
defined as Lk(o) = {v € VI'\ 0 | {v} Uo is a clique}, cf. Definition 4.7.)

This definition is equivalent to the definition of link-regularity in [1] when the NGP in
question is a RACG. We use this condition to define a certain equivalence (see Definition
5.5) on link-regular numbered graphs. The main result of Section 5 is the following:

Theorem 5.14. If (I', N) and (I',N') are equivalent link-regular numbered graphs, then
NGP(T') and NGP(I") have the same geodesic growth series.

The equivalence of link-regular numbered graphs is weaker than the isomorphism,
allowing us to find infinitely many distinct graphs with identical geodesic growth series. We
prove Theorem 5.14 by sequentially generalizing the arguments from [1] to allow for the use
of multisets instead of a single number.

Our next result builds on Section 5 of [1], where the authors find an explicit formula for
the geodesic growth series of a RACG associated to a link-regular, triangle-free graph I'.
The paper [2] improves upon this result by allowing I' to be tetrahedron-free. In Section 6,
we further strengthen this result by obtaining the geodesic growth series of a RACG based
on any link-regular graph I'. In particular, we have the following theorem:
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Theorem 6.4. Let I' be a link-reqular simplicial graph with mazximum clique size d. Let
by =|V(I)|, and for 1 <k <d, let {;, = |Lk(o)|, where o is any k-clique (this is well-defined
by link-regularity of T'). For integers 0 < m < d and 0 < k < m, set

U m_k' ik .
H l; Z(j_k>(—1)ﬂ 0 oifk<m—1
Nm,k: k<j<m =k
bt =l — 1 ifk=m—1
1 if k=m,

and for integers 0 < i < d and 0 < j <1, set

n tl tn P .
o= X r(®) o (M) i

j<s1<t1 < <sn<tn<d "
(t1—s1)++(tn—sn)=i—j

M;; =1 ifi=7j.
Then the geodesic growth of RACG(T) is given by the rational function
Yo (Zé:o lo-- 'EjflMi,j) 2!

Yo Mio? '

To prove Theorem 6.4, we apply Theorem 3.8, a method due to Chomsky and Schiitzenberger
to the grammar that generates the geodesic words of G. This yields a large system of equa-
tions that can be solved to obtain the geodesic growth series of G. Using the fact that T is
link-regular, we apply combinatorial arguments to obtain a simpler system of d+ 1 equations,
where d is the maximal clique size of I'. Finally, we rearrange this system into a polynomial
recurrence relation, which we solve via induction.

Lastly, in Section 7, we focus on NGPs when (I', N) is a triangle-free, link-regular

numbered graph such that the vertex numbering IV is constant. We obtain the following
system of equations, which can be used to solve for the geodesic growth of NGP(T', N):

G(z) =

Theorem 7.1. Let I' be an L-regular (i.e., every vertex in I' has L neighbors) and triangle-
free simplicial graph with n vertices. Given an integer N > 2, let (I'; N) be the numbered
graph where all vertex numbers are N. The geodesic growth series 4(z) of NGP(T') can be
determined by solving the following system of equations: for 1 < k,¢ < |N/2], we have

G(z)=22%(2)+1
G(2) = 2(G1(2) + 291 1(2) + 2(n — L — 1)%(2)) +n
G,y (2) = 2(Gpr1,00(2) + 2(L = 1)(Gq1.0y(2) + G410 (2)) + 2L(n — 2L)% (2)) + nL.

Here, 9(2) and 9y, (2) are power series such that G n/2j41(2) = Yy n/2)+1,63(2) = 0 for
all1 <t < |N/2|.

To derive the system, we once again apply the method in Theorem 3.8. We do not
derive a closed-form formula for the geodesic growth, but computer software such as Sage
can be used to solve the system for small enough N.

We would like to thank and acknowledge Mark Pengitore, Alec Traaseth, and Darien
Farnham of the University of Virginia’s Mathematics Department for their support and
assistance on this paper. Also, we would like to extend our gratitude to all the organizers
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of the 2022 UVA Topology REU who gave us the opportunity to make this paper possible.
Lastly, we acknowledge Yago Antolin for suggesting the problem explored in this paper.

2. NOTATION

We compile a list of common notation used throughout this paper:

N will denote the positive integers (so 0 ¢ N).

A group G with a distinguished generating set S is typically denoted by the pair (G, 5).

e The letter I' usually indicates a simplicial graph (that is, an undirected graph with no
double edges or loops). The vertices of I are denoted VT, and the edges of I" are denoted
ET.

e A numbered graph is represented by the pair (I, N). Given a subset U C VT, N(U)
denotes the multiset {N(v) | v € U}.

e The NGP associated to some numbered graph (I, N) is written NGP(I', N), or just
NGP(T"). Similarly, the RACG associated to some graph I' is written RACG(T").

e The letter .Z usually indicates a language, the letter & usually indicates a finite state
automaton, and the letter C usually indicates a grammar.

e The letters o, 7, and 7 usually indicate cliques. The letter X usually indicates a powered
clique (cf. Definition 4.8).

e The power profile (cf. Definition 5.10) of a powered clique ¥ is written P(X). The letters

P and @ usually indicate power profiles.

3. REGULAR LANGUAGES

In this section, we develop the basic theory surrounding regular languages. The reader
may wish to refer to a standard text such as [6] for a more in-depth discussion on these
topics. Our aim will be to define the so-called growth series of a language, and to describe a
powerful technique (Theorem 3.8) used to compute the growth series of a regular language.

Definition 3.1 (Words and languages). An alphabet is a non-empty finite set, whose
elements we call letters. A word x over an alphabet o is a finite sequence of the elements
from &7, usually written in the form = a1---a,. A sequence a;a;11---a; is called a
subword of x. The empty word is denoted by €. A set of words over &7 is a language over 7.
The language consisting of all words over &7 is denoted by «*. For a nonnegative integer n,
the set of all words of length n in «/* is denoted by /™.

The length of a word = € &7* is its length when viewed as a sequence, and is written
|z|. The concatenation of two words = ay---a, and y = by --- by, is the word zy =
ai -+ apby -+ by. Given a word z, we write ™ = x - - -  for word formed by concatenating x
to itself n times, with 2° = .

Regular languages are languages that are simple enough to be described by the following
model of computation:

Definition 3.2 (Finite state automata). A finite state automaton (FSA) 2 is a 5-tuple
(Q,,0,q0,A), where
e () is a finite set of states,

e of is an alphabet called the input alphabet,
e §:Q x4 — (Q is the transition function,
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e go € Q) is the start state,
e A C () is the set of accept states.

If we have 6(q,a) = ¢, we will say that 2 has an a-transition from ¢ to ¢’. Also, we define
the extended transition function 0* : QQ X &/* — @ recursively by

§*(¢,e) =q, 0%(q,za) =6(6"(q, ), a).
Given a word x € &7*, we say that x ends at the state §*(qop, z). If = ends at an accept state,

then we say & accepts the word z, else, we say Z rejects the word x. The set of all strings
accepted by Z is called the language accepted by 2.

Definition 3.3 (Regular languages). A regular language is a language accepted by some
FSA.

Another way of describing a language is through a grammar, or a set of rules that
describe how words in the language are generated.

Definition 3.4 (Regular grammars). A regular grammar C'is a 4-tuple (V, <7, R, S), where

e V is a finite set of variables (represented by boldface characters),

e of is a finite alphabet of terminals,

e R is a finite set of production rules, which are in the form A —aB or A - efor A, BeV
and a € &,

e S € V is the start variable.

Ifxeo* AeV,and A — «is a production rule, we say xA yields ra, written zA = z«
(here, o, xA, and x« are viewed as strings over VU ). If o, f € (VU .&)*, we say « derives
B if there exists a sequence «aq, ..., a, such that « = a1 = --- = «a, = [. The language
generated by C' is the set of all words in «/* that can be derived from the start symbol S.

Remark 3.5. A more standard definition of a regular grammar allows for rules of the form
A — a. The definition above is equivalent, and will be more convenient for our purposes.

A well-known result is that regular grammars are equivalent to FSAs, in that they both
characterize the class of regular languages. The following proposition provides an explicit
description of the regular grammar that generates a given regular language.

Proposition 3.6. Let £ be a regular language, and let 9 = (Q,<,d,q0,A) be a FSA
accepting £. Then L is generated by some regular grammar C = (Q, </, R,qo), consisting
of the production rules

e q —ad(q,a) forallqe Q and a € o,
e q—¢ forallqe A.

We will be most interested in the following generating function associated to a language.

Definition 3.7 (Growth series). The growth series of a language £ over an alphabet o/
is the formal power series Y~ |.Z N &/"|z", where the coefficient of 2™ is the number of
length n words in .Z.

Sections 5 through 7 will be dedicated to studying the growth series associated to the
geodesic language of a group. Our primary method of computing these series will be the
following important result. One of the original descriptions of this technique (in a far more
general setting) is due to [3]; we include the proof for completeness.
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Theorem 3.8. Suppose that C = (V, o/, R, A1) is a regular grammar with variables V =

{A1,...,A,} satisfying two conditions:

e The grammar C is unambiguous, in the sense that every word x in the language generated
by C has a unique derivation from the start symbol A;.

o Every variable A; is reachable from the start symbol A1, in the sense that there is some
word a € (VU )* containing A; that can be derived from Aj.

For each i =1,...,n, let & be the language consisting of all words that can be derived from
A;, and let A;(z) be the growth series associated to £;. Then each series A;(z) satisfies the
equation

Ai(z) = ZZ(AZ-—mAj)eR Aj(2)+1 if Aj — e is a production rule in R,
z z Z(AﬁaAj)eR Aj(2) otherwise.

Proof. Fix a variable A;. Let ¢;, = |-Z; N &/™| denote the nth coefficient of the power series
Aj(z). Comparing coefficients, we see that proving the theorem amounts to showing that

Cin= Y. Cn (3.1)
(Ai—ﬂlAj)ER
for all n > 1, and

(3.2)

1 if A; — € is a production rule in R,
Ci,0 = .
0 otherwise.

Equation (3.2) is immediate: A; — ¢ is a production rule if and only if ¢ (which is the only
word of length 0) is a word in .Z;.
Next, we prove (3.1) for n > 1. Consider a word z € .%; N o/™. This word must be
produced by some derivation
Ai=aAj= - =ay=u.

Hence, there is some rule A; — aA; in R such that z = ay for y € Z; N &/~ L. This gives
us a map

o: 20— | e x (Znam), Blay) = (@),

(AZ'*)aAj)ER
Note that this map is a bijection, with inverse given by (a,y) — ay. We claim that the
codomain of @ is a disjoint union. Suppose toward a contradiction that (a,y) were in both
{a} x (&L N 1) and {a} x (L N &™) for distinct j, k. Because A; is reachable from
A1, there exists a derivation

A= - =b1---blA;.
This derivation can then be continued as
A= --':>b1‘--bgAi=>bl'~bgaAj = - =0by---bay

or
A= -=b---byA; = by -bpaAr = --- = by --- bray.
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But this gives two distinct derivations of the word by - - - byay, contradicting the unambiguity
of C. Thus, the bijectivity of ® implies

Cim = LN A" = U H{ax@na™ = > ¢

(Ai—>aA]-)€R (Ai—)aAj)ER
which proves (3.1). ]

4. NUMBERED GRAPH PRODUCTS

Definition 4.1 (Graph products). Let I" be a simplicial graph, and let G, = (S, | R,) be
a group for all v € VI'. We define the graph product of the groups (G, S,) over I' as the
group with

e generators J,cy Sv,

e relations | J, oy Ry and [sy,s,] = 1 for all {u,v} € E and s, € Sy, 5, € Sy.

Here, [s,, 5,] denotes the commutator s, 8,5, st
Example 4.2. When I is totally disconnected, a graph product over I' is the same as a
free product. When I' is complete, a graph product over I is the same as a direct product.

Thus, graph products generalize both these concepts.

Definition 4.3 (Numbered graph products). A numbered graph (I', N') consists of a simplicial
graph I' and a map N : VI' — N. We will refer to the numbers N(v) for v € VT as the
vertex numbers of (I, N). The numbered graph product (NGP) associated to the numbered
graph (I', N), written NGP(I', N) or NGP(I"), is the graph product of the cyclic groups
Gy = (v | vV =1). We call the set S = VI U (VT)~! the standard generating set of
NGP(I).

Example 4.4. Consider the following numbered graph (I', N'), where each vertex is labeled
with its corresponding vertex number:

V1, 20 V9, 7
V4,13 v3, 2
The NGP associated to (I, N) is the group
(v1,v2, V3,4 | U%O = v; = vg = viS =1, [v1,v2] = [v2,v3] = [v3,v4] = [vg,v1] = 1).

The standard generating set of NGP(T") is S = {1)1,vfl,vg,vgl,vg,m,vgl}. Note that vg
and vy L are equal, and thus are not distinct elements in S.

We can write this particular NGP in a simpler form. Given a word x € S*, we
may use the commuting relations to shuffle the letters vfd, vs to the left and the letters
véﬂ,vfl to the right. This allows us to rewrite the group element represented by z as
the concatenation of a word y € (v1,v3) and a word z € (ve,v4). There are no relations
between v, and w3, so they generate a free product; similarly for vo and v4. Hence, we have

NGP(T) & (Z/20Z = Z.)27) & (Z,/7TZ 7./ 13Z).
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Definition 4.5 (Geodesic languages). Let G be a group with a symmetric generating set S.
There is a natural evaluation map ev(g g) : S* — G that sends a word sy --- s, € S* to the
product s ---s, € G. We say x € S* evaluates in G to ev(g g)(z). A word x € §* is called
a geodesic of (G, S) if there is no shorter word y € S* that evaluates to the same element as
x. The set of all geodesics is called the geodesic language of (G,S). The geodesic growth
series of (G, S) is the growth series of the geodesic language of (G, S).

Remark 4.6. A more common interpretation of a geodesic is as the shortest path in the
Cayley graph of a group (G, S). These paths are in bijection with words over the symmetric
generating set S U S~!. For this reason, it is crucial in the definition of a geodesic that the
generating set S is symmetric. This leads to minor inconveniences in the case of numbered
graph products since the natural choice of symmetric generating set for a cyclic group of
order 2 contains a single element, whereas for a cyclic group of any other order the symmetric
generating set contains two elements. This discrepancy will lead to important edge cases in
the results to follow.

Note that whenever we speak of the geodesics (or geodesic growth) of some numbered
graph product NGP(T"), we are always working with respect to the standard generating set
of NGP(T).

In the remainder of this section, our goal will be to construct a FSA that recognizes the
geodesic language of an NGP. It is already known that this language is regular; the paper [7]
constructs a FSA that recognizes the geodesic language of any graph product whose vertex
groups have regular geodesic languages. To do this, they modify the FSA’s associated to
individual vertex groups, then show that the product of these FSA’s recognize the geodesic
language of the graph product. We will follow their construction, but we will interpret the
product FSA in a setting specific to NGPs. In particular, the states will be objects called
powered cliques.

Definition 4.7 (Cliques and Links). Let I" be a simplicial graph. A subset o C VT is called
a clique if the vertices of o span a complete subgraph of I'. If o has i elements, we call o an
i-clique. A subset 7 C o is called a subclique of 0. We define the link of a clique to be the
set

Lk(oc) ={ve VI'\o|{v}Uo is a clique}
When o is a singleton, we write Lk(v) instead of Lk({v}).

Definition 4.8 (Powered cliques). A powered clique of the numbered graph (I, N) is a map
3 VI' — Z satisfying the conditions:

e The support of 3, defined by supp ¥ = {v € VI' | £(v) # 0}, is a clique.
e For v € VT, 3(v) satisfies the bounds

{0 <S(w) <1 if N(v) =2,
—|N(w)/2] < 3(v) < [N(v)/2] otherwise,
where |-] is the floor function.

We refer to the number X (v) as the power of ¥ at the vertex v. We will often define a
powered clique by first specifying its support, then defining its power at vertices in its
support. The empty powered clique is the map ¥ : VI' — Z that has empty support.

Theorem 4.9. Let (I', N) be a numbered graph. The geodesic language of NGP(T') is
accepted by the FSA 9, where:
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e The accept states are the powered cliques of (I'y N), and there is a single reject state
drej € Q \ A. The start state is the empty powered clique.

e The transition map § is defined as follows. Given a vertex v € VI, if ¥ is a powered
clique such that 0 < X(v) < | N(v)/2], we define the transition §(X,v) to be the powered
clique with support (supp(2) N Lk(v)) U{v} and powers

by ' Lk
Yw)+1 ifu=no.
Symmetrically, if N(v) # 2 and X is a powered clique such that —|N(v)/2] <3 <0, we

define the transition 5(X,v™1) to be the powered clique with support (supp(X)NLk(v))U{v}
and powers

5(2,v1) (u) = {22“)) I

In all other cases, we define the transition 5(Z,vi1) to be Qtail .-

To prove Theorem 4.9, we will need the following fact from [7] about the geodesic
language of graph products. A rigorous proof of this fact involves developing a normal form
for graph products, see [4] for the construction of such a normal form.

Lemma 4.10. Let G be a graph product of the groups (G, Sy), and let S = J,cy Sv. Given
a word s1--- Sy € S*, we define the following transformation, called shuffling:

(S) Interchange two consecutive letters s; € Sy and si+1 € Sy if {u,v} is an edge in T

Then a word x € S* is not a geodesic of (G, S) if and only if there is a way to shuffle the
letters of x to form a subword in S} that is not a geodesic of (Gy, Sy).

Proof of Theorem 4.9. We write VT = {v1,...,v,}, Gi = (v;), and S; = {v;,v; '}. Fix an
index i, and let m := | N(v;)/2]. The geodesic language of the cyclic group G; is the set of
words

% = {v;m,...,vfl,e,vi,...,v;n}
We construct a FSA &; that accepts .Z; as follows. The accept states of &; are the group
elements {v; ™,...,v/"} C Gy, there is a single reject state grej, and the start state is the
E+1 k

identity. For each 0 < k < m, there is a v;-edge from Uf to v;"" and a v; Ledge from v,
to v;” k=1 (Clearly, 9; accepts the geodesic language of G;.
Next, we modify the FSA Z; to read words over the alphabet S. The modified FSA,

which we call Z;, is the same as ¥;, but has the following additional transitions:

o If {v;,v;} is an edge in I, add a vj-transition and a v; L_transition from v} to itself for

every state vf.

o If {v;,v;} is not an edge in I, add a v;-transition and a vj_l—transition from v¥ to 1 for

every state vf.

The FSA 2 pictured in Figure 1. Observe that ; rejects a word x € S* if and only if there
is a way to shuffle the letters of x (as defined by Lemma 4.10) to form a subword in S} that
is not a geodesic of (Gj, S;).

Next, we construct the product & of the modified FSA’s ;. The accept states of & are
tuples (vlfl, ...,vF) where each vfi is a state of Z;. There is a single reject state grej, and
the tuple (1,...,1) is designated as the start state. Given a generator s € S, there is an
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”]j'tl vl vE! vE!
if i # j, i vE! i i
[’U' U}:l b o ) 7y 75
Y] [vi,vj]—l if 4 ;A J [Ui,’uj']:1 [’l}i,’l)j]:l

v; Ch
,U:i:l if [vi,vj] #1 if [’l)i,’l)j} #1 ,U:i:l

J J
if [vs,v5] #1 if [vs,v5] #1

FIGURE 1. The FSA ; when N(v;) # 2.

s-edge from (v¥) ... vk to (vi1,... v if there is an s-edge from vfi to vf" in each ;.
If there is an s-edge from vfi to Grej in any %;, then there is an s-edge from (vlfl, L)

to qrej in Z. By construction, ¥ rejects a word in S* if and only if the word is rejected by

some individual FSA %;. Therefore, & rejects a word in x € S* if and only if there is a way
to shuffle the letters of  to form a subword in any S} that is not a geodesic of (Gj, S;). By
Lemma 4.10, & accepts the geodesic language of (G, S).

We claim that the FSA & is exactly the one described by the theorem statement.
Observe that the states of Z are in bijection with powered cliques, where to each state

(fulfl, . vk") we associate the powered clique v; — k;, and to each powered clique > we
3(v1) % (vn)
(3 vp ).

rrn
associate the state Thus, we may view the states of ¥ as powered
cliques.

It remains to show that the transition map of Z is given by §. Let ¥ be a powered
clique, which corresponds to the state (vlz(vl), . ,’UE(U")). Let v; € VI'. The FSA @z has a

v;-transition given by

g ey

(0r)

NN viz(vi)ﬂ if 0 < X(vi) < [N(vi)/2],
v; — Qrej otherwise.

The other FSA’s éj have a v;-transition given by

UJ-E(Uj) — vjz(vj) if v; € Lk(v;),
ij(uj ) 51 otherwise.

Therefore, if 0 < X(v;) < [N(v;)/2], 2 has a v;-transition from ¥ to the powered clique
with support (supp(2) N Lk(v;)) U {v;} and the same powers as ¥ except with the power at
v; incremented. Otherwise, & has a v;-transition from X to the fail state. In particular, the
transitions along v; are precisely those prescribed by 4. If we instead consider transitions
along v, ! we have a symmetric situation, excluding the case where N (vi) = 2. This
completes the proof. L]

5. LINK-REGULAR NGPs

Now that we have introduced the necessary background, we are prepared to explore the
geodesic growth of NGPs. In particular, we will focus on NGPs associated to numbered
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graphs that obey a strong regularity condition called link-regularity. Our main result in this
section will show that NGPs associated to link-regular numbered graphs which are equivalent
(in a certain sense, which we will define) have the same geodesic growth series. This result
then allows us to provide examples of NGPs associated to non-isomorphic graphs that have
the same geodesic growth series.

We begin by defining link-regular numbered graphs and the equivalence of such graphs.
Note that when the vertex numbers N (v) are all 2, our definition of link-regularity (Definition
5.3) is equivalent to Definition 3.1 in [1]. We will discuss this case at length in Section 6.

Definition 5.1 (Multisets). A multiset A consists of an underlying set supp(A) (called the
support of A) and a map my : supp(A) — N (where for each a € supp(A4), ma(a) is called
the multiplicity of a). A multiset B is a subset of A, written B C A, if supp(B) C supp(A4)
and mp(b) < mu(b) for all b € supp(B).

The sum of two multisets A and B is the multiset A + B where supp(A+ B) = AUB
and ma+p = ma + mp. The difference of two multisets A and B is the multiset A — B
where supp(A — B) = {a € A|ma(a) > mp(a)} and ma_p =ma —mp.

Remark 5.2. Informally, we will write multisets as sets with repeated elements, e.g.,
{a,a,b,c,c,c}. Similarly, we will often define multisets with set-builder notation, e.g.,
{In/2] | n € N} is the multi-set {0,1,1,2,2,3,3,...}.

Definition 5.3 (Link-regularity). Let (I', N) be a numbered graph. If U C VT, we let N(U)
denote the multiset {N(v) | v € U}. We say I' is link-regular if, whenever N(o1) = N(o2)
for cliques o1, 09, we have N(Lk(o1)) = N(Lk(02)).

Example 5.4. Let (I, N) be the numbered graph pictured below:
7 3

7 3

For cliques o where N(o1) = {3}, we have N(Lk(o1)) = {7,7,7}. Similarly, for cliques o
with N (o) = {7}, we have N(Lk(c)) = {3,3,3}. The link of all 2-cliques is empty, and there
are no cliques of size greater than 2. Therefore, (I, N) is link-regular.

Definition 5.5 (Equivalence of link-regular graphs). We say two link-regular numbered

graphs (I, N) and (I, N') are equivalent if:

(i) N(VT) = N'(VTV).

(ii) Whenever cliques o C VT and ¢/ C VI satisfy N(o) = N'(¢’), we have N(Lk(o)) =
N'(Lk(d")).

Note that condition (ii) is equivalent to requiring the disjoint union (I' UT’, N U N’) (where

(NUN")(v) = N(v) for ve VI and (N U N')(v) = N'(v) for v € VI') to be link-regular.

The equivalence of link-regular numbered graphs is less strict than graph isomorphism,
as we showcase in the following example.
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Example 5.6. Let (I', N) be the following link-regular numbered graph of two disjoint
squares, and let (I', N) be the following link-regular numbered graph of an octagon:

6 4

4 6

Evidently, these graphs are not isomorphic. However, the disjoint union of the graphs (I", V)
and (I, N') is link-regular, since whenever N (o) = N'(¢’) = {4}, we have N(Lk(c0)) =
N'(Lk(¢")) = {6,6}; whenever N (o) = N'(¢’) = {6}, we have N(Lk(c)) = N'(Lk(c")) =
{4,4}; and whenever N (o) = N'(0') = {4,6}, we have N(Lk(o)) = N'(Lk(¢")) = ). Since
we also have N(VT') = {4,4,4,4,6,6,6,6} = N'(VI'), (T, N) and (I', N') are equivalent
link-regular numbered graphs.

Our goal is to prove that the NGPs associated to equivalent link-regular numbered
graphs (I, N) and (I, N’) have the same geodesic growth series. To do this, we will study
the FSAs 2 and 2’ (which were constructed in Theorem 4.9) that recognize the geodesic
languages of NGP(T") and NGP(I"), respectively. Because the transitions of ¥ and 2’ are
defined in terms of cliques and links, we will need several results comparing the cliques and
links of " and T".

Definition 5.7. Given a clique o of a simplicial graph I' and a subclique 7 C o, we define
Lk(o;7) ={v e VI'\ o | Lk(v)No =7}

Lemma 5.8. Let (T, N) be a link-reqular numbered graph. Suppose o and o’ are cliques of
I such that N(o) = N(¢'). Then for any 7 C o and 7" C ¢’ such that N(t) = N'(7'), we
have N(Lk(o;7)) = N(Lk(co’;7")).

Proof. First, we show that if ¢ is a clique of I' and 7 C ¢ is a subclique, then

Lk(o;7) =Lk(r)\ | (c\7)u | | Lk(oim)|. (5.1)

T7CnCo

If v € Lk(o;7), we have by definition that v € o and that Lk(v) N o = 7. This implies
v € Lk(7), as well as v € Lk(o;7) for all w 2 7. Hence, v lies in the right-hand side of (5.1).
Conversely, suppose v lies in the right-hand side of (5.1). The condition that v € Lk(7)
implies v € 7 and 7 C Lk(v) No. The exclusion of v from o \ 7 further implies v ¢ o. Finally,
the exclusion of v from the union | | ., Lks(0) means that Lk(v) N o cannot contain 7
for any m O 7, and so Lk(v) N = 7. Hence, v € Lk(o;7).

Now, let o,0’,7,7" be as in the statement of the lemma. Our proof will proceed by
induction on the size of the subcliques 7 and 7/ (which must be of the same size since
N(7) = N(7')). First, consider the base case when |7| = |o| and |7| = |¢’|. Then 7 = ¢ and
7/ = ¢, which implies Lk(o;7) = Lk(o) and Lk(o’;7") = Lk(o”). By the link-regularity of
(T, N), we have

N(Lk(o; 7)) = N(Lk(0)) = N(Lk(0")) = N(Lk(c"; 7)),
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as desired.

Inductively, assume that N(Lk(o;7)) = N(Lk(o;7’)) for all subcliques @ C o and
7! C o' of size strictly larger than 7 and 7/ that satisfy N(7) = N(n’). By (5.1), we have
the identity

N(Lk(o;7)) = N(Lk(7)) — | N(o) — N(7) + Z N(Lk(o;7)) |,

TCnCo

as well as an analagous identity for N(Lk(c’; 7')). Because N(oc) = N(o’) and N(7) = N(7/),
there is a bijection ¢ — ¢’ that sends 7 to 7/ and preserves vertex numbers. Given a
subclique 7 C 7 C o, this bijection determines a corresponding subclique 7" C 7’ C ¢’ such
that N(7') = N(x). By the inductive hypothesis and the link-regularity of (T, N),

N(Lk(o;7)) = N(Lk(7)) — | N(o) — N(7) + Z N(Lk(o;m))

T7CnCo

= N(Lk(r')) = [ N(¢/) = N(7)+ > N(Lk(c";7))

7' Cn!Co’
= N(Lk(o";7")).
This proves the claim for 7 and 7/, as desired. ]

Corollary 5.9. Let (', N) and (I', N') be equivalent link-regular numbered graphs. Suppose
o CVT and o' C VT’ are cliques such that N(c) = N'(o’). Then for any 7 C o and 7’ C o’
such that N (1) = N'(7'), we have N(Lk(c;7)) = N'(Lk(o’; 7).

Proof. By definition, the disjoint union (I' UTY, N U N’) is link-regular. Now, o and ¢’ are
subcliques of (I' UTY, N U N’) and so the claim follows by Lemma 5.8. ]

Definition 5.10. Let 3 : VI' — Z be a powered clique of a numbered graph (I', N). The
power profile of ¥, written P(X), is the multiset {(X(v), N(v)) | v € supp X}. If the power
profile of > is P, we say 3 is a P-state.

Lemma 5.11. Let (I, N) and (I, N') be equivalent link-reqular numbered graphs, and let
Y:VL = Z and X' : VIV — Z be powered cliques such that P(X) = P(X'). Then there is a
bijection ® : VI — VIV such that

P(6(2,0)) = P(&'(X, @) and P(§(,v7")) = P(3'(Z, @(v)™")) (5.2)
for allv € VI'. Here, 6 and &' denote the transition maps of 2 and &', respectively.

Proof. Let o and ¢’ denote the supports of ¥ and 3’| respectively. Because P(X) = P(X/),
we can find a bijection ® : 0 — ¢’ such that

N'(®(v)) = N(v) and X' (®(v)) = Z(v) (5.3)

for all v € 0. By the definition of the transition maps 6 and §’, ® satisfies (5.2) for all v € 0.
We aim to extend @ to a bijection VI' — VI". Observe that

VI =oU I_I Lk(o;7)

7Co
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and
VIV =o' U |_| Lk(o';7) =o' U |_| Lk(o; ®(7)).
7' Co' 7Co
To extend @ to all of VT, it suffices to construct individual bijections ® : Lk(o;7) —
Lk(o’; ®(7)) for all 7 C o satisfying (5.2). Piecing these bijections together into a single
bijection VI' — VI” yields the desired map.

Let 7 C 0. By (5.3), we have N(®(7)) = N(7), so we have by Corollary 5.9 that
N(Lk(o;7)) = N(Lk(0’; ®(7)). Hence, we can find a bijection ® : Lk(o;7) — Lk(o’; ®(7))
such that

N'(@(v)) = N(v)
for all v € Lk(o;7). We claim that this map satisfies (5.2). For v € Lk(o;7), we have by
definition of § that
P(8(%,v)) = {(1, N(v))} 1 [ [{(=( )},
ueT

and because ®(v) € Lk(c’; (7)), we similarly have
P(3'(2, ®(v)) = {(1, (@)} | ] {(E(w), N'(u))}.
ued(r)

Applying (5.3), we get

P(3'(X', @(v)) = {(1, N'(@())}u | ] {(Z'(w),N'(w))}

ued(r)
= {(LN' (@)} u | {(Z"(@(w), N'(®(w)))}
= {(L N} U | H{(E(w), N(u)}
= P(6(X2,v)).
Arguing analogously, one can show that P(§' (X', ®(v)~1)) = P(6(2,v 1)) when N(v) # 2.
This shows that ® satisfies (5.2) for all v € Lk(o; 7), which completes the proof. ]

Corollary 5.12. Let (I', N) and (I, N') be equivalent link-regular numbered graphs, and
let 2 and 9" be the FSAs constructed in Theorem 4.9 that recognize the geodesic language
of NGP(T') and NGP(I"). Let P and Q be arbitrary power profiles of states in 9 and 9'. If
Y and X' are P-states of 2 and 9', respectively, then the number of transitions from X to a
Q-state in P is the same as the number of transitions from ¥ to a Q-state in 2'.

Proof. Let ® : VI' — VI” be as in Lemma 5.11. By (5.2), 6(%,v) is a Q-state if and only if
5(X, ®(v)) is a Q-state. Because ® is a bijection, there is a bijective correspondence between
the transitions from ¥ to Q-states in 2 and the transitions from X to Q-state in 2’, so we
are done. []

Corollary 5.12 allows us to define the following quantities 8p_, ¢, which are well-defined
up to equivalence of link-regular numbered graphs.

Definition 5.13. Fix some numbered graph (I', N), and let & be the FSA that recognizes
the geodesic language of NGP(T"). Given arbitrary power profiles P and @ of powered cliques
corresponding to the states in &, we define Sp_, to be the number of transitions from a
fixed P-state to a )-state.



Vol. 14:2 GEODESIC GROWTH OF NUMBERED GRAPH PRODUCTS 2:15

Theorem 5.14. If (I', N) and (I',N') are equivalent link-regular numbered graphs, then
NGP(T') and NGP(I") have the same geodesic growth series.

Proof. Let G = NGP(I"), and let S be the standard generating set of G. We will show that
the geodesic growth series of (G, S) can be written in terms of the quantities Sp_,. Because
the values Bp_,q are the same for equivalent link-regular numbered graphs, this proves the
theorem.

Let d be the maximum clique size of I', and let M be the maximum number N (v)
assigned to a vertex. We let & denote the collection of all multisets with elements in
{=IM/2],...,[M/2]} x {N(v) | v € V} that have at most d elements. Note that &
contains all possible power profiles of states in 2. For each P € &, let Bp(m) denote
the collection of length m words in S* that end at a P-state when processed by 2. Each
geodesic of (G, .S) belongs to a unique set Bp(m), so the total number of m-length geodesic

words is given by the sum
> IBp(m)].

Pe»
Therefore, the geodesic growth series of (G, S) can be written as

oo
> <Z |Bp(m)|> 2"
m=0 \PeZ

Hence, it suffices to show that the quantities |Bp(m)| can be written in terms of the
quantities Sp_,q. This is trivial for the case m = 0, where |Bp(m)| = 0 if P is non-empty,
and |Bp(m)| = 1 if P is empty. Inductively, assume there is some m > 0 such that all the
|Bp(m)| can be written in terms of the Sp_,g. We want to show that the same is true for all
the |Bp(m +1)|. Fix P € &. Observe that a word = € Bp(m) can be written as x = ys for
a word y € Bg(m) with @ € & and a single letter s. That is, a choice of a word z € Bp(m)
consists of a choice of a power profile Q € &, then a choice of a word y € Bg(m), and
finally a choice of s € S for which there is an s-transition from the Q-state that y ends at to
some P-state. Hence, we have the recurrence

[Br(m)| = 3" Bo-plBa(m —1)|.
Qe

This proves that |Bp(m)| can be written in terms of the quantities Sp_,g, and so we are
done by induction. ]

Using Theorem 5.14, we are able to find examples of NGPs associated to non-isomorphic
graphs that have the same geodesic growth series. For example, the NGPs associated to
the numbered graphs from Example 5.6 have the same geodesic growth series, despite the
graphs being non-isomorphic. More generally, the NGP associated to the disjoint union of
identical n-cycles has the same geodesic growth series as the NGP associated to the 2n-cycle
with the same vertex numbers. Another example of this construction is the following:

Example 5.15. The disjoint union of the two 5-cycles and the 10-cycle shown below are
equivalent as link-regular numbered graphs, so their associated NGPs have the same geodesic
growth.
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3 4

These examples demonstrate the following corollary to Theorem 5.14.

Corollary 5.16. There are infinitely many pairs of NGPs associated to non-isomorphic
graphs that have the same geodesic growth. L]

6. RIGHT-ANGLED COXETER GROUPS

We now shift our attention to a specific class of NGPs known as right-angled Cozxeter groups.

Definition 6.1 (Right-angled Coxeter groups). A right-angled Cozeter group (RACG) is an
NGP associated to a numbered graph whose vertex numbers are all 2. In particular, we may
speak of the RACG associated to a simplicial graph T', written RACG(T'), which we define
to be the NGP associated to the numbered graph (I, N) where N(v) = 2 for all v € V(I').

As with NGPs, whenever we refer to the geodesics (or geodesic growth) of some RACG,
we are working with respect to the standard generating set.

The results we have so far derived for NGPs become much simpler in the context of
RACGs. For instance, consider the FSA 2 we constructed in Theorem 4.9 that recognizes
the geodesic language of some RACG. The states of & are powered cliques, but because every
vertex number is 2, a powered clique can only assign the powers 0 and 1 to vertices. Thus,
we may identify a powered clique with its support, which must be a clique. In particular,
the states of Z are in bijection with the cliques of the graph. Rewriting the transition map
in terms of cliques, we obtain the following special case of Theorem 4.9.

Proposition 6.2. The geodesic language of RACG(T') is accepted by the FSA 9, where the
states are the cliques of I' plus a designated reject state qrej, the start state is the empty set,
and the transition map 0 is defined by

(0 1) = {(Lk(v) No)u{v} ifvéo,

Qrej otherwise.

Similarly, the definition of link-regularity given in Section 5 can be simplified when
dealing with RACGs. Consider a numbered graph (I', N) whose vertex numbers are all
2. Recall that (I', N) is link-regular if N(o1) = N(o2) implies N(Lk(c1)) = N(Lk(o2)) for
cliques 01,092 of I'. But since every vertex number is 2, the condition N(U;) = N(Uz) for
subsets Uy, Uz C V(T') holds precisely when |U;| = |Us|. Therefore, (I', N) is link-regular
if and only if |o1| = |o2| implies |Lk(o1)| = |Lk(o2)| for all cliques o1, 09. This condition
motivates the following definition:

Definition 6.3 (Link-regularity of simplicial graphs). Let I" be a simplicial graph. We say
that I' is link-reqular if whenever two cliques 01,09 of I' have the same size, their links
Lk(o1),Lk(02) have the same size.
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As before, we can define two link-regular simplicial graphs to be equivalent if their
disjoint union is link-regular. In this setting, Theorem 5.14 says that RACGs associated to
equivalent link-regular simplicial graphs have identical geodesic growth series. This is one of
the main results of [1]. In this section, we generalize their result by deriving the following
closed-form expression for geodesic growth.

Theorem 6.4. Let I' be a link-regular simplicial graph with mazximum clique size d. Let
lo = |V ()|, and for 1 < k <d, let £, = |Lk(0)|, where o is any k-clique (this is well-defined
by link-regularity of T'). For integers 0 < m < d and 0 < k < m, set

I > (”7 _:>(1)J'—kej ifk<m—1
Ny = k<j<m ik N T
b1 — Ly — 1 ifk=m-—1
1 if k =m,
and for integers 0 < i <d and 0 < j <1, set

t1 t . .
Mlv] = Z (_l)n <81) e (Sn)Ntlasl o .Ntnasn Zfl # J

J<s1<t1<<sp<tn<d "
(t1751)+”'+(tn*3n):i7j

M =1 ifi=j.
Then the geodesic growth of RACG(T) is given by the rational function
P (Zé:o lo - -éj,le) 2
Z?:o Moz '
Previously, the geodesic growth series of RACG(I") was only known for maximum clique
size d < 3, proven in [1] and [2]. Detailed calculations using Theorem 6.4, and a Sage

program that automatically carries out these calculations, can be found in [8]. This program
was used to compute the following formula when the maximum clique size is d = 4.

G(z) =

Corollary 6.5. IfI' is a link-regular simplicial graph that does not contain 5-cliques, the
geodesic growth of RACG(T") is the rational function q(z)/p(z), where

q(2) = 242 + (—L1lol3 + 4010y + Lolz — 120 — 40y — 203 + 50)2°
+ (1€ + €103 + Lol — Tly — 5ly — 303 4 35)2% + (—f1 — b — £3 +10)z + 1,
p(2) = (bol1lols — Alol1ly + 120001 — 240y + 24) 2
+ (—Lol1ly — bol1ls — bolals — L1lals + Tholy + 4bols + 4010o + 20ols
+ loly — 260y — 1201 — 4y — 203 — 50)2°
+ (Loly + Lolo + L1ly + Lol + 0103 + Lols — g — Tly — 5ly — 303 + 35)2>
4+ (—lg — €y — by — 03+ 10)z + 1. ]

The remainder of this section is devoted to the proof of Theorem 6.4. We fix the
following notation. Let I', d, and ¢); be defined as in the statement of Theorem 6.4. Let .S be
the standard generating set of RACG(I"). Let € denote the set of all cliques of I'. Let %,
denote the set of all ordered m-cliques of T, i.e., tuples (v1,...,vy) consisting of distinct
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vertices such that {vy,..., vy} is a clique. The elements of % will be denoted &, where o
is the underlying unordered clique.

We begin by using Theorem 3.8 to obtain a system of equations that allows us to solve
for the geodesic growth of RACG(T"). Applying Proposition 3.6 to the FSA & in Proposition
6.2, we obtain the following grammar that accepts the geodesic language of RACG(I'): to
each clique o € €, we associate the grammar variable A,, and the production rules

A, — UA(Lk(v)ﬂa)U{v} (fOl‘ v ¢ 0)
A, — ¢
The start symbol is the variable Ag. Observe that the vertices not in ¢ can be counted by

first choosing a (possibly empty) subset 7 C o, and then choosing a vertex in Lk(o; 7); more
precisely, we have

V() \o= |_| Lk(o; 7).

Hence, the above grammar rules can be equivalently written
A, — ul gy (for 7 C o, u€ Lk(o;T))
(6.1)
A, — ¢

To be able to apply Theorem 3.8, we first need to check two conditions:
Lemma 6.6. The grammar in (6.1) is unambiguous, and every variable is reachable.

Proof. We first show that (6.1) is unambiguous. Observe that, given any grammar variable
A, and some vertex u € VT, there is at most one rule A, — « where the right-hand side «
contains u. This implies that, if the grammar generates some word x = vy - - - v, € S*, then
there is only one possible production rule that could have been applied at each step. Hence,
x has a unique derivation from the start symbol, as required.

For the second claim, fix a variable A, for some clique o = {v1, ..., v, }. Then we have
the derivation

Ay = UlA{vl} = U1U2A{v1,@} e = UL vnA{vl,...,vn}u
which proves that A, is reachable. L]

Now, we may apply Theorem 3.8 to obtain the equations
Ao()=1423 3 Anpy(e) (62)
7Co uelk(o;T)

for all 0 € €, where A,(z) denotes the growth series of the language consisting of all words
that can be derived from A,. To simplify this system, we introduce the power series

Gn(2) = Y Ag(2).
5€%m
We want to convert the system of equations (6.2), which is written in terms of the power
series A,(z), into a system of equations written in terms of the power series %,,(z). The
following proposition is the first step in doing so.

Proposition 6.7. We have
GD(z) =14 2% (z)
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and

G(2) = Lol + Y <TIZ> > > Aoy, (2)-
k=0

(V1,0 ) EGm WELK({v1,.um }i{v1,..vi})
The geodesic growth series of RACG(T") is then given by %(z).

Proof. First, we derive the equation for %,(z). Because the only 0-clique is the empty clique,
we have % (z) = Ag(z). In particular, since Ag is the start symbol, % (z) = Ag(z) is the
geodesic growth series of RACG(I"). By (6.2), we get

Dz)=1+z >  Ap)

u€Lk(2;2)

=1+z Z A{u}(z)

ueV (T)
=1+ 2% (z),

as required.
Next, we derive the equation for %,,(z) when 1 < m < d. Expanding the summation in

(6.2), we get
Ag(z) =1+ ZZ Z Z ATU{U}(Z)
k=0 |T|§Uk u€Lk(o;7)

for all 0 € ¥. Summing over all ordered cliques in Cgm, we get

Gn(D) =1Cnl +23 D D D Agup(a).

k=05cg  7Co uclk(o;T)
Ir|=k
Now, we determine the size of ‘gm Since an ordered 1-clique is just a vertex, we have
|€)| = |[V(I)| = €o. For m > 0, every ordered clique of size m is obtained by taking an
ordered (m — 1)-clique & and appending a vertex v € Lk(c). There are ¢,,,_1 = | Lk(0)|
choices for v, and so |<€7m| = Em,1|(gm\. By induction, we get |(€7m| =4ty Lm_1. Thus, we
obtain the equation

Gn(2) =Ll —}—zz Z Z Z Ay (2)- (6.3)

k=0 5¢c¢,, TCo uelk(o;T)
|I7|=k

Next, we want to interchange the second and third sums in (6.3). However, the third
sum currently depends on the second sum, so we must first remove this dependency. Let
[m] = {1,...,m}, and fix an arbitrary ordered m-clique & = (vi,...,vy). Given a subset
T = {i1,...,ix} C [m] of size k, define mp(&) to be the subclique {v;,,...,v;, } of size k.
Observe that 7 defines a bijection between the k-element subsets of [m] and the subcliques
of o of size k. Thus, changing variables in (6.3), we obtain the equation

gm(z) =Ll b1+ Z Z Z Z AWT(&)U{U}(Z)'

k=0 5c%,, TC[m] u€lk(o;mr (7))
|T
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Now, the third sum no longer depends on the second sum, so we can write

Gn(2) =Ly b1+ Z Z Z Z Az (3)u{u} (2)- (6.4)

k=0 TC[m] ¢, u€Lk(o3mr ()
IT|=k

Finally, we show that the second sum in (6.4) can be collapsed. Fix 0 < k < m. We
claim that if 7,7" C [1...m] with |T| = |T"| = k, then

> Yo Aneum) =) > Ao (). (6.5)

&G(gm u€Llk(o;mr (7)) 56(@;m ueLk(o;mp ()
Write T = {iy,...,it} and T" = {j1,...,Jx}. There is a permutation p : {1,...,m} —
{1,...,m} such that i, — jy for 1 < ¢ < k. Then p induces a bijection p : €, — &, by

o= (vh ce 7Um) = (’Up(l)v s 7vp(m)) = ﬁ(&)
Observe that the map p satisfies 77 (p(7)) = {vj,,...,v;, } = m(¢). Also, the underlying
clique of p(&) is just o itself. Therefore, equation (6.5) follows from applying the change of

variables p to the outer sum. Applying this result with 77 = {1,...,k}, we get

Z Z Z ATFT(&)U{U}(Z)

TClm) 5, uELk(osmr(3))
| T]=k

_ (7:) $ ) Afun, ) ().

(V1,00 ) EGm WELK({v1,...um }i{v1,.. v })
Substituting this into (6.4), we obtain the required formula for ¥,,(z). []
Given an ordered clique (v1, ..., vk, u) € €x11, we define the power series Ay, o 0)(2)
to equal the power series Ay, 4, «}(2). We do this to improve notation in order to keep

track of the ordering for Proposition 6.8. Making use of this change converts our system
into the equivalent form

Gr(2) = Lo+ 1+ Y (ZL) > > Ay, (2)  (6.6)
k=0

(V1. y0m) EGm WELK({v1,som }i{v1 0k })
for 1 <m <d.

Proposition 6.8. Forl <m <d, 0 < k < m, and an arbitrary ordered clique (v, ..., v, u),
the number of times Ay, . 1, u)(2) appears in the sum

Z Z A(vl,...,vk,u)(z) (67)

(’U1,...,vm)€‘gm weLk({v1,...,um };{v1,..,06 })
is an integer N, 1. that is independent of the vertices v1, ..., vg,u. Furthermore, the integers
Ny i satisfy the following properties:
o Ny = 1.
L4 Nm,m—l = gm—l - Em -1
o Ifk <m —1, then N, satisfies the recurrence

Nk = ln—1Nm—1k — L1 N kot 1-
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_____________ U
FIGURE 2. A picture showcasing 7 = (v1,...,vx), 6 = (v1,...,Vp), and u.
The solid black vertices are fixed, and the open circles are what is free to be
chosen. The vertices {v1,..., vy} form a clique and u is not connected to
Vkt1, - - -, Um (here, k =2 and m = 5).

o

u

u

FIGURE 3. The number of ways to choose vgi2, ..., v, to obtain the figure
on the left is given by N,,_1 (7, u). Choosing
vg+1 € Lk({v1, ..., Uk, Vkyo, ..., Un}) gives the figure on the right, and there
are ¢,,—1 ways to choose such a vg. The dotted line means vy may or may
not share an edge with w.

Proof. Fix indices m, k and an ordered clique (v1,...,vg, u). Let 7 = (v1,...,v;). The term
Ay, o) (z) appears once in the sum (6.7) for each ordered clique & € Cgm where ¢ D 7
and u € Lk(o;7). Thus, we want to count the number of possible ordered cliques &.

Each such & is given by choosing m — k vertices vg41,...,vm € Lk({v1,...,vi}) so that
(v1,...,Vp) forms an ordered clique, with the additional restriction that vgi1,. .., vy ¢ Lk(u)
(cf. Figure 2). Let Ny, (7, u) be the number of ways to choose m — k vertices in this way.
We distinguish three cases.

Case 1 (k = m). Here, Np, (7, u) is the number of ways to choose 0 vertices such that
(v1,...,Um) is an ordered clique. Hence, Ny, (7, u) = 1 and is independent of 7 and u, so
we may write Ny, = Ny (T, 0).

Case 2 (k = m—1). There are {,,,_1 — 1 ways to choose vy, € Lk({v1,...,vm_1}) with v,,, # u
to obtain an ordered clique & = (vy,...,vy). We want v, ¢ Lk(u), so we subtract off the
¢l ways to choose vy, € Lk({v1,...,vm—1,u}). This shows Np, m—1(7,u) = b1 — by — 1
and is independent of 7 and u, so we may write Ny, m—1 = Npym—1(T, u).
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FIGURE 4. The number of ways to choose vi41 to obtain the figure on the
left is {+1. Choosing vgyo,...,vm ¢ Lk({u}) such that (vi,...,v,) forms
an ordered clique gives the figure on the right, and there are

Ny ge+1((v1, ..., vg41), u) ways to choose these vertices.
Case 3 (k < m —1). First, we count the number of ways to choose viy1, ..., v, such that
V42, -« - U & Lk(u) and (v1, ..., vy,) forms an ordered clique (in particular, we are allowing

vg+1 € Lk(u)). This can be done by counting the number of ways to complete the following
two steps (cf. Figure 3):

(1) Choose vertices vgio,...,vm ¢ Lk({u}) such that (vi,..., vk, Vgt2,...,0) forms an
ordered clique.

(7) Choose a vertex vip11 € Lk({v1,..., g, Vgt2,...,Um}) to obtain an ordered clique 6 =
(vla s 7Um)'

By definition, there are Ny, (7, u) ways to complete (i) and ¢,,,—1 ways to complete (ii),
so there are £,,_1Np,—1 (7, u) ways to complete both (i) and (i7).
We have overcounted by precisely the cases where viy1 € Lk(u). Thus, we must subtract

off the number of ways to choose vjy1, ..., vy, such that vy € Lk(u), vgia, ..., vm & Lk(u),
and (vy,...,vy) forms an ordered clique. This can be done by counting the number of ways
of to complete the following two steps (cf. Figure 4):

(731) Choose viy1 € Lk({v1,..., vk, u}), so that (vi,...,vk41) is an ordered clique and vg41 €

Lk(u).

(iv) Choose vertices viyo, ..., vm ¢ Lk(u) such that (vi,...,v,) forms an ordered clique.
There are {1 ways to complete (i74) and Np, p4+1((v1,...,Vk41),u) to complete (iv), so
there are {1 Np, g+1((v1, ..., Vk41),u) ways to complete both (i) and (iv).

From this, we obtain the recurrence relation

Ningo (T, 1) = lin—1 Nip—1, (T, 1) = L1 No o1 (015 -+ -5 Vp1), 00).
In Case 1 and Case 2, we have shown that the base cases of this recurrence are independent
of 7 and u. Therefore, Ny, (7, u) is independent of 7 and u. Writing Ny, = Ny (7, w),
we obtain the required formula. []
Therefore, by Theorem 6.8, we see that our system in (6.6) becomes

m

Go(2) = Lo+ by + 2 Z(Z)Nm,k Y Ax(z)

k=0 FECr+1
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for 1 <m < d. Because
S A = Y AR =% (),
7~'€<ﬁ~k+1 716%%4—1
we are left with the system of equations:

D(z) =14z2%(2)

Go(z) =Ly b1+ 2 (Z <TIZ) Nm7kgk+1(z)> for 1 <m <d (6.8)
k=0
YGar1(2) = 0.

The clear next step is to bring the recurrence Ny, ;. into a closed form.

Lemma 6.9. For 1 < m < d and 0 < k < m, the recurrence N, in Prop. 6.8 has the
closed form solution

m
m—k i—k .
H l; Z (j_k>(—1)ﬂ 6 ifk#m
Nm7k — k<j<m j=k
b1 — 4y — 1 ifk=m-—1
1 if k=m.
Proof. First, we establish the base cases. For any m > 1, the closed form for Ny, ,, and
Nypm—1 holds by assumption. Moreover, the recurrence for Ny, 1,1 shows that
Nm+1,m—1 = gmNm,m—l - gmNm—l-l,m
=l (b1 — b, — 1) — Ly (byy — b1 — 1)
= gm(gm—l - 2€m + gm—i—l)

m—+1 9
_ . _1)—m—1p.
(I ) 3 (e
m—1<j<m+1 j=m—1
In particular, we see that the closed form holds for Ny, N1,1, N2, N1, and Na .
Now, we proceed by induction on m. Fix m > 3 and suppose that the closed form holds

for Ny, 1, for all 0 < k& < m. We induct backward on £ to establish the statement for Ny, 41
for all 0 < k < m + 1. By the preceding paragraph, we know that for kK > m — 1, the closed
form holds. Thus, we fix £ < m — 1, and suppose that the closed form holds for Ny, ;1 k1.
We will show the closed form is then correct for Ny,11 5. We have

Nm+1,k = EmNm,k - £k+1Nm+1,k+1

m

o [ T 6] 2 (7))

k<j<m =k

m+1
m—k o
— Lyt H ¢ Z (j—k—l)(_l)] s

k+1<j<m+1 j=k+1
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- II i(?__b(—nj‘%—%(jT,;_kJ(—l)j"“‘l@j

k<j<m+1 j=k j=k+1

(6.9)

The product in (6.9) agrees with the closed form solution, so we need only argue that the
difference between () and (#x) is equal to the sum in the closed form. We rewrite (k) as

<m0_k> 1)°;, + Z( ) (—1)7*e; (6.10)

j=k+1
and (xx) as

" m—k ; m—k
—1)i=k=1y, )™ R 11
X (e ()0 (6.11)
j=k+1
Taking the difference of (6.10) and (6.11) and applying Pascal’s rule for binomial coefficients
yields
m—k m—k+1 i m—k —
< ) 1)%0;, + Z < )(—1)3 ko — <m } k) (=)™ Flig
Jj=k+1
As (mo_k) = (m_écﬂ), (%:Z) = (2:],::), and —(—1)""% = (—=1)™~*+1 this is indeed equal
to
m+41
k41 .
(e
=k N 7T
as desired.
Thus, the closed form holds for Ny, 1 for all 0 < k < m + 1. By induction on m, the
closed form holds for all IV, ;. ]

We will now obtain a solution to the system in (6.8) in terms of a polynomial recurrence.
First, set ap = 1 and a,, = o - - £y—1 for all 1 < m < d. Then, set byp = 1 and

m
bk = N )
7k <k> 7k

for 1 <m < dand 0 <k < m. Observe that this implies b, ,, = 1. Thus, for 1 <m <d,
we can rewrite (6.8) as

ggm(z) =am+2 Z bmegk—i-l (Z)
k=0

m—2

=ay + 2z Z bm7kgk+1(z) + bm7m_1zgm(z) + 2941 (Z)
k=0
Hence, by rearranging we get

m—2
1
i1 (2) = Z((1 = bm12)%n(2) = am) = 3 gD (2 (6.12)
k=0
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for all 1 < m < d. Note that ¥;;1(z) = 0, but the derivation for (6.12) still works.
Lemma 6.10. If 1 <m < d+1, then
Gn(2) = 5 (Pm(2)%(2) — am(2)),

where the polynomials py(z) and g (z) are recursively defined by

perl( (Z b, kz pk+1(z)>

Gm+1(2) = qm(2) + 2" am — (Z b 2™ qk+1(2)>

with p1(2) = qi(2) = 1.
Proof. For m = 1, we have
h(=) =~ (=)~ 1) = - (1 ((=) ~ (=)

by (6.8). Now, fix 1 < m < d and suppose that the above formulas for ¥(z), py(z), and
q¢(2z) hold for all 1 < ¢ < m. By (6.12),

1

m—2
gm—&-l(z) - ; ((1 - bm,m—lz) - am Z m kngrl
k=0

(- bm,m71z>zim<pm<z>%<z> () m)

_ Z 2:1’; (Pr+1(2)%(2) — qrt1(2))

= 3 (1 = bmm-12)pm(2)%(2) — (1 = bynm—12)gm(2))

Zm—i—l

R Z b= (D11 (2)%(2) — ak1(2)) — iy (")

We combine the fractions above to get a single fraction with denominator z™*!. The
numerator is given by

[(1 - bmm 12 pm (Z bm kZ pk-l—l(z))] go(z)
- [(1 - bmm 12 Qm <Z bm Rz Qk+1(2’)> + Zmam]

= Pm+1(2)%(2) — gm+1(2),
as desired. ]
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From Lemma 6.10 and the fact that ¢;,;(z) = 0, we see that the geodesic growth series
of RACG(T") is given by
G(2) = qa+1(2)
Pa+1(2)
Finally, we solve the recurrence relations defining the polynomials p,,(z) and ¢, (z). The
following lemma generalizes the solution for both polynomials.

Lemma 6.11. Let x1,...,xzq be fized indeterminates. For 1 < m < d, recursively define the
polynomials
m
Ti41(T1, -« oy Tdy 2) = T(T1, .0, g, 2) + T 2™ — Z bm’,ygzm_km_,r1(:cl7 ooy xg,z)  (6.13)
k=0
with the base case r1(x1,...,xq,2) = 1. To make the following formula simpler, we define
xg =1. Then ry(x1,...,24,2) is given by

-1

m
rm(m17"‘,xd’z) = Z Z (_1)nbt1,51"'btn,5n iEjZZ.
=0 j=0 j<s1<t1 < <5 <t <m—1
(tl_sl)“l‘“"‘l‘(tn_sn):i_j
(Note that when choosing the numbers j < sy <t; <--- < s, <t, <m—1, we allow for
n =0, in which case the corresponding summand (—1)"by, s, - - - by, s, evaluates to 1.)

Proof. The above formula gives ri(x1,...,z4,2) = 1, as required. Inductively, assume for
some 1 < m < d that ri(x1,...,24,2) agrees with the above formula for all 1 < k& < m.
We want to show that ry,41(x1,...,z4,2) also agrees with the above formula. From the
recurrence formula (6.13) and the inductive hypothesis, we see that the only terms of
Tm+1(Z1,. .., 24, 2) are all scalar multiples of szi for 7 <i < m. Hence, it suffices to show
that the coefficient of :vjzi in rpp1(xy, ..., 24, 2) is

Z (_]‘)nbthsl e btnysn (614)

J<s1<t1 < <sp<tpn<m
(t1—s1)+ -+ ({tn—sn)=i—j
for j <i<m.

First, consider the case when 57 = ¢ = m. By the inductive hypothesis, the only term
in the right-hand side of (6.13) containing x,, is the term x,,2™. Hence, the coefficient of
ZTmz™ is 1 in agreement with (6.14).

Next, consider the case when j < m. Observe that a choice of numbers j < s1 < t1 <
oo < sp <ty < msuch that Y, (ty — sg) =i — j falls into one of two disjoint cases:

e t, < m, in which case we have chosen j < s1 <t; <--- <5, < t, < m — 1 such that
D1 (te—s0)=1i—3j.

e t, = m, in which case we have chosen s,, = kfor 0 <k<m—land j<s1 <t; <--- <
S$n—1 < tn_1 < ksuch that )" (t; —s)) = (i —j) — (m —k) =i —m +k — j.

Hence, we may break up the sum in (6.14) into the sums

m—1
> (=1)"bty51 -+ Diysn = S1+ D Sk,
k=0

J<s1<t1 < Ssp<tp<m
(t1—s1)++(tn—sn)=i—j
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where
Sy = ) (=1)"bty 51~ bty 5
J<51<t1 < <5 <tp<m—1
(t1_51)+"'+(tn_3n):i_j
and

S2,k = Z (_1)nbt1181 T btnflysnflbmyk'

J<s1<t1<-<sp_1<tn—1<k
(t1—s1)++(tn—1—5n—1)=i—m+k—j

Now, by the inductive hypothesis, we have the following facts:

e 51 is the coefficient of szi in ry (..., 24 2).

o If j <i—m+k, —S31/by ) is the coefficient of azjzi_m+k in rgy1(21,...,24,2). This
implies Sy, is the coefficient of szi in —bmkzm*krkﬂ(aﬁl, cey Ty 2).

o If j >i—m+k, then r1(z1,...,24,2) has no asjzi_m+k term. In this case, So ) = 0, so
Sa x, is again the coefficient of szi in —bmkzm_krkﬂ(xl, cey Ty 2).

Therefore, the right-hand side of (6.13) agrees with (6.14) (recall that j < m, so the a,,z™

term in (6.13) can be ignored). This proves the claim, and so we are done. ]

By evaluating the polynomials r,(z1,...,24,2) at 1 = -+ = xg = 0, we obtain the

polynomials p,,(2), and by evaluating at z; = a; (recall that a; are the numbers defined just
after the proof of Lemma 6.9), we obtain the polynomials ¢,,(z). Therefore, this lemma
proves that

-1

m
Pm(2) = ) (=1)"bty,5, * btysn | 2
=0 71<s1<t1 < <sp<tn<m—1
(t1*51)+"'+(tn*5n):i
and

m—1 ¢

am(z) =% > (=1)"btys01 -+~ bissn | 157"

= .7:0 jg51<t1§“‘§5n<tn§m_1

(t1_51)+"'+(tn_5n):i_j
By substituting the values of a,, and b, 1, we obtain the formula given in Theorem 6.4.
Note that the parenthetical remark at the end of Lemma 6.11 justifies the definition M; ; = 1

when ¢ = j. This completes the proof of Theorem 6.4.

7. TRIANGLE-FREE NGPS WITH CONSTANT VERTEX NUMBER

Now, we apply the techniques in Section 6 to compute the geodesic growth series of NGPs.
Due to the increased complexity, we restrict ourselves to link-regular numbered graphs
(I', N) such that T" is triangle-free (meaning it contains no 3-cliques), and where N assigns a
constant number to every vertex. Since we have already covered the case when N = 2, we
will further assume N > 3. Because N is constant, the link-regularity condition on (I', NV) is
the equivalent to saying that the simplicial graph T itself is link-regular (see the argument
above Definition 6.3). Moreover, because I" contains no 3-cliques (and hence no m-cliques
for all m > 3), the link-regularity of I" simply states that the valence (number of neighbors)
of each vertex is constant, i.e., I' is a reqular graph. We say a regular graph is L-reqular if
each vertex has L neighbors.
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Theorem 7.1. Let I' be an L-reqular and triangle-free simplicial graph with n vertices.
Given an integer N > 2, let (I'y N) be the numbered graph where all vertex numbers are
N. The geodesic growth series 4(z) of NGP(I') can be determined by solving the following
system of equations for 1 < k, £ < |N/2].

G(2) =22%(2)+1

G (2) = 2(Gpr1(2) + 2%{17;{}(2) +2(n—L—-1)%(z)) +n

G0y (2) = 2(Gpr1,0y(2) + 2L — 1)(Gg1,03(2) + Y5100 (2)) +2L(n — 2L)% (2)) +nL.

Here, 9(2) and 9y, (2) are power series such that 9| ny2j41(2) = Yy n/2)+1,63(2) = 0 for
alll1 < ¢ < |N/2].

2)
2)

Proof. Let 2 be the FSA given by Theorem 4.9 that recognizes the geodesic language of
(G, S). Applying Proposition 3.6, we obtain a regular grammar C, where for each powered
clique X, we have a variable Ay, and for every transition §(3, v), we have the production
rule
Asy — UA(S(E,@)‘

The start variable is Ag. Arguing as in Lemma 6.6, one can show that this grammar is
unambiguous, and that every variable is reachable.

If ¥ has support {vy, ..., vy}, we will write A{vf(””,...,vﬁ(”m’} for Ay;. Note that because

I" is triangle-free, the support of ¥ can contain at most 2 elements. We may expand the
production rules for the start variable as

Ay — vA, (v e VT)
Ay — v A (v e VT)
A@ — E.

Similarly, for any 1 <k < [N/2], we may expand the production rules for Ay, as

A{vk} — UilA{uilyvk} (u € Lk(v))
Apry — UilA{uil} (u ¢ Lk(v),u # v)
A{Uk} — E.

The production rules for Ay, &y are analogous. Finally, for any 1 <k, ¢ < [N/2], using the
fact that I' is triangle-free, we may expand the production rules for A,k .y as

Aty = WA+ 40 (k+1<[N/2])

Aoty = VA iy ((+1<|N/2))

Ak pty = wilA{uk’wil} (w € Lk(u),w # v)
(w € Lk(v),w # u)
(w & Lk(u) U Lk(v))

A{uk,vé} — wilA{vaﬂ}
A{ukme} — ’U}:tlA{wj:l}
Ak yty > E.

Finally, the production rules for Ay, —x ¢y and Ag,- ,-¢y are analogous.
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Applying Theorem 3.8, we obtain the system of equations

Ag(z) =2 > (Apy(2) + Ap1y(2) + 1
veVr

A{vk}(Z) =2z A{vkﬂ}(z) + Z (A{u’vk}(Z) + A{u—lyvk}(Z))
—_————

ikt 1< [N @ UEHE@)

+ Z (A (2) +Ap13(2)) | +1
ugLk(v),uv

A{ukﬂ]é}(Z) =z A{ukJrl’vé}(Z) + A{uk,ye+1}(2)

ifk+1<|N/2) ifl+1<|N/2)

+ Z (A{uk,w} (z) + A{ulﬂw*l}(z))
weLk(u),w#v

+ Z (A{ve,w}(’z) + A{vf,wfl}(z))
weLk(v),w#u

+ Z (A{w}(z) + A{wq}(z)) + 1.
wgLk(u)ULk(v)
Here, Ax(z) denotes the growth series of the language %5 consisting of all words that can
be derived from Asx. In particular, Ay is the geodesic growth series of (G, S). We also have
analogous equations for A, —x(2), A,k ,e3(2) and Ay ey (2).

We claim that the power series A,ry(2) and Ay, —x(2) are equal. To do this, we must
show that .Z,xy and £} contain the same number of words for each fixed length n > 0.
Let € Z,xy NS™. This means the word v*x is a geodesic word. Let 2’ be the word
obtained from z by replacing every letter v*! with vF!. Clearly, vz’ is still a geodesic
word, so &' € Z,-ky. The map x +— 2’ from Zky — L,y has inverse x — 2/, so it is a
bijection, and the claim follows.

Using similar reasoning, we have Agk ,e1(2) = Ag,k 403 (2) = Apy—k ,-01(2). Applying
this to the above equations, we obtain the system

Ag(2) =22 > Apy(2) +1 (7.1)
veVT

Apm) =z Apey(z) 42 ) A +2 > Ak | +1 (72
N—_————

if k+ 1< |N/2] u€Lk(v) ugLk(v),u7v

A{ukwl}(Z) =z A{ukﬂﬂ,e}(z) + A{uk’véJrl}(Z) +2 Z A{uk,w} (2) (7.3)
weLk(u),w#v

ifk+1<|N/2) if0+1<|N/2)
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+2 0 ) Apeg@+2 > Apya) | 1

weLlk(v),w#u w¢Lk(u)ULk(v)

Before proceeding, we introduce some notation. We let ET denote the set of directed
edges of T', i.e., pairs (u,v) € (VT')? such that {u,v} € ET. Let ¢(z) denote the geodesic
growth series Ag(z), and let

<(gk(z) _ E’UEVP A{vk}(z) if1<k< I_N/QJ
0 if k= |N/2] +1,
and
g{ke}(z) _ Z(u,v)GEF A{ukmé}(z‘f) lf 1 S k,g S LN/QJ,
’ 0 if k= |N/2|+1orl=|N/2|+1.
Finally, it will be convenient to write A, ,ey(2) and A 0y (2) for Agry(2). Of course,
Ak ) (2) = Aye ) (2), but this distinction will be useful in the following counting argu-
ments.
Equation (7.1) can now be restated as

G(z)=22%(z) + 1. (7.4)

If we sum equation (7.2) over all vertices v € I', we get

gk(z) =z ngrl +2 Z Z Auv )+2 Z Z A{u}(z) +n

veVT uelk(v) veVT ugLk(v),u#v

for all 1 < k < |[N/2]. (Note that there is no edge case when k = |N/2| because
9 n/2)+1(2) = 0.) By using counting arguments, we can rewrite the two sums in the above

equation as follows. The first sum encounters each directed edge (u,v) € ET exactly once,

SO we may write
DD BumE) = D Aun () =Hik(2);

veVT uelk(v) (uw)€ET

The second sum ranges over all pairs of non-adjacent, distinct vertices u,v € VI'. For a
fixed vertex u € VT, there are |VI'\ {u} \ Lk(u)| = n — L — 1 other vertices not adjacent to
u, which means Ay, (z) appears in the sum n — L — 1 times. Hence, we have

Z Z A{u}( ) n — — 1 Z A{v} n — — 1)%1(2).
veVT ugLk(v),u#v veVT
Our equation becomes
G(2) = 2(Gp11(2) + 24 1 (2) + 2(n — L — 1)% (%)) + n. (7.5)

Summing equation (7.3) over all directed edges, we get

Giney(2) = 2 | ey () + Gpeany () +2 Y > Ak (2)
(uw)eEr \wELk(u),w#v

12 ) A +2 Y Apya) | | +IET
welk(v),w#u w@Lk(u)ULk(v)
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forall 1 < ¢,k < |N/2|. (Again, there are no edge cases when k = | N/2]| or when ¢ = | N/2]|
by our definition of ¥, 1y (2).) First, note that ET contains nL elements; indeed, to choose
an edge {u,v} € ET, there are n choices for u € VT, and L choices for v € Lk(u). As before,
we will rewrite the three double sums in the above equation. For the first sum, fix a directed
edge (u,w) € ET. The term A+ ,w)(2) appears once for every directed edge (u,v) € ET
such that w # v. This means A, ) (2) appears [Lk(u) \ {w}| = L —1 times. Thus, we have

Z Z A(uk,w)(z) = (L - 1) Z A(uk,w)(z) = (L - 1)g{1,k}('z)
(u,v)€ ET wELk(u), w#v (u,w)€ET

By the same reasoning, the second sum can be rewritten

Z Z A(v‘z,w) (Z) = (L - 1)%{176}(2:).

(u,v)€ BT wELk(v),w#u
For the third sum, fix a vertex w € VI'. The term A{w}(z) appears once for every directed

edge (u,v) € ET such that w is adjacent to neither u nor v. Note that there are L(n— L —1)
choices of (u,v) such that u is not adjacent to w: n — L —1 = |VT \ {u} \ Lk(u)| choices for
u, followed by L = |Lk(u)| choices for v. Of these choices, there are L(L — 1) choices of (u,v)
such that v is adjacent to w: L = |Lk(w)]| choices for v, followed by L — 1 = |Lk(v) \ {w}|
choices for u. Therefore, the term Ay, (2) appears L(n —2L) = L(n — L —1) — L(L — 1)
times; hence, we may write

> > Apye)=L(n—2L) Y Apy(z) = Ln - 2L)% (=).

(uw)e ET wgLk(u)ULk(v) weVTD
Altogether, we get the equation
%{k,g}(z) = z(g{kﬂj}(z) +2(L — 1)(%{1716}(2) + %{174}(2)) +2L(n —2L)%(2)) +nL. (7.6)

The equations (7.4), (7.5), and (7.6) form the system described by the theorem statement,
so we are done. ]

8. FURTHER QUESTIONS

Using the techniques detailed in this paper, there is still much that may be found regarding
the geodesic growth of NGPs. For instance, in Section 6, we solved for the geodesic growth
of RACGs, while in Section 7, we solved for the geodesic growth of NGPs associated to
triangle-free numbered graphs with constant numbering. Combining the techniques in these
sections, one may be able to solve for the geodesic growth of NGPs associated to numbered
graphs with constant numbering, that may not be triangle-free. There will be more equations
to deal with than in our case, since larger clique sizes are allowed. It may furthermore be
possible to lift the requirement that the vertex numbers are constant, though the resulting
equations will likely be rather unwieldy.
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