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ABSTRACT. The Favard length of a subset of the plane is de-
fined as the average of its orthogonal projections. This quantity
is related to the probabilistic Buffon needle problem; that is, the
Favard length of a set is proportional to the probability that a
needle or a line that is dropped at random onto the set will in-
tersect the set. If, instead of dropping lines onto a set, we drop
fixed curves, then the associated Buffon curve probability is pro-
portional to the so-called Favard curve length. In this article, we
estimate upper and lower bounds for the rate of decay of the
Favard curve length of the four-corner Cantor set. Our tech-
niques build on the ideas that have been previously used for the
classical Favard length.

1. INTRODUCTION

Let E be a subset of the unit square [0,1]2. The Buffon needle problem asks the
likelihood that a needle, or a line, that is dropped at random onto the plane inter-
sects the set E given that it intersects [0,1]2. More rigorously, we are seeking the
probability that ! ∩ E "= ∅, where ! is a line with independent, uniformly dis-
tributed orientation and distance from the origin after conditioning to the event
that the line intersects [0,1]2. This quantity is given by

P := P(! ∩ E "=∅ : ! is any line in R2 for which ! ∩ [0,1]2 "=∅).
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If we parametrize all such lines by letting !β,ω denote the line passing through
(0,β) with direction orthogonal to ω ∈ S1, then

P % |{(β,ω) ∈ R× S1 : E ∩ !β,ω "=∅}|,

where | · | is used to denote the Lebesgue measure and A % B means that both
A ' B and B ' A hold, where A ' B means that A ≤ cB for a constant c > 0.
Observe that for a fixed ω ∈ S1,

{β ∈ R : E ∩ !β,ω "=∅} = projω(E),

where projω(S) denotes the linear projection of a set S onto the angle ω. An
application of Fubini’s theorem shows that

P %
∫

S1
|{β ∈ R : E ∩ !β,ω "=∅}|dω =

∫

S1
|projω(E)|dω =: Fav(E).

Therefore, the Favard length is connected to the classical Buffon needle problem.
Now we ask what happens when lines are replaced by more general curves.

Let C denote a curve in R2. We seek the probability that C intersects E when C is
dropped randomly onto the plane so that it intersects [0,1]2. When the curve C
is dropped, we allow for it to be translated but not rotated. Assuming that C is of
finite length, this probability satisfies

PC % |{(α,β) ∈ R2 : E ∩ ((α,β) +C) "=∅}|,

where (α,β)+C = {(α,β)+z : z ∈ C}. Observe that E∩((α,β)+C) "=∅ if and
only if (α,β) ∈ E − C, where E − C = {e − z : e ∈ E, z ∈ C}. To draw a parallel
between this problem and the classical Buffon needle problem, we introduce a
family of curve projections. Given α ∈ R and p ∈ R2, let Φα(p) denote the set
of y-coordinates of the intersection of p − C with the line x = α. That is,

(1.1) Φα(p) = {β ∈ R : (α,β) ∈ (p − C)∩ {x = α}}.

The map Φα(p) can be viewed as an analog of projω. Given β ∈ R, the inverse
set Φ−1

α (β) = {p : β ∈ Φα(p)} is given by (α,β) + C. With this new notation,
we see that

PC % |{(α,β) ∈ R2 : E ∩ Φ−1
α (β) "=∅}|.

For each fixed α ∈ R, we have

{β ∈ R : E ∩ Φ−1
α (β) "=∅} = Φα(E).

As above, an application of Fubini’s theorem shows that

PC %
∫

R
|{β : E ∩ Φ−1

α (β) "=∅}|dα =
∫

R
|Φα(E)|dα = FavC(E).
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This shows that the Favard curve length is comparable to the probability associated
with the Buffon curve problem.

Now we give the formal definition of the Favard curve length.

Definition 1.1 (Favard curve length). Let C be a curve in R2 with a family
of curve projections defined as in (1.1). If E ⊂ R2, then the Favard curve length of
E is given by

FavC(E) := |{(α,β) ∈ R2 : Φ−1
α (β) ∩ E "=∅}| =

∫

R
|Φα(E)|dα.

Remark 1.2. Observe that

FavC(E) = |{(α,β) ∈ R2 : ((α,β)+ C)∩ E "=∅}|
= |{(α,β) ∈ R2 : (α,β)∩ (E + (−C)) "=∅}| = {E + (−C)}.

Therefore, the Favard curve length can be interpreted as the measure of a sum set.
Moreover, although we introduced Φα (the set of y-values of the intersection of
p − C with a vertical line defined by x = α) to define the Favard curve length, a
version of Definition 1.1 still holds for any other choice of orthogonal basis. For
example, we could define Ψβ to be the set of x-values of the intersection of p − C
with a horizontal line y = β,

Ψβ(p) = {α ∈ R : (α,β) ∈ (p − C)∩ {y = β}}.

Following the arguments from above, we would compute the Favard curve length
by integrating over β to get that

FavC(E) := |{(α,β) ∈ R2 : Ψ−1
β (β)∩ E "=∅}| =

∫

R
|Ψβ(E)|dβ.

The Favard length is of interest because of its connection to the Buffon needle
problem, but it also gives important information about the rectifiability of the
set. The Besicovitch projection theorem [Bes39], [Fal80], [Fal86, Theorem 6.13],
[Mat95, Theorem 18.1] states that if a subset E of the plane has finite length in
the sense of Hausdorff measure and is purely unrectifiable (so that its intersection
with any Lipschitz graph has zero length), then almost every linear projection of
E to a line will have zero measure. This means that if E is purely unrectifiable,
then the Favard length of E is zero. In our companion paper [DT21], we study
quantitative versions of this statement for the Favard curve length. The results of
[DT21] (see also [ST17] and [HJJL], where nonlinear versions of the Besicovitch
projection theorem were originally attained) imply the following result.

Theorem (Besicovitch generalized projection theorem). Let E ⊂ R2 be such
that H 1(E) ∈ (0,∞). Assume that C is piecewise C1 with a piecewise bi-Lipschitz
continuous unit tangent vector. If E is purely unrectifiable, then

FavC(E) = 0.
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Our paper [DT21] follows the viewpoint of Tao [Tao09] and uses multi-scale
analysis to quantify the previous statement. Roughly speaking, we show that if
E is close to being purely unrectifiable, then for an appropriate class of curves,
the Favard curve length of E will be very small. In the current article, we seek to
quantify this statement through a different viewpoint. Let K =

⋂∞
n=1Kn denote

the four-corner Cantor set (which we rigorously introduce below). Since K is
a compact, purely unrectifiable set with bounded, non-zero H 1-measure, then
FavC(K) = 0. In particular, it follows from the dominated convergence theorem
that limn→∞ FavC(Kn) = 0. Our current approach to quantifying the theorem
stated above is to find upper and lower bounds for FavC(Kn) as a function of n.

In recent years, there has been significant interest in determining rates of decay
of the classical Favard length for fractal sets. In [PS02], Peres and Solomyak proved
that Fav(Kn) ' exp(−c log∗n), where log∗y = min{m ≥ 0 : logm(y) ≤ 1}
denotes the inverse tower function. They also investigated Favard length bounds
for other self-similar sets and random Cantor sets. The upper bound of Peres
and Solomyak was greatly improved by Nazarov, Peres, and Volberg in [NPV10],
where they proved the following result.

Theorem 1.3 (Nazarov, Peres, Volberg). For every p > 6, there exists C > 0
such that for all n ∈ N,

Fav(Kn) ≤ Cn−1/p.

In [LaZ10], Łaba and Zhai considered more general product Cantor sets of
the form E =

⋂
En and showed that there exists p ∈ (6,∞) so that Fav(En) '

n−1/p. In a related direction, Bond and Volberg demonstrated in [BV10b] that
Fav(Gn) ' n−1/14, where Gn is a 3−n-approximation to the Sierpinski gasket.
With S =

⋂
Sn denoting a more general self-similar set, Bond and Volberg showed

that Fav(Sn) ≤ exp(−c
√

logn) in [BV12]. All of these results were generalized by
Bond, Łaba, and Volberg in [BLaV14] where they considered self-similar ratio-
nal product Cantor sets. Under certain assumptions on S, it was shown that
Fav(Sn) ≤ n−p/ log logn, which improved on the results of [BV12]. For the four-
corner Cantor set, the following lower bound was established by Bateman and
Volberg in [BV10a].

Theorem 1.4 (Bateman, Volberg). There exists C > 0 such that for all n ∈ N,

Fav(Kn) ≥ Cn−1 logn.

The upper and lower bounds described by Theorems 1.3 and 1.4, respectively,
are currently the best known results.

A variation of the classical Favard length was considered by Bond and Volberg
in [BV11]. Their so-called “circular Favard length” replaces linear projections of
Kn with circular projections of Kn, where the radius of each circle depends on n.
We point out that our approach is different from theirs since our curves do not
vary with n. Since the Favard curve length may be interpreted as the measure of
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the sum set E + (−C) = E − C (see Remark 1.2), our work is closely related to
the ideas in [ST17] and [ST20] where the dimension, measure, and interior of
such sum sets were studied. Simon and Taylor showed that the two-dimensional
Lebesgue measure of E+S1 equals zero if and only if E is an irregular 1-set. In our
language, this means that FavS1(E) = 0 if and only if E is a purely unrectifiable
1-set with finite, non-zero measure.

Now we introduce the four-corner Cantor set in the plane. The first step is
to describe the middle-half Cantor set in the real line, denoted by C. For any
n ∈ N ∪ {0}, let Cn denote the nth generation of the set C. Then, C0 = [0,1]
and, for any n ∈ N,

Cn =
⋃

aj∈{0,3}
j=1,...,n

[ n∑

j=1

aj4−j,
n∑

j=1

aj4−j + 4−n
]
.

For example, C1 = [0, 1
4]∪ [

3
4 ,1], the set that is obtained by removing the middle

half of C0. In fact, each Cn+1 is obtained through the self-similar process of re-
moving the middle half of all intervals that compose Cn. We define C =

⋂∞
n=0 Cn,

the middle-half Cantor set. Then, the four-corner Cantor set is the product set
given by K = C ×C. Then, the nth generation of K is given by Kn = Cn ×Cn, so
we may realize the four-corner Cantor set as K =

⋂∞
n=0Kn.

The classical Favard length is given by Fav(E) =
∫

S1
|projω E|dω, where

projω denotes the orthogonal projection onto a line that, say, makes an angle of
ω with the x-axis. As previously mentioned, it was shown by Nazarov, Peres, and
Volberg [NPV10] that Fav(Kn) exhibits power decay in n (see Theorem 1.3). In
[BV10a], Bateman and Volberg proved a lower bound, described by Theorem 1.4,
for the rate of decay of the Favard length of the four-corner Cantor set. These two
results are the best known bounds to date. The point of this article is to provide
versions of Theorems 1.3 and 1.4 in which the standard Favard length is replaced
by the Favard curve length, as given in Definition 1.1.

To prove our theorems, we need to impose a number of conditions on the
curves that define our projections. For the upper bound, to ensure that each
curve projection is finite, we assume that the curve itself has a finite length. As
the curvature plays an important role in our analysis, this quantity needs to be
meaningful. Therefore, we impose the condition that our curve is piecewise C1

with a piecewise bi-Lipschitz continuous unit tangent vector. In particular, the
unit tangent vector is defined everywhere except for a finite number of points
and, by Rademacher’s theorem, the curvature is defined almost everywhere and
bounded from above and below. It follows that the number of points of inflection
(points where the signed curvature changes sign) is finite.

The first main result of this article is the following theorem.
Theorem 1.5 (Upper bound for Favard curve length). Let C be a curve of

finite length that is piecewise C1 and has a piecewise bi-Lipschitz continuous unit



1008 LAURA CLADEK, BLAIR DAVEY & KRYSTAL TAYLOR

FIGURE 1.1. Images of C1, C2, and C3 placed to the left of
images of K1, K2, and K3, respectively.

tangent vector. For every p > 6, there exists C > 0 depending on C such that for all
n ∈ N,

FavC(Kn) ≤ Cn−1/p.
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The second main result of this article is the following theorem.

Theorem 1.6 (Lower bound for Favard curve length). Let C be a curve that
is piecewise C1 and has a piecewise bi-Lipschitz continuous unit tangent vector. There
exists C > 0 depending on C such that for all n ∈ N,

FavC(Kn) ≥ Cn−1.

If a sharper version of Theorem 1.3 became available, our Theorem 1.5 would
automatically inherit this improvement. On the other hand, the techniques used
to prove Theorem 1.6 are more direct, so an improvement to the lower bound
for the classical Favard length described by Theorem 1.4 may or may not affect
our lower bound. Compared to the results of Theorem 1.4, our lower bound is
weaker. We are currently investigating whether a logn improvement may be made
to Theorem 1.6 as in [BV10a]. In a forthcoming paper of Bongers and Taylor
[BT21], an alternate proof of Theorem 1.6 is proved using energy techniques.

To explain why we rule out curves with regions of arbitrarily small curvature,
we consider the line segment ! = {(2t, t) : t ∈ (−1,1)} and show that Fav!(Kn)
does not decay to 0. Given any z ∈ [0,1]2, z+ ! is a line passing through [0,1]2

with slope 1
2 (see Figure 1.2). Since projarctan(1/2)(K1) fills an interval of length 3

2 ,

z

FIGURE 1.2. The image of z + ! over K1.
The dotted lines indicate the projection of K1

onto the angle arctan( 1
2). This shows that

even as z moves around [0,1]2, z + ! must
intersect one square from K1.

the line z + ! intersects K1, so
there exists some square Q1 of
sidelength 1

4 that also intersects
z+!. That is, z+! passes through
Q1, which is a shifted and rescaled
copy of [0,1]2. By the same rea-
soning as before, z + ! also inter-
sects K2 at some squareQ2 of side-
length 1

16 . Repeating these argu-
ments, we see that z+ ! must also
intersect Kn. As this holds for an
arbitrary z ∈ [0,1]2, we conclude
that FavC(Kn) ≥ 1, which clearly
does not exhibit any decay.

In [DT21], we prove a quanti-
tative Besicovitch generalized pro-
jection theorem by using multi-
scale analysis. As an application,
we give an estimate for the rate of

decay of the Favard curve length of the four-corner Cantor set. That is, we show
that if n is sufficiently large, then FavC(Kn) ' (log∗n)

−1/100, where log∗ denotes
the inverse tower function. The first result of this paper, Theorem 1.5, gives a vast
improvement over that estimate from [DT21].
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The article is organized as follows. In the next section, Section 2, we examine
our class of curves. We make a number of simplifying reductions to streamline
our proofs, then we collect some examples of curves that fit into the framework.
Section 3 is concerned with the proof of Theorem 1.5, while Section 4 presents
the proof of Theorem 1.6.

2. THE CURVES

2.1. Simplifications Before proceeding to our proofs, we first make some
simplifying assumptions about the class of curves that we consider.

Since C is assumed to be a curve that is piecewise C1 and has a piecewise bi-
Lipschitz continuous unit tangent vector, we may write the curve C as a disjoint
union of continuous subcurves, C =

⊔N
i=1 Ci, where each Ci is C1 with a bi-

Lipschitz continuous unit tangent vector. In particular, it can be assumed (by
further decomposing the subcurves if necessary) that the unit tangent vectors are
strictly monotonic on each Ci. Since C is assumed to be of finite length in the
upper bound setting, and there is no loss in further assuming that C is of finite
length for the lower bound as well, then each Ci is of finite length.

We subdivide the unit semi-circle [0,π] into two parts as follows. Let S1
x =

[0,π/4] ∪ [3π/4,π] and S1
y = [π/4,3π/4]. By further decomposing C if

necessary, we may assume the unit tangent vectors of each Ci are entirely contained
in either S1

x or S1
y .

If the unit tangent vectors of Ci are entirely contained in S1
x , then we may

write Ci as a graph over x. That is, Ci = {(t,ϕi(t)) : t ∈ Ii}, where Ii is a finite
interval, ϕi is C1, |ϕ′

i(s)| ≤ 1 for all s ∈ Ii, and ϕ′
i is λi bi-Lipschitz so that for

all s, t ∈ Ii,
λ−1
i |s − t| ≤ |ϕ′

i(s)−ϕ′
i(t)| ≤ λi|s − t|.

In particular, ϕ′
i is strictly monotonic. Alternatively, if the unit tangent vectors

of Ci are entirely contained in S1
y , then we may write Ci = {(ϕi(t), t) : t ∈ Ii},

a graph over y , with ϕi and Ii as above. Since rotating the curve by integer
multiples of π/2 has the same effect as rotating the four-corner Cantor set in the
opposite direction by the same multiple of π/2, such a change does not impact
the Favard curve length of Kn. Therefore, there is no loss of generality in assuming
the unit tangent vectors of C1 are entirely contained in S1

x .
By subadditivity of the Favard curve length,

FavC1(E) ≤ FavC(E) ≤
N∑

i=1

FavCi (E).

It follows that, for both the upper and lower bounds that we seek, there is no loss
of generality in assuming that N = 1.

From now on, we assume that C = {(t,ϕ(t)) : t ∈ I}, where I is a finite
interval, ϕ is C1, |ϕ′ ≤ 1 in I, ϕ′ is λ bi-Lipschitz, and (ϕ′)−1 exists. In fact,
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since ϕ′ is bi-Lipschitz continuous, we have that ϕ′′ exists almost everywhere, so
that λ ≥ |ϕ′′| ≥ λ−1 > 0 almost everywhere in I.

2.2. Examples. To conclude this section, we consider some examples of
curves that fit into our scheme.

The curve that inspired this work is a circle of radius R. This curve satisfies
our hypothesis since it has a finite length equal to 2πR, and is smooth with a
smoothly varying tangent vector. Moreover, the curvature is constant so there are
no points of inflection. While C = {(R cosθ, R sinθ) : θ ∈ S1}, we may also
write C =

⊔4
i=1 Ci, where

C2±1 =
{(
t,±R

√

1−
(
t

R

)2 )
: t ∈

[
− R√

2
,
R√
2

]}
,

C3±1 =
{(
± R

√

1−
(
t

R

)2

, t
)

: t ∈
[
− R√

2
,
R√
2

]}
.

The functions of interest are ϕ± : [−R/
√

2, R
√

2] → R defined by ϕ±(t) =
±
√
R2 − t2. Observe that ϕ± is smooth over its domain with |ϕ′

±| ≤ 1 and
|ϕ′′

±| ≥
√

8/R. Therefore, the constants in the estimates for FavC(Kn) depend
only on R.

Any ellipse also fits into our scheme. For some a,b > 0, we can write C =
⊔4
i=1 Ci, where

C2±1 =
{(
t,±b

√

1−
(
t

a

)2 )
: t ∈

[
− a√

2
,
a√
2

]}
,

C3±1 =
{(
± a

√

1−
(
t

b

)2

, t
)

: t ∈
[
− b√

2
,
b√
2

]}
.

It is clear that this curve has a finite length, is appropriately smooth, has no points
of inflection, and has a well-defined curvature that is bounded above and below.
By analogy with the previous example, the constants in the estimates for FavC(Kn)
depend only on a and b.

We could also consider a logarithmic spiral away from the origin. That is,
suppose that for some R,k > 0 and m > 1, C = {(Rekθ cosθ, Rekθ sinθ) :
θ ∈ [2π ,2mπ]}. This curve is smooth with a finite length and a well-defined
curvature that is bounded above and below. Thus, the estimates for FavC(Kn) will
depend on n, m, and R.

As we discussed after the statement of our theorem, line segments do not al-
ways work because there is a special slope at which the Favard lengths associated
with such lines do not exhibit any decay. However, there are many other poly-
nomials that we can work with. For example, a finite piece of a parabola satisfies
the conditions of our theorem. Any other higher-order polynomial is also suit-
able, as long as we avoid the points of inflection since those are places at which
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the curvature smoothly changes sign, and therefore does not have a bi-Lipschitz
derivative.

Although it does not satisfy the conditions of our theorem, consider the ver-
tical line segment given by ! = {(0, t) : t ∈ [0,1]}. If z ∈ Kn, then for any
β ∈ [−1,1], (z1,β) + ! ∈ Kn. It follows that Fav!(Kn) ≥ 21−n, which is a vast
improvement over the power decay that we prove in our theorem, even though
this curve does not satisfy our hypotheses.

For the curious reader, we mention a curve that does not fit into our scheme
is a cycloid. At the cusps of a cycloid, the curvature blows up, which would affect
many of the arguments in the proofs presented below. However, we could consider
the part of the cycloid away from the cusps.

3. THE UPPER BOUND

In this section, we prove the upper bound described by Theorem 1.5. The big
idea behind the proof is that, locally, we can relate each of the curve projections to
an orthogonal projection. More specifically, we show that for a small enough piece
E of Kn, given α in a suitable domain, there exists θ ∈ S1 so that the measure
of Φα(E) is comparable to that of projθ(E). We obtain an explicit relationship
between θ and α and use that C has uniformly non-vanishing curvature to show
that the rate of change of α with respect to θ is bounded. This bound allows us to
compare an integral of curve projections to that of standard projections, thereby
producing a relationship between the Favard curve length of E and the Favard
length of E. By combining these bounds with the result of Nazarov, Peres, and
Volberg described in Theorem 1.3 [NPV10], we then prove an upper bound for
FavC(Kn).

The first step is to decompose Kn. Given the monotonicity of FavC(Kn),
there is no loss is assuming that n is an even number. Then, we rewrite Kn as a
collection of rescaled copies of Kn/2. To simplify notation, let δ = 4−n so that√
δ = 4−n/2 = 2−n. Then,

(3.1) Kn/2 =
2n⊔

j=1

Qj,

where {Qj}2n
j=1 is a disjoint collection of cubes of sidelength

√
δ. For each j, define

Q̃j = Kn ∩Qj so that

Kn =
2n⊔

j=1

Q̃j =
2n⊔

j=1

(Kn ∩Qj).

Example. Let n = 2 so that δ = 1
16 and

√
δ = 1

4 . Then, Kn/2 = K1 =⊔4
j=1Qj , where eachQj is a square of sidelength 1

4 . Each Q̃j = K2∩Qj contains 4
squares of length 1

16 , so it looks like a scaled, shifted version of K1 (see Figure 3.1).
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Q̃1 Q̃2

Q̃3 Q̃4

FIGURE 3.1. Our decomposition of K2

using K1.

Since each Q̃j is made up of
2n squares of sidelength δ, we may
think of each Q̃j as a shifted,

√
δ-

rescaled copy of Kn/2. As the Favard
curve length is subadditive (see Defini-
tion 1.1), it follows that FavC(Kn) ≤∑2n
j=1 FavC(Q̃j). Therefore, in light

of this observation and the simplifying
assumptions that we made regarding C
in Section 2, to prove Theorem 1.5, it
suffices to prove the following propo-
sition.

Proposition 3.1 (Local Favard
curve length). Let C = {(t,ϕ(t)) : t ∈ I}, where I is a finite interval, ϕ is
C1, |ϕ′| ≤ 1, ϕ′ is λ bi-Lipschitz, and (ϕ′)−1 exists. Decompose Kn as in (3.1).
For any j ∈ {1, . . . ,2n} and any ε > 0,

(3.2) FavC(Q̃j) ' 2−nnε−1/6,

where the implicit constant depends on C and ε.

One of the main tools used to prove this proposition is a quantitative compar-
ison between each curve projection of Q̃j and some angular projection of Kn/2.
The following lemma describes this relationship, which is the important idea be-
hind the whole proof.

Lemma 3.2 (Comparison between curve projections and orthogonal pro-
jections). Let C = {(t,ϕ(t)) : t ∈ I}, where I is a finite interval, ϕ is C1,
|ϕ′| ≤ 1, and ϕ′ is λ-Lipschitz, that is, |ϕ′(s) − ϕ′(t)| ≤ λ|s − t| for every
s, t ∈ I. For any α ∈ R, any j ∈ {1, . . . ,2n}, and any z0 ∈ Q̃j ∩ {(α + I) ×R},
there exists θz0(α) ∈ S1 so that

(3.3) |Φα(Q̃j)| % 2−n|projθz0 (α)
(Kn/2)|,

where the implicit constant depends only on λ.

Remark 3.3. The full power of this lemma is not required in our proof. We
only use that |Φα(Q̃j)| ' 2−n|projθz0 (α)

Kn/2| to achieve our result, but we have

included the two-sided estimate here anyway.

Proof. Fix j ∈ {1, . . . ,2n} and z0 ∈ Q̃j ⊂ R2. In components, z0 =
(z0,1, z0,2). We thus choose α ∈ R so that z0,1 ∈ α+ I. Then, we have that

Φ−1
α (Φα(z0)) = {(α+ t,Φα(z0)+ϕ(t)) : t ∈ I}
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is the curve passing through z0. At z0, the slope of the tangent to this curve is
given by

mz0(α) = ϕ′(z0,1 −α).

First, we describe the set Φα(Q̃j) using a δ-covering, where δ = 4−n. Since
C = {(t,ϕ(t)) : t ∈ I}, the graph of a function, we have that, for each point
p = (p1, p2), the projection is either a singleton or the empty set. That is,

Φα(p) =
{
{p2 −ϕ(p1 −α)} p1 −α ∈ I,
∅ otherwise.

Observe that for any vertical line segment v = {(q1, q2 + t) : 0 ≤ t ≤ δ} in R2 of
length δ, Φα(v) is either ∅ or a closed δ-interval. Since each Q̃j is a collection of
2n squares of sidelength δ, each of which containing many such line segments, we
have that Φα(Q̃j) ⊂ R is a finite collection of closed, disjoint intervals, each having
length at least δ. Therefore, by a finite version of the Vitali covering lemma, there
exists a disjoint collection of N δ-intervals, {Ik}Nk=1, indexed in order, with the
property that

N⊔

k=1

Ik ⊂ Φα(Q̃j) ⊂
N⋃

k=1

2Ik.

In particular,

(3.4) |Φα(Q̃j)| % Nδ.

This δ-covering of Φα(Q̃j) is now used to understand the set Q̃j and deter-
mine the value of N. We accomplish this by looking at the strips that contain
each preimage Φ−1

α (Ik). For each k ∈ {1, . . . , N}, let Tk = Φ−1
α (Ik) ∩ Qj . Let

!z denote the line passing through z with slope mz0(α). We define the strip
Sk =

⋃
{!z : z ∈ Tk} to be the smallest strip that runs parallel to the direction

mz0(α) and contains Tk.
We show that each strip Sk has width that is bounded above by cδ. Re-

call that Φ−1
α (β) = (α,β) + C. Without loss of generality, Ik = [0,δ] and

Qj ⊂ {0 ≤ x ≤
√
δ} so that

Tk ⊂ Φ−1
α (Ik)∩ {0 ≤ x ≤

√
δ}

= {(α+ t,β+ϕ(t)) : t ∈ [−α,
√
δ−α], β ∈ [0,δ]}.

If zi ∈ Tk, then zi = (α+ ti,βi +ϕ(ti)), for some ti ∈ [−α,
√
δ−α] and some

βi ∈ [0,δ]. The line !zi is described by

y = −ϕ′(z0,1 − α)(α+ ti − x)+ βi +ϕ(ti).
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Qj

z0

Φ−1
α (Φα(z0))

mz0(α)

Tk

Sk

√
δ

cδ

FIGURE 3.2. The image of one Tk enclosed in Sk.

Therefore, given any z1, z2 ∈ Tk, the vertical distance between !z1 and !z2 is given
by

disty(!z1 ,!z2) =
∣∣∣−ϕ′(z0,1 −α)(α + t1)+ β1 +ϕ(t1)

+ ϕ′(z0,1 −α)(α + t2)− β2 −ϕ(t2)
∣∣∣

≤ |ϕ(t1)−ϕ(t2)−ϕ′(z0,1 −α)(t1 − t2)| + |β1 − β2|
= |ϕ′(t0)(t1 − t2)−ϕ′(z0,1 − α)(t1 − t2)| + |β1 − β2|,

where we have applied the mean value theorem with t0 as some point between t1
and t2. The Lipschitz nature of ϕ′ then implies that

disty(!z1 ,!z2) ≤ λ|t0 +α− z0,1| |t1 − t2| + |β1 − β2| ≤ (λ+ 1)δ,

where we have used that t0 + α, z0,1 ∈ [0,
√
δ], t1, t2 ∈ [−α,

√
δ − α], and

β1,β2 ∈ [0,δ]. It follows that the width of Tk (measured orthogonal to mz0(α),
which is bounded by 1) is also comparable to δ, as desired.

Now we show that the collection {Sk}Nk=1 is essentially disjoint. Since we have
Φ−1
α (Ik)∩ Φ−1

α (Ik′) =∅ whenever k "= k′ and each Φ−1
α (Ik) has a height of δ, we

have that disty(Φ−1
α (Ik),Φ−1

α (Ik′)) ≥ (|k − k′| − 1)δ. Since |mz0(α)| ≤ 1, we
have distm⊥(Tk, Tk′) ≥ (1/

√
2)(|k−k′|−1)δ, where we use distm⊥ to denote the

distance measured orthogonal tomz0(α). Thus, whenever |k−k′| ≥ 2
√

2c+1, it
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holds that distm⊥(Tk, Tk′) ≥ 2cδ. From the argument in the previous paragraph,
for each k, Tk ⊂ Sk, where Sk is a strip that is parallel to the slope direction
mz0(α) and has a width bounded by cδ, as depicted in Figure 3.2. It follows that
Sk ∩ Sk′ =∅ if |k− k′| ≥ 2

√
2c + 1. In particular, the strips {Sk}Nk=1 can have at

most 232
√

2c + 14 − 1 overlaps, as required.
We may repeat the arguments from above for the dilated intervals. If we

analogously define T∗k = Φ−1
α (2Ik) ∩Qj , then for each k, T∗k ⊂ S∗k ∩Qj , where

S∗k is a strip with width bounded by c∗δ that is parallel to mz0(α). Moreover,
the collection {S∗k }Nk=1 is also essentially disjoint.

Define θz0(α) ∈ S1 to be the angle that is orthogonal to a line with slope
mz0(α).

Claim. For each k, |projθz0 (α)
(Tk∩Q̃j)| % δ and |projθz0 (α)

(T∗k ∩Q̃j)| % δ.

Proof. Fix k. Since (Tk ∩ Q̃j) ⊂ (T∗k ∩ Q̃j) ⊂ (S∗k ∩Qj) ⊂ S∗k , we have

|projθz0 (α)
(Tk ∩ Q̃j)| ≤ |projθz0 (α)

(T∗k ∩ Q̃j)| ≤ |projθz0 (α)
(S∗k )| ' δ,

where the last inequality follows from the choice of θz0(α) and the fact that S∗k
has width bounded above by c∗δ.

Since Ik ⊂ Φα(Q̃j), then for every β ∈ Ik, there exists z ∈ Q̃j so that Φα(z) =
β. Let ck denote the midpoint of Ik. As every point of Q̃j is contained in a δ-
square, there exists a δ-square qi such that qi ∩ Φ−1

α (ck) "=∅. It follows that

|projθz0 (α)
(T∗k ∩ Q̃j) ≥ |projθz0 (α)

(Tk ∩ Q̃j)| ≥ |projθz0 (α)
(Tk ∩ qi)| 5 δ,

proving the claim. !

Finally, we use the claim to conclude the proof. Recall that, by construction,
{2Ik}Nk=1 forms a cover for Φα(Q̃j), so that Q̃j ⊂

⋃N
k=1(T

∗
k ∩ Q̃j). Subadditivity

plus an application of the claim shows that

|projθz0 (α)
(Q̃j)| ≤

N∑

k=1

|projθz0 (α)
(T∗k ∩ Q̃j)| ' Nδ.

Since
⊔N
k=1 Ik ⊂ Φα(Q̃j) by construction, it follows from taking inverses again

that
⊔N
k=1(Tk ∩ Q̃j) ⊂ Q̃j . Since each Tk ⊂ Sk, where the Sk are essentially

disjoint, another application of the claim shows that

|projθz0 (α)
(Q̃j)| 5

N∑

k=1

|projθz0 (α)
(Tk ∩ Q̃j)| 5 Nδ.
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Combining the previous two inequalities shows that |projθz0 (α)
(Q̃j)| % Nδ.

However, recalling that Q̃j is a
√
δ-scaled, shifted Kn/2, we have also that Nδ %

|projθz0 (α)
(Q̃j)| =

√
δprojθz0 (α)

(Kn/2)|. Combining this bound with (3.4) and

recalling the definition of δ leads to the conclusion of the lemma. !

Now that we have Lemma 3.2, we use it to prove Proposition 3.1. In essence,
we use that C has non-vanishing curvature to integrate the relationship from
Lemma 3.2.

Proof of Proposition 3.1. The first step is to extend the curve C to ensure that
all curve projections that we are working with are non-empty. Let Î be the

√
δ-

neighborhood of I. That is, if I = [a, b], then Î = [a −
√
δ, b +

√
δ]. Then,

we extend the definition of ϕ from I to Î so that all of the properties of ϕ are
maintained. That is, ϕ̂ : Î → R is C1, ϕ̂′ is λ bi-Lipschitz, (ϕ̂′)−1 exists, and
λ ≥ |ϕ̂′′| ≥ λ−1 > 0 almost everywhere in Î. For example, we could set

ϕ̂(t) =






ϕ(a)+ϕ′(a)(t − a)+ 1
2
ϕ′′(a)(t − a)2 t ∈ [a− δ, a),

ϕ(t) t ∈ [a, b],

ϕ(b)+ϕ′(b)(t − b)+ 1
2
ϕ′′(b)(t − b)2 t ∈ (b, b + δ],

a parabolic extension. Note that for this choice of extension, |ϕ̂′(t)| ≤ 1+ λδ ≤
1+λ, which suffices for our arguments. Each curve projection associated with this
extended function is denoted by Φ̂α.

We now proceed with the proof. Choose j ∈ {1, . . . ,2n} and z0 ∈ Q̃j . With
α ∈ R so that z0,1 ∈ α + Î, θz0(α) denotes the angle that is orthogonal to a line
with slopemz0(α). That is, θz0(α) ∈ (−π/2,π/2] is given by

θz0(α) = arctan

(

− 1
ϕ̂′(z0,1 −α)

)

,

where we extend the definition of arctan so that arctan(− 1
0) = π/2. Since ϕ̂′ is

invertible, if we set

αz0(θ) = z0,1 − (ϕ̂′)−1
(
− 1

tanθ

)
= z0,1 − (ϕ̂′)−1(− cotθ),

we have αz0 = θ−1
z0

and θz0 = α−1
z0

. That is, αz0(θz0(α)) = α and θz0(αz0(θ)) =
θ. Moreover, since ϕ̂′ is almost everywhere differentiable, then, where it is de-
fined,

dαz0

dθ
= −[ϕ̂′′((ϕ̂′)−1(− cotθ)) sin2 θ]−1 = −1+ [ϕ̂′(z0,1 −αz0(θ))]

2

ϕ̂′′(z0,1 −αz0(θ))
.
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Note that {α ∈ R : Q̃j∩|(α+I)×R| "=∅} ⊂ {α ∈ R : z0 ∈ |(α+Î)×R|} =: Aj .
By set inclusion and the fact that Φα(S) ⊂ Φ̂α(S), we see that

FavC(Q̃j) =
∫

R
(Φα(Q̃j))dα =

∫

{α∈R:Q̃j∩|(α+I)×R|}
|Φα(Q̃j)|dα

≤
∫

Aj
|Φ̂α(Q̃j)|dα % 2−n

∫

Aj
|projθz0 (α)

(Kn/2)|dα,

where the last line follows from (3.3) in Lemma 3.2. Since α ∈ Aj if and only if
θz0(α) ∈ T(δ) := {arctan(1/(ϕ̂′(β))) : β ∈ Î}, applying a change of variables
and the lower bound on |ϕ′′| shows that

FavC(Q̃j) ' 2−n
∫

T(δ)
|projθ(Kn/2)|

∣∣∣∣∣

[
ϕ̂′′

(
(ϕ̂′)−1

(
− 1

tanθ

))
sin2 θ

]−1
∣∣∣∣∣ dθ

≤ 2−nλ
∫

(−π/2,π/2)
|projθ(Kn/2)|dθ ≤ 2−nλFav(Kn/2).

Applying Theorem 1.3 leads to (3.2), thereby proving the proposition. !

Remark 3.4. If we only had an upper bound for |dαz0/dθ|, instead of the
exact presentation, then the result of Proposition 3.1 would still hold.

4. THE LOWER BOUND

In this section, we prove the lower bound that is described by Theorem 1.6. The
starting point of our proof is motivated by the ideas that appear in [BV10a].
Specifically, we introduce a counting function and invoke the Cauchy-Schwarz
inequality. Then, the remainder of the proof is concerned with calculating good
estimates for the measures of overlapping sets.

We fix n ∈ N and proceed to estimate FavC(Kn) from below. As described in
Section 2, it suffices to assume that C = {(t,ϕ(t)) : t ∈ I}, where I is a finite
interval, ϕ is C1, |ϕ′| ≤ 1 in I, and ϕ′ is λ bi-Lipschitz. Therefore, for almost
every s ∈ I, λ−1 ≤ |ϕ′′(s)| ≤ λ and ϕ′′ does not change sign. We assume that
ϕ′′ > 0 almost everywhere since the argument for ϕ′′ < 0 is analogous.

We now introduce the counting function. Note that Kn =
⊔4n
i=1Qi, where

each Qi is a cube of sidelength 4−n. For z ∈ R2, let Cz = z + C, the curve
positioned at z. The counting function fn : R2 → Z is defined by

(4.1) fn(z) = #{cubes Q ∈ Kn : Q∩ Cz "=∅}.

We claim that
∫

R2
fn(z)dz % 1. Observe that fn =

∑4n
i=1 f

i
n, where

f in(z) =
{

1 if Qi ∩ Cz "=∅,
0 otherwise.
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Since Qi ∩ Cz "= ∅ if and only if z ∈ Qi − C, we have that f in = χQi−C. As
|Qi − C| % 4−n for each i, where the implicit constant depends only on C, the
claim follows.

As in [BV10a], we apply Cauchy-Schwarz to obtain

1 %
∫

R2
fn(z)dz ≤ |{z ∈ R2 : Cz ∩Kn "=∅}|1/2

(∫

R2
|fn(z)|2 dz

)1/2

= (FavC(Kn))1/2
(∫

R2
|fn(z)|2 dz

)1/2

.

Since
∫

R2
|fn(z)|2 dz "= 0, this gives the lower bound

FavC(Kn) 5
(∫

R2
|fn(z)|2 dz

)−1

.

Therefore, to prove Theorem 1.6, it suffices to estimate
∫

R2
|fn(z)|2 dz from

above. In particular, we need to establish the following result.

Proposition 4.1 (L2 upper bound for the counting function). For fn as

defined in (4.1), it holds that
∫

R2
|fn(z)|2 dz ' n.

Recalling the decomposition of fn from above, we have

∫

R2
|fn(z)|2 dz =

4n∑

i,j=1

∫

R2
f in(z)f

j
n(z)dz(4.2)

=
4n∑

i,j=1

∫

R2
χQi−C(z)χQj−C(z)dz =

4n∑

i,j=1

pi,j,

where for each pair of cubes (Qi,Qj), we have introduced the quantity

pi,j = |(Qi − C)∩ (Qj − C)|.

If i = j, then it is clear that pi,i = |Qi − C| % 4−n. For k ∈ {0,1, . . . , n},
define the intervals

Ik =






[
1

2 · 4k
+ 1

4n
,

1
4k
− 1

4n

]
if k < n,

{0} if k = n,

Jk =






[
1

2 · 4k
,

1
4k

]
if k < n,

[
0,

1
4n

]
if k = n.
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For any cube, we can write Qi = (xi,yi) + [−1/(2 · 4n),1/(2 · 4n)]2 where
(xi,yi) denotes the center of the cube.

Definition 4.2 ((k,!)-pairs). We say (Qi,Qj) is a (k,!)-pair for some
k,! ∈ {0,1, . . . , n} if |xi −xj| ∈ Ik and |yi −yj| ∈ I!. It follows that whenever
(α,β) ∈ Qi and (γ,δ) ∈ Qj , |γ −α| ∈ Jk and |δ− β| ∈ J!.

Example. For any i, the pair (Qi,Qi) is an (n,n)-pair.
To proceed with the proof, we must be able to bound each pi,j from above.

We do this in two steps: first, we bound pi,j whenever (Qi,Qj) is a (k,!)-pair,
and then we count all such pairs. The following two lemmas give the required
quantitative estimates.

Lemma 4.3 (Measures of overlapping sets). Let (Qi,Qj) be a (k,!)-pair for
some k,! ∈ {0,1, . . . , n}. If k ≤ !, then pi,j ' 4k−2n; otherwise, if k > !, then
pi,j = 0.

Proof. Let (Qi,Qj) be a (k,!)-pair. If k,! = n, then the result follows from
the explanation before the statement, so we assume that Qi and Qj are distinct,
and then either k or ! belongs to {0,1, . . . , n− 1}.

Observe that z ∈ Q−C if and only if there is s ∈ I so that z+(s,ϕ(s)) ∈ Q.
Thus, z ∈ (Qi−C)∩ (Qj −C) if and only if there exists s, t ∈ I so that for some
(α,β) ∈ Qi and (γ,δ) ∈ Qj ,

(α− s,β−ϕ(s)) = z = (γ − t,δ−ϕ(t)).

By comparing the coordinates, we see that

t − s = γ −α,
ϕ(t)−ϕ(s) = δ− β.

Applying the mean value theorem shows that, for some ŝ between s and t,

|ϕ′(ŝ)| = |ϕ(t)−ϕ(s)|
|t − s| = |δ− β|

|γ −α| .

Since |ϕ′(ŝ)| ≤ 1 for all ŝ ∈ I, then in order for such a pair of parameters s and
t to exist, we must have |δ − β| ≤ |γ − α|. Since (Qi,Qj) is assumed to be a
(k,!)-pair, we have |γ−α| ∈ Jk and |δ−β| ∈ J!, so we see that k ≤ !. Roughly
speaking, this means that pi,j is non-zero when the line joining the centers of Qi
and Qj is closer to being horizontal than vertical. In particular, if k > !, then
pi,j = 0.

Assume that i and j are chosen so that (Qi − C) ∩ (Qj − C) "=∅. As shown
above, this means there exist s0, t0 ∈ I and k ≤ ! so that

t0 − s0 ∈
[
xj − xi −

1
4n
,xj − xi +

1
4n

]
⊂ Jk,(4.3a)

|ϕ(t0)−ϕ(s0)| ∈
[
|yj −yi|−

1
4n
, |yj −yi| +

1
4n

]
⊂ J!,(4.3b)
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where we have assumed, as we may, that Qj is to the right of Qi. Since we have
assumed that Qi and Qj are distinct, then k belongs to {0,1, . . . , n− 1}.

We call (s, t) a good pair of parameters if they give rise to a point in the in-
tersection (Qi − C) ∩ (Qj − C). Let G ⊂ I × I denote the set of all good pairs
of parameters. Then, (s0, t0) ∈ G. Now we seek to determine the measure of all
s and t for which (s, t) ∈ G. We come up with our bound by stepping the pair
(s0, t0) forward and backward in small steps of length 4−n.

For j ∈ Z, let sj = s0+j4−n and tj = t0+j4−n. Observe that tj−sj = t0−s0

for all j ∈ Z.

Claim. Whenever m ∈ Z is such that sm, tm ∈ I, it holds that

ϕ(tm)−ϕ(sm) %ϕ(t0)−ϕ(s0)+m4−k−n.

Proof. It is clear that this statement holds for m = 0. We first prove by
induction that the claim holds for all m ∈ N such that sm, tm ∈ I. The mean
value theorem asserts that for some ŝm ∈ (sm−1, sm) and some t̂m ∈ (tm−1, tm),
we have

ϕ(tm)−ϕ(sm)
= [ϕ(tm)−ϕ(tm−1)]− [ϕ(sm)−ϕ(sm−1)]+ [ϕ(tm−1)−ϕ(sm−1)]

= ϕ′(t̂m)(tm − tm−1)−ϕ′(ŝm)(sm − sm−1)+ [ϕ(tm−1)−ϕ(sm−1)]

% [ϕ′(t̂m)−ϕ′(ŝm)]4−n +ϕ(t0)−ϕ(s0)+ (m− 1)4−k−n,

where we have applied the inductive hypothesis in the last step. Since we have
t̂m − ŝm ∈ [tm−1 − sm, tm − sm−1] ⊂ [t0 − s0 − 4−n, t0 − s0 + 4−n], we have
that t̂m − ŝm % 4−k, and the bi-Lipschitz condition on ϕ′ combined with the
assumption that ϕ′ is increasing implies that ϕ′(t̂m)−ϕ′(ŝm) % 4−k. It follows
that ϕ(tm)−ϕ(sm) % ϕ(t0)−ϕ(s0)+m4−k−n, as claimed. !

Form ∈−Nwhere sm, tm ∈ I, there is ŝm ∈ (sm, sm+1) and t̂m ∈ (tm, tm+1)
so that

ϕ(tm)−ϕ(sm)
= [ϕ(sm+1)−ϕ(sm)]− [ϕ(tm+1)−ϕ(tm)]+ [ϕ(tm+1)−ϕ(sm+1)]

= ϕ′(ŝm)(sm+1 − sm)−ϕ′(t̂m)(tm+1 − tm)+ [ϕ(tm+1)−ϕ(sm+1)]

% −[ϕ′(t̂m)−ϕ′(ŝm)]4−n +ϕ(t0)−ϕ(s0)+ (m+ 1)4−k−n,

where we have invoked the inductive hypothesis. Arguing as before, we see that
the claim follows for m ∈ −N as well.

If (sm, tm) ∈ G, then by (4.3) we must have that

∣∣|ϕ(tm)−ϕ(sm)|− |yj −yi|
∣∣ ≤ 1

4n
.
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It follows from the claim that there are U ' 4k and L 5 −4k (not necessarily
integers) so that for all γ ∈ [L,U], (s0 + γ4−n, t0 + γ4−n) ∈ G. For γ ∉ [L,U],
we either have that the pair does not give rise to an intersection or that at least
one of the functions is not defined at the corresponding input. In other words,
(s, s+(t0−s0)) ∈ G if and only if s−s0 ∈ [L4−n,U4−n]. Note that if (s, t) ∈ G,
then |(s − t)− (s0 − t0)| % 4−n. It follows that

|{s : (s, t) ∈ G for some t ∈ I}| % |{t : (s, t) ∈ G for some s ∈ I}| % 4k−n.

Qi Q j

Qi−C Q j−C

(Qi−C )∩ (Q j−C )

c4−k

4−n

C4k−n

4−n

FIGURE 4.1. The image of the intersecting set for a (k,n)-pair.

Since the arclength of a piece of C is proportional to the corresponding param-
eter range, we can then deduce that the width of the intersection of
(Qi−C)∩(Qj−C) is also bounded above by C4k−n. Since the height of the inter-
section of |Qi−C|∩|Qj−C| is at most 4−n, we have |(Qi−C)∩(Qj−C)| ' 4k−2n,
as required. (See Figure 4.1 for a visual in the case where ! = n.) !

The next step is to obtain a count on the number of (k,!)-pairs in Kn. If
Cn =

⊔2n
i=1 Ii, where each Ii denotes an interval of length 4−n, and if for any

a ∈ Ii and b ∈ Ij, we have |a − b| ∈ Jk, then we say that (Ii, Ij) is a k-pair. It
suffices to count the number of k-pairs in Cn, the nth generation of the middle-
half Cantor set.

Lemma 4.4 (Pair counting in Cn). For k ∈ {0,1, . . . , n − 1}, Cn contains
22n−1−k k-pairs, while Cn contains 2n n-pairs.

Proof. We proceed by induction on n.
Since C1 contains 2 intervals, we have that C1 contains 4 pairs. There are 2

1-pairs (non-distinct pairs), and all of the remaining pairs (of which there are 2)
are 0-pairs since the distances between their centers equals 3

4 .
Now, assume the statement holds for Cn. Since Cn+1 contains 2n+1 intervals,

we have that Cn+1 contains 2n+1 (n + 1)-pairs. Now, consider k ∈ {1, . . . , n}.
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Since Cn+1 = ( 1
4 · Cn) ∪ (

3
4 +

1
4 · Cn), each k-pair in Cn+1 corresponds to a

(k − 1)-pair in one of the two copies of Cn. Thus, by the inductive hypothesis,
Cn+1 contains 2 · 22n−1−(k−1) = 22(n+1)−1−k k-pairs. Each of the 0-pairs comes
from choosing one interval in 1

4 ·Cn and the other in 3
4+

1
4 ·Cn. Since Cn contains

2n intervals, there are 2·2n·2n = 22n+1 0-pairs in Cn+1, completing the proof. !

Using the count for k-pairs in Cn, we immediately arrive at the following.

Corollary 4.5 (Pair counting in Kn). For k,! ∈ {0,1, . . . , n − 1}, Kn con-
tains 24n−2−k−! (k,!)-pairs. For k ∈ {0,1, . . . , n−1}, Kn contains 23n−1−k (k,n)-
pairs. Further, Kn contains 4n (n,n)-pairs.

Now we have all of the ingredients needed to prove Proposition 4.1 and there-
fore complete the proof of Theorem 1.6.

Proof of Proposition 4.1. To simplify notation, if (QiQj) is a (k,!)-pair, we
write (Qi,Qj) ∈ Pk,!. From Lemma 4.3, recall that Pk,! =∅ if k > !. Returning
to equation (4.2), we have

∫

R2
|fn(x)|2 dx =

4n∑

i,j=1

pi,j =
n∑

k=0

n∑

!=k

∑

(Qi,Qj)∈Pk,!
pi,j

'
n∑

k=0

n∑

!=k

∑

(Qi,Qj)∈Pk,!
4k−2n,

where we have applied Lemma 4.3. Continuing on, we see that

∫

R2
|fn(x)|2 dx '

n−1∑

k=0

n−1∑

!=k

∑

(Qi,Qj)∈Pk,!
4k−2n

+
n−1∑

k=0

∑

(Qi,Qj)∈Pk,n
4k−2n +

∑

(Qi,Qj)∈Pn,n
4−n

=
n−1∑

k=0

n−1∑

!=k
24n−2−k−!4k−2n +

n−1∑

k=0

23n−1−k4k−2n + 4n4−n,

where we have invoked Corollary 4.5. Further simplifying shows that

∫

R2
|fn(x)|2 dx '

n−1∑

k=0

n−1∑

!=k
2k−!−2 +

n−1∑

k=0

2k−n−1 + 1 ' n,

completing the proof. !
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