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root anchors all VPs

identifier IPv4 IPv6 IPv4 IPv6

A 1423335 1423343 10009 11009
B 10100811 8912024 10010 11010
C 1423315 1615204 10011 11011
D 1423383 1423391 10012 11012
E 1423399 5118710 10013 11013
F 1423323 1423339 10004 11004
G 1423375 6918264 10014 11014
H 3082611 3082616 10015 11015
I 1423363 1423355 10005 11005
J 1423367 1423347 10016 11016
K 1423387 1423331 10001 11001
L 1423371 3636450 10008 11008
M 1423327 1423379 10006 11006

period 300 s 300 s 240 s 240 s
Active VPs 25 52 10,082 5,173

Table I
RIPE ATLAS MEASUREMENT IDS FOR SOA MEASUREMENTS FROM

ANCHORS AND ALL VPS BY PROTOCOL (IPV4 AND IPV6), AND HOW

OFTEN EACH VP QUERIES AND ALSO NUMBER OF ACTIVE VPS ON

2022-07-23.

often deployed in homes. These also probe each root, but

typically every 4 minutes. Other query types (like traceroute)

are done less frequently or on demand. In all cases, VPs can

be tasked by researchers to make additional queries.

Since we compare IPv4 and IPv6 to examine their reliability,

we look at data from all VPs and for both IPv4 and IPv6.

Table I lists the specific RIPE Atlas measurement IDs we draw

upon. All RIPE data is available for public download with

these IDs [14], so others can reproduce our results.

We reproduced the DNSmon results using SOA queries

from anchors. We find that SOA records from all VPs provide

a similar result. As there are more observers, using all VPs

provides better precision. We also confirm that measurements

using ICMP Echo Request show similar reliability.

Our analysis in this paper uses SOA queries from all VPs.

For all of our analysis we download a 24 hour set of RIPE

Atlas data in JSON format using their APIs.

C. Detecting Problems: Islands and Peninsulas

Our goal is to distinguish measurement problems from

routing problems by examining Atlas VPs. We now describe

how to detect the root-causes we look for in VP data.

Candidate Root-Causes: We look for two problems: edge

routing problems, where a VP thinks it has IPv6 support

but cannot actually reach any of the IPv6 network, and core

routing problems, where a VP has IPv6 support and can reach

some of the IPv6 Internet but not all of it.

Both of these problems are harmful to the users, who

are unable to rely on their IPv6 connections, but they have

different solutions. Edge routing problems must be solved at

the edge, by the VP operator, while core routing problems

stem from routing interactions between ISPs. These core

routing problems should be brought to the attention of network

operators for consideration in their choices of routing and

peering.

Islands and Peninsulas Detect These Problems: To under-

stand these problems and how to detect them, we use recent

work examining partial Internet connectivity [3]. That work

defines islands as VPs which cannot reach any of the Internet,

and peninsulas as VPs which can reach part of the Internet

but not all of it. We use these concepts in our algorithms to

detect islands and peninsulas in the RIPE data. Islands suggest

edge routing problems, and peninsulas suggest core routing

problems.

For each VP, we consider 24 hours of queries to each

root identifier. Typically each (VP, identifier)-measurement is

performed every five minutes, yielding 288 observations over

the day (VP failures or reboots can reduce this count). As we

report in §III-A, we find that for the majority of VPs (about

90%), either all queries succeed, or all queries fail. In the

few remaining cases, either a few queries intermittently fail or

block(s) of queries fail.

To simplify our analysis, we classify (VP, identifier) com-

binations into “always fail” or “did not always fail” over

the 24h period. We use always-fails to identify root causes.

Root-cause identification is used to detect some VPs as faulty

due to measurement errors. Eliminating measurement errors

causes remaining problems to stand out, making it easier for

operators to distinguish between problems that need attention

and problems in the measurement system.

Islands are VPs that cannot reach anywhere in IPv6 over

the 24h. That is, an island is a VP where (VP, *) is “always

fail” for all identifiers.

Peninsulas are VPs that can reach some identifiers, but never

reach other identifiers over the day. That is, a peninsula is a

VP where there exists at least one identifier α for which (VP,

α) is “always fail” and at least one identifier β where (VP, β)

is “does not always fail”.

Quantifying Reliability: We characterize typical failure

rates for all queries (§III-B) in IPv4 and IPv6. We then use

these definitions to look at the failure rate for subsets of VPs

after we remove islands and then both islands and peninsulas

respectively. These values allow us to compare what DNSmon

reports for the two network protocols IPv4 and IPv6. However,

unlike DNSmon, we can do these comparisons for all VPs

rather than a small selection of anchors.

If we can correct different types of routing failures, we

can then study what the internet would be like without these

failures. In §III-D, we consider failure rates after discarding

islands, since islands indicate measurement errors due to

misconfigured VPs that have edge routing problems. Then in

§III-E, we consider failure rates after discarding both islands

and peninsulas to understand what the underlying IPv4 and

IPv6 reliability is like.

We suggest that our reports about islands and peninsulas

can guide operators. Islands require the attention of RIPE

Atlas operators (or operators of specific Atlas VPs) as islands

are VPs which are misconfigured and should be corrected or

removed from service. Peninsulas require the attention of ISPs

and Root operators, since peninsulas are indicative of routing

problems in the network core. Some peninsulas may involve

multiple parties, making ruling out islands and confirming

peninsula stability important.

III. EVALUATION OF ONE DAY
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D. Are Peninsula VPs Stable or Transient?

We just showed that island VPs are stable over a week

(§IV-C). We next repeat this analysis for peninsula VPs.

In Figure 16, we see how often the same peninsulas appear

in a stacked bar chart. This can be interpreted like Figure 15,

as described near the end of §IV-C. Again, we see that that

peninsula VPs are quite stable, with minimal churn. Although

there is lower incidence of orange and green in this stacked bar

chart, that is because it appears that 7/23 has more peninsulas

than neighboring days. If 7/24 was our day of reference, then

we would see plenty of orange on 7/23.

Given the large blue section on each day, we see that

peninsula VPs are quite stable. There is very little churn – only

about 1 in 40 peninsula VPs are new on each day, meaning

that approximately 39 in 40 peninsula VPs stay that way from

one the day to the next. In fact, if we look at all seven days, we

can see that approximately 90% peninsulas on any given day

are also peninsulas for the other seven days of the week for

both IPv6. Similarly, for IPv4, 75% of peninsulas on any given

day are also peninsulas for the other seven days of the week.

In general, peninsulas have similar performance to islands,

with only IPv4 peninsulas having a bit less stability than other

categories

E. Summarizing Stability and Long-term Operation

Overall, these results show that while there is some churn

(VPs that change status on different days), the majority of VPs

that are islands or peninsulas persist for at least a week. We

believe that islands reflect VP network misconfigurations and

peninsulas show problems with routing in the core network.

Both phenomena are properties of network configuration (at

home or by ISP routing policies), and so this stability is

consistent with this interpretation.

This stability suggests that operators have time to diagnose

and correct routing problems. The high level of consistency

over multiple days confirms the persistence and relevance of

these problems.

However, there is much churn and that highlights the impor-

tance of periodic monitoring of the measurements. New islands

and peninsulas often occur, so vigilance and maintenance

is required to resolve routing problems. The resolution of

these routing problems is necessary to make DNSmon more

accurate. Increased sensitivity will allow it to to detect more

subtle, transient problems, like congestion. The small, but non-

trivial, variation justifies the need to continuously monitor for

changes in peninsula VPs.

Operation: To support diagnosis of these problems, we

have automated operation of these algorithms and provide

a daily report of islands and peninsulas for RIPE Atlas

evaluation of the Root DNS [17].

V. RELATED WORK

Our work builds on several areas of prior work.

Our work directly builds upon reports by RIPE Atlas

operators that there are VPs which claim to support IPv6 but

cannot. While they periodically examine the set of VPs used

in DNSmon for islands, our work shows that regressions to

islands seem fairly common among VPs. In addition, while

RIPE Atlas operators focused only on islands, we also examine

the effect of peninsulas.

We also build on an analysis of partial Internet connectivity

and the terms islands and peninsulas [3]. That work also

examined islands and peninsulas in RIPE Atlas. However,

while it focused only on IPv4, we also examine IPv6.

Bush et al. explored partial connectivity in the control-plane

(routing with BGP), comparing it to data-plane reachabil-

ity [4]. They show control-plane reachability can overestimate.

Accordingly, we focus only on data-plane reachability.

Several systems have recognized partial connectivity (penin-

sulas) and proposed to address it in an overlay network [2] or

by route manipulation [7]. We instead suggest that islands are

errors that should be addressed in the measurement system by

ignoring such VPs, and we do not propose specific solutions

to peninsulas.

VI. FUTURE WORK

In this paper, we addressed root causes associated with VPs

which have total failure with respect to a root server (no

successful queries for 24 hours). However, we did not look

at VPs which have more ambiguous performance. These VPs

are responsible for the remaining loss and hence the remaining

discrepancy.

To diagnose the root causes for the VPs which have some

failures, we must better understand whether these VPs are

experiencing failure randomly or sequentially. While random

failures are interspersed throughout the observation interval

with no apparent patterns, sequential failures are consecutive,

occurring one after another at certain times during the same

observation window. Sequential failure is more likely due

to temporary islands and peninsulas formed by short-term

outages, re-routing events, and network congestion. On the

other hand, random failure is more likely associated with

random packet drops, not necessarily caused by congestion.

We can differentiate between sequential failure and random

failure by using the CUSUM statistical test to check for

randomness. This method can help develop a heuristic to

identify more temporary islands and peninsulas. Such future

work can help locate root causes for the discrepancies which

still exists after removing islands and peninsulas which exist

at the granularity of at least a day.

VII. CONCLUSION

In this paper, we identify two root causes (islands and

peninsulas) for the discrepancy in query failure fraction be-

tween IPv4 and IPv6, and we further analyze their impact

on the discrepancy. Our analysis reveals that while much

of the discrepancy is caused by faulty measurement from

islands, partial routing failure of peninsulas also contributes

to the discrepancy. Furthermore, we find that even if we

ignore both islands and peninsulas, there is still a discrepancy

which should be investigated further. We hope that our code

and analysis can be used by root name server and RIPE

Atlas operators to filter misleading data appropriately, fix

faulty measurements from islands, and find or shed light on
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solutions for peninsulas. Finally, we identify future work, on

VPs which fail some of the time, which can help elucidate the

discrepancy that continues to exist after the removal of islands

and peninsulas.
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