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Abstract. We study the vanishing dissipation limit of the three-dimensional (3D) com-
pressible Navier-Stokes-Fourier equations to the corresponding 3D full Euler equations. Our
results are twofold. First, we prove that the 3D compressible Navier-Stokes-Fourier equations
admit a family of smooth solutions that converge to the planar rarefaction wave solution of
the 3D compressible Euler equations with arbitrary strength. Second, we obtain a uniform
convergence rate in terms of the viscosity and heat-conductivity coefficients. Due to the 3D
setting the approach for the two-dimensional case could not be applied directly. Instead, the
analysis of the 3D case is carried out in the original non-scaled variables, and consequently
the dissipation terms are more singular. Novel ideas and techniques are developed to establish
the uniform estimates. More accurate a priori assumptions with respect to the dissipation
coefficients are crucially needed for the stability analysis, and some new observations on the
cancellations of the physical structures for the flux terms are essentially used to justify the
3D limit. Moreover, we find that the decay rate with respect to the dissipation coefficients
is determined by the nonlinear flux terms in the original variables for the 3D limit.

1. Introduction

We are concerned with the vanishing dissipation limit of the three-dimensional (3D) Navier-
Stokes-Fourier equations describing the motion of compressible, viscous and heat-conducting
flows: 

ρt + div(ρv) = 0,

(ρv)t + div(ρv ⊗ v) +∇p = divS,
(ρE)t + div(ρEv + pv + q) = div(vS),

(1.1)

where ρ = ρ(t, x) denotes the density, v = v(t, x) = (v1, v2, v3)(t, x) ∈ R3 the velocity, and
p = p(t, x) the pressure, with the temporal variable t ∈ R+ = (0,∞) and the spatial variable
x = (x1, x2, x3) ∈ R3. Moreover, E = e + 1

2 |v|
2 is the specific total energy with the specific

internal energy e = e(t, x), and S is the viscous stress tensor defined by

S = 2µ1D(v) + λ1divvI, (1.2)

where D(v) = ∇v+(∇v)>

2 is the deformation tensor with (∇v)> denoting the transpose of the
matrix ∇v, I represents the 3 × 3 identity matrix, and the two constants µ1 and λ1 denote
the shear and the bulk viscosity coefficients satisfying the physical restrictions:

µ1 > 0, 2µ1 + 3λ1 ≥ 0. (1.3)
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By the Fourier laws, the heat flux q is given by

q = −κ1∇θ, (1.4)

where θ = θ(t, x) denotes the absolute temperature, and the constant κ1 > 0 is the heat-
conductivity coefficient. In the present paper we take

µ1 = µε, λ1 = λε, κ1 = κε, (1.5)

where ε > 0 is the vanishing dissipation parameter, and µ, λ and κ are the given uniform-in-ε
constants with µ, λ still satisfying the physical condition (1.3) and κ > 0. The equations (1.1)
describe the mass continuity, the balance of momentum, and the conservation of total energy
for the viscous heat-conducting flow. For the ideal polytropic flow the pressure p and the
internal energy e satisfy the following constitutive relations:

p = Rρθ = Aργ exp
(γ − 1

R
S
)
, e =

R

γ − 1
θ, (1.6)

where S denotes the entropy, and γ > 1, A and R are all positive fluid constants.
In this paper, we consider the viscous system (1.1) in the domain Ω = R × T2 with T2 =

(R/Z)2 denoting a two-dimensional unit flat torus, subject to the following initial condition:

(ρ,v, θ)(0, x) = (ρ0,v0, θ0)(x), (1.7)

where ρ0, θ0 > 0 and v0 := (v10, v20, v30) satisfy the periodic boundary condition for (x2, x3) ∈
T2. We shall study the vanishing dissipation limit in the case of the planar rarefaction wave
for the dissipative system (1.1), with the following far field condition of solutions imposed in
the x1-direction:

(ρ,v, θ)(t, x)→ (ρ±,v±, θ±), as x1 → ±∞, t > 0, (1.8)

where v± := (v1±, 0, 0) and ρ±, θ± > 0, v1± are prescribed constant states, such that the
two end states (ρ±, v1±, θ±) are connected by the rarefaction wave of the following Riemann
problem for the one-dimensional (1D) Euler equations:

ρt + (ρv1)x1 = 0, x1 ∈ R, t > 0,

(ρv1)t + (ρv2
1 + p)x1 = 0,

(ρE)t + (ρEv1 + pv1)x1 = 0,

(1.9)

with the initial data:

(ρ, v1, θ)(0, x1) = (ρr0, v
r
10, θ

r
0)(x1) =

{
(ρ−, v1−, θ−), x1 < 0,

(ρ+, v1+, θ+), x1 > 0.
(1.10)

When ε→ 0, the solutions of the 3D compressible Navier-Stokes-Fourier equations (1.1)-(1.7)
with the far field condition (1.8) connected by the rarefaction wave in (1.9)-(1.10) formally
converge to the solutions of the 3D Euler equations:

ρt + div(ρv) = 0, (x1, x2, x3) ∈ Ω, t > 0,

(ρv)t + div(ρv ⊗ v) +∇p = 0,

(ρE)t + div(ρEv + pv) = 0,

(1.11)

with the following planar Riemann initial data:

(ρ,v, θ)(0, x) = (ρr0,v
r
0, θ

r
0)(x1) =

{
(ρ−,v−, θ−), x1 < 0,

(ρ+,v+, θ+), x1 > 0.
(1.12)
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It should be noted that, even though the tangential components v2, v3 are continuous on
the both sides of the plane {x1 = 0} and the jump discontinuity for the velocity v lies only
in the normal component v1 as in (1.12), the multi-dimensional Riemann problem (1.11)-
(1.12) has some essential differences from the one-dimensional Riemann problem (1.9)-(1.10).
For instance, Chiodaroli, De Lellis and Kreml [8] and Chiodaroli and Kreml [9] first proved
that there exist infinitely many bounded admissible weak solutions to the two-dimensional
(2D) planar shock Riemann problem (1.11)-(1.12) satisfying the natural entropy condition
and their construction of multi-dimensional weak solutions is formulated by the convex in-
tegration method (c.f. De Lellis and Szekelyhidi [11]), which may not be applied directly
to the 1D Riemann problem (1.9)-(1.10). Their results were extended to the 2D Riemann
initial data (1.12) with planar shock connected with contact discontinuity or rarefaction wave
in [3,35], and the global instability of the multi-dimensional planar shocks for the compressible
isothermal Euler flow was shown in [28]. However, the uniqueness of the uniformly bounded
admissible weak solution was obtained in [4, 13, 14] for the corresponding multi-dimensional
Riemann solution to (1.11)-(1.12) containing only planar rarefaction wave. Hence the unique-
ness of planar rarefaction wave for the multi-dimensional Riemann problem is exactly the
same as the one-dimensional case and is in sharp contrast with the non-uniqueness of the 2D
planar shock. We remark that the non-uniqueness for the 2D planar shock Riemann solution
confirms that the usual entropy inequality could not serve as a criterion to select a unique
solution in the case of systems of conservation laws in more than one spatial dimension. There-
fore one possible alternative selection criterion is to study the vanishing dissipation limit in
the multi-dimensional setting especially for the compressible Navier-Stokes-Fourier equations
(1.1) with physical dissipations, even though it is still a big challenging open problem in
the general setting due to the complicated and ambiguous structure of the multi-dimensional
Euler equations (1.11).

On the other hand, compared with the multi-dimensional planar shock wave, the multi-
dimension planar rarefaction wave seems more stable for the multi-dimensional compressible
Euler equations by the uniqueness results in [4,13,14], which motivates us to justify mathemat-
ically the vanishing physical dissipation limit of the 3D compressible Navier-Stokes-Fourier
equations (1.1)-(1.7) towards the planar rarefaction wave solution of the 3D Euler equations
(1.11)-(1.12) in the present paper.

The vanishing viscosity limit in the 1D case has been studied extensively in literature, in-
cluding the basic wave patterns. Here we briefly mention the works of [2, 16, 42] for the 1D
hyperbolic systems of conservation laws with artificial viscosity, [7,17–19,21–26,34,40,41] for
the 1D compressible Navier-Stokes equations with physical viscosities, [1,5,6,10,12,27,37] for
other relevant results; and we refer to our previous paper [30] for more detailed survey on the
1D problem. However, the multi-dimensional vanishing viscosity limit is a challenging prob-
lem and has been less developed. In particular, for the compressible viscous system (1.1) there
are only a few results to date on the vanishing dissipation limit towards the planar basic wave
patterns. Very recently, we [30] first proved the vanishing viscosity limit to the planar rarefac-
tion wave for the 2D compressible isentropic Navier-Stokes equations in R×T by introducing
the hyperbolic wave and using the hyperbolic scaling variables x

ε and t
ε . This result of [30]

was extended in [33] later to the 2D non-isentropic compressible Navier-Stokes equations by
a slightly different scaling. The time-asymptotic stability of the planar rarefaction wave to
the 2D/3D compressible Navier-Stokes equations with fixed viscosity and heat-conductivity
coefficients was proved in [31, 32]. We remark that there are substantial differences between
the asymptotic stability and the vanishing viscosity limit of planar rarefaction wave in the
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multi-dimensional setting, since the error terms for the inviscid rarefaction wave profile have
sufficient time-decay rate for the asymptotic stability, but do not have enough decay with re-
spect to the dissipation coefficients for the vanishing dissipation limit in the multi-dimensional
case. The goal of this paper is to justify mathematically the vanishing dissipation limit to the
planar rarefaction wave for the 3D compressible Navier-Stokes-Fourier system (1.1) under the
physical constraints (1.3) and (1.5).

In contrast to the 1D vanishing dissipation limits in [19,24,41], the new difficulties here lie
in the spatially higher dimensionality for the wave propagation along the transverse x2, x3-
directions and their interactions with the rarefaction wave in the x1-direction. Accordingly,
a new hyperbolic wave is crucially introduced to recover the physical dissipation of the full
Navier-Stokes-Fourier system for the inviscid rarefaction wave profile, which is partially in-
spired by [22, 30]. Without this hyperbolic wave but with only the rarefaction wave itself as
the solution profile, the H2-norm of the perturbation of the 3D compressible Navier-Stokes-
Fourier system around the planar rarefaction wave is not uniform-in-ε and consequently the
vanishing dissipation limit of the planar rarefaction wave could not be justified as in Theorem
2.1.

In comparison with the vanishing viscosity limit for the 2D compressible Navier-Stokes
equations in the previous works [30, 33], the 3D compressible Navier-Stokes-Fourier system
(1.1) is significantly more difficult in analysis, and hence new techniques are needed mainly
due to the higher dimensionality. First, the approach in [30,33] for the 2D case could not be
applied directly to the 3D case here due to the fact that the additional x3 dimensionality would
be O( 1

εα ) order for some α > 0 in the scaled variables, which would lead to an extra singularity
making it harder to obtain the uniform estimates with respect to the dissipation coefficients.
Therefore, we use a different approach for the 3D problem in this paper, that is, we take
the original non-scaled variables x and t, but then the dissipative terms are more singular
compared with the scaled variables case in [30, 33]. Consequently, we need to carry out the
more accurate a priori assumptions with respect to the dissipation coefficients (see (4.7)) to
overcome this difficulty. Second, we discover some new cancellations of the physical structures
for the flux terms and viscous terms, which are essentially used to justify the limit process for
the 3D planar rarefaction wave. With these observations and more delicate analysis of energy
estimates, we can close the a priori assumptions and prove the 3D vanishing dissipation limit.
The detailed result can be found in Theorem 2.1 below. Note also that the periodicity of the
domain Ω in x2 and x3 directions and the original non-scaled spatial variables are crucially
utilized in the lower order estimates. For the derivative estimates in Lemmas 5.2 and 5.3 we
mainly apply the cancelations between the flux terms, which is quite different from the 2D
case in [30, 33]. Moreover, it is observed that the decay rate with respect to the dissipation
coefficients is determined by the nonlinear terms in the original variables for the 3D limit
here, while for the 2D case [30, 33] the decay rate is fully determined by the error terms in
the scaled variables. We also remark that very recently Feireisl and Novotný [15] obtained a
related result in the framework of weak solutions to the compressible Navier-Stokes equations.

The rest of the paper is organized as follows. In Section 2, we describe the planar rarefaction
wave to the 3D Euler system, construct the smooth approximate rarefaction wave and present
the main result. The hyperbolic wave and the solution profile will be introduced in Section 3.
Then in Section 4, the system for the perturbation of the solution to the system (1.1) around
the solution profile consisting of the approximate rarefaction wave and the hyperbolic wave
will be reformulated and the Theorem 2.1 will be proved. In Section 5, the detailed a priori
estimates for the perturbation system will be carried out by using the L2− energy method.
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2. The Rarefaction Waves and Main Result

In this section, we present the planar rarefaction wave, the smooth approximate rarefaction
wave and the main result.

2.1. The planar rarefaction wave. Now we describe the planar rarefaction wave to the 3D
Euler system (1.11), which can be viewed as a 1D rarefaction wave to the 1D Euler system
(1.9). For ρ > 0 and θ > 0, the strictly hyperbolic system (1.9) has three distinct eigenvalues:

λj(ρ, v1, S) = v1 + (−1)
j+1
2

√
pρ(ρ, S), j = 1, 3, λ2(ρ, v1, S) = v1,

with the corresponding right eigenvectors:

rj(ρ, v1, S) =
(

(−1)
j+1
2 ρ,

√
pρ(ρ, S), 0

)>
, j = 1, 3, r2(ρ, v1, S) = (pS, 0,−pρ)>,

such that

∇(ρ,v1,S)λj(ρ, v1, S) · rj(ρ, v1, S) 6= 0, j = 1, 3, and ∇(ρ,v1,S)λ2(ρ, v1, S) · r2(ρ, v1, S) ≡ 0.

Thus the two j-Riemann invariants Σ
(i)
j (i = 1, 2, j = 1, 3) can be defined by

Σ
(1)
j = v1 + (−1)

j−1
2

∫ ρ
√
pz(z, S)

z
dz, Σ

(2)
j = S, (2.13)

such that

∇(ρ,v1,S)Σ
(i)
j (ρ, v1, S) · rj(ρ, v1, S) ≡ 0, i = 1, 2, j = 1, 3.

Here we only consider the single 3-rarefaction wave without loss of generality, while the single
1-rarefaction wave and the superposition of these two waves could be treated similarly. Along

the 3-rarefaction wave curve, the 3-Riemann invariant Σ
(i)
3 (i = 1, 2) keeps constant and the

third eigenvalue λ3(ρ, v1, S) is expanding, in particular,

Σ
(i)
3 (ρ+, v1+, S+) = Σ

(i)
3 (ρ−, v1−, S−), λ3(ρ+, v1+, S+) > λ3(ρ−, v1−, S−). (2.14)

The Riemann problem (1.9)-(1.10) has a self-similar 3-rarefaction wave solution (ρr, vr1, θ
r)(x1t )

(cf. [29]). Correspondingly, the planar rarefaction wave solution to the 3D Euler equations
(1.11)-(1.12) could be defined as (ρr,vr, θr)(x1t ) with vr := (vr1, 0, 0)>.

2.2. Smooth approximate rarefaction wave. We now construct a smooth approximate
rarefaction wave through the Burgers’ equation as in [19, 20, 30, 41]. If B− < B+, then the
Riemann problem of the inviscid Burgers’ equation

Bt +BBx1 = 0,

B(0, x1) = Br
0(x1) =

{
B−, x1 < 0,

B+, x1 > 0,

(2.15)

admits a self-similar rarefaction wave fan solution Br(t, x1) = Br(x1t ) given explicitly by

Br(t, x1) = Br
(x1

t

)
=


B−, x1 < B−t,
x1
t , B−t ≤ x1 ≤ B+t,

B+, x1 > B+t.

(2.16)
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Set B± = λ3(ρ±, v1±, θ±) and then the self-similar 3-rarefaction wave (ρr, vr1, θ
r)(t, x1) =

(ρr, vr1, θ
r)(x1t ) to the Riemann problem (1.9)-(1.10) can be given explicitly by

λ3(ρr, vr1, θ
r)(t, x1) = Br(t, x1),

Σ
(i)
3 (ρr, vr1, θ

r)(t, x1) = Σ
(i)
3 (ρ±, v1±, θ±), i = 1, 2,

(2.17)

where Σ
(i)
3 (i = 1, 2) are the 3-Riemann invariants defined in (2.13).

Since the self-similar rarefaction wave Br(t, x1) in (2.16) is only Lipschitz continuous, in
order to justify the vanishing dissipation limit to the planar rarefaction wave of the com-
pressible Navier-Stokes equations (1.1) with second order derivatives, we need to construct
an approximate smooth rarefaction wave profile by using the following Burgers’ equation
(c.f. [19, 41]): B̄t + B̄B̄x1 = 0,

B̄(0, x1) = B̄0(x1) =
B+ +B−

2
+
B+ −B−

2
tanh

x1

δ
,

(2.18)

where the approximate parameter δ > 0 is chosen by

δ := εb| ln ε|, (2.19)

with the power b being a positive constant to be determined. In fact, we take b = 1
6 , i.e.

δ = ε
1
6 | ln ε|, as explained later in (4.15) in order to obtain the sharp decay rate in the present

paper. Since B̄′0(x1) > 0, the Burgers’ problem (2.18) has a unique, global classical solution
B̄(t, x1) satisfying B̄x1 > 0 for all t > 0 by the characteristic methods (cf. [19, 41]).

Similarly, the self-similar 3-rarefaction wave (ρr, vr1, θ
r)(t, x1) = (ρr, vr1, θ

r)(x1t ) defined in
(2.17) is Lipschitz continuous. Correspondingly, the smooth approximate rarefaction wave
(ρ̄, v̄1, θ̄) (t, x1) can be constructed by

λ3(ρ̄, v̄1, θ̄)(t, x1) = B̄(t, x1),

Σ
(i)
3 (ρ̄, v̄1, θ̄)(t, x1) = Σ

(i)
3 (ρ±, v1±, θ±), i = 1, 2,

(2.20)

where B̄(t, x1) is the classical solution to the Burgers’ equation (2.18). It could be checked
that the above approximate rarefaction wave (ρ̄, v̄1, θ̄)(t, x1) satisfies the 1D compressible
Euler system: 

ρ̄t + (ρ̄v̄1)x1 = 0,

(ρ̄v̄1)t + (ρ̄v̄2
1 + p̄)x1 = 0,

R

γ − 1

[
(ρ̄θ̄)t + (ρ̄v̄1θ̄)x1

]
+ p̄v̄1x1 = 0,

(2.21)

with the initial value (ρ̄0, v̄10, θ̄0)(x1) := (ρ̄, v̄1, θ̄)(0, x1). With the supplement vr2 = vr3 ≡ 0
to the 1D 3-rarefaction wave (ρr, vr1, θ

r)(x1t ), we see that (ρr,vr, θr)(x1t ) is the unique planar
rarefaction wave solution to the 3D Riemann problem (1.11)-(1.12). Then the corresponding
approximate rarefaction wave is (ρ̄, v̄, θ̄) with (ρ̄, v̄1, θ̄) defined in (2.20) and v̄2 = v̄3 ≡ 0.

2.3. The main result. Consider the full compressible Navier-Stokes-Fourier system (1.1)
with the following initial data:

(ρε,vε, θε)(0, x) := (ρ̄0, v̄0, θ̄0)(x1) + (ϕ0,Ψ0, ξ0)(x), (2.22)

where Ψ0 := (ψ10, ψ20, ψ30)> and we choose the initial perturbation (ϕ0,Ψ0, ξ0)(x) such that

‖(∇iϕ0,∇iΨ0,∇iξ0)‖2 = O

(
ε4−i

δ7+i

)
= O

(
ε

17−7i
6 | ln ε|−7−i

)
, i = 0, 1, 2. (2.23)
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Our main result can be stated as follows.

Theorem 2.1. Let (ρr,vr, θr)(x1t ) be the planar 3-rarefaction wave to the 3D compressible
Euler system (1.11) and T > 0 be any fixed time. Then there exists a constant ε0 > 0 such
that, for any ε ∈ (0, ε0), the system (1.1) with the initial value (2.22) has a family of 3D
smooth solutions (ρε,vε, θε)(t, x) up to time T satisfying

(ρε − ρr,vε − vr, θε − θr) ∈ C0([0, T ];L2(Ω)),

(∇ρε,∇vε,∇θε) ∈ C0([0, T ];H1(Ω)),

(∇3vε,∇3θε) ∈ L2(0, T ;L2(Ω));

and
sup

0≤t≤T

∥∥∥(ρε,vε, θε)(t, x)− (ρr,vr, θr)
(x1

t

)∥∥∥
L2(Ω)

≤ CT ε
1
12 | ln ε|

1
2 . (2.24)

Furthermore, for any small constant h > 0, there exists a constant Ch,T > 0 independent of
ε, such that

sup
h≤t≤T

∥∥∥(ρε,vε, θε)(t, x)− (ρr,vr, θr)
(x1

t

)∥∥∥
L∞(Ω)

≤ Ch,T ε
1
6 | ln ε|2, (2.25)

and, as ε → 0+, the solution (ρε,vε, θε)(t, x) converges to the planar 3-rarefaction wave fan
(ρr,vr, θr)(x1t ) pointwise in R+ × Ω.

Remark 2.1. Theorem 2.1 presents rigorously the vanishing dissipation limit to the planar
rarefaction wave with arbitrarily large strength for the 3D compressible Navier-Stokes-Fourier
system (1.1). We remark that the corresponding vanishing dissipation limits of the system
(1.1) for the planar shock or planar contact discontinuity case are still completely open to our
knowledge.

Remark 2.2. As in the 2D case [30, 33], in order to justify the vanishing dissipation limit
we need to introduce the hyperbolic wave to recover the physical dissipations of the system
(1.1) for the inviscid approximate rarefaction wave profile. Otherwise, the H2-norm of the
perturbation of the 3D system (1.1) around the planar rarefaction wave is not uniform in ε.

Remark 2.3. Note also that our vanishing dissipation limit to the single planar 3-rarefaction
wave in Theorem 2.1 could be applied to the limit problem for the superposition of two planar
rarefaction waves in the first and the third characteristic families for (1.1), provided that the
additional wave interaction estimates between the two rarefaction waves are considered.

The following notations will be used in this paper. Denote by H l(Ω)(l ≥ 0, l ∈ Z) the
usual Sobolev space with the norm ‖ · ‖l. Write L2(Ω) := H0(Ω) with the simplified notation
‖ · ‖ := ‖ · ‖0. We denote by C a generic positive constant that does not depend on ε, δ or T ,
but may depend on (ρ±, v1±, θ±); and denote by CT a positive constant that does not depend
on ε or δ, but may depend on T .

3. The Solution Profile

This section is devoted to the construction of the solution profile. First in Section 2.2 we
constructed the approximate rarefaction wave (ρ̄, v̄, θ̄) where (ρ̄, v̄1, θ̄) is defined in (2.20) and
v̄2 = v̄3 ≡ 0. The next lemma follows directly from the properties of B̄(t, x1) (c.f. [19, 41]).

Lemma 3.1. The approximate smooth 3-rarefaction wave (ρ̄, v̄1, θ̄) constructed in (2.20) sat-
isfies the following properties:
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(i) v̄1x1 = 2
γ+1B̄x1 > 0, ρ̄x1 = 1√

Rγρ1−γ+ θ+
ρ̄

3−γ
2 v̄1x1 > 0 and θ̄x1 = γ−1√

Rγ

√
θ̄v̄1x1 > 0 for all

x1 ∈ R and t ≥ 0.
(ii) For all t ≥ 0, δ > 0 and p ∈ [1,+∞], the following estimates hold:

‖(ρ̄x1 , v̄1x1 , θ̄x1)‖Lp(R) ≤ C(δ + t)−1+1/p,

‖(ρ̄x1x1 , v̄1x1x1 , θ̄x1x1)‖Lp(R) ≤ C(δ + t)−1δ−1+1/p,

‖(ρ̄x1x1x1 , v̄1x1x1x1 , θ̄x1x1x1)‖Lp(R) ≤ C(δ + t)−1δ−2+1/p.

(iii) There exists a constant δ0 ∈ (0, 1) and a uniform constant C such that for all δ ∈ (0, δ0]
and t > 0, the following estimates hold:∥∥∥(ρ̄, v̄1, θ̄)(t, ·)− (ρr, vr1, θ

r)
( ·
t

)∥∥∥
L2(R)

≤ Cδ
1
2 ,∥∥∥(ρ̄, v̄1, θ̄)(t, ·)− (ρr, vr1, θ

r)
( ·
t

)∥∥∥
L∞(R)

≤ Cδ [ln(1 + t) + | ln δ|]
t

.

Remark 3.1. In order to justify the vanishing dissipation limit to the planar rarefaction wave
of 3D Navier-Stokes-Fourier system (1.1) in Theorem 2.1, if we only use the smooth rarefac-
tion wave (ρ̄, v̄1, θ̄)(t, x1) defined in (2.20) as the approximate wave profile, then the error
arising from the viscous dissipation terms to the Navier-Stokes-Fourier system (1.1) around
the inviscid approximate rarefaction wave makes it difficult to obtain the desired uniform
estimates with respect to the dissipation coefficients.

3.1. Hyperbolic wave. In order to overcome the difficulties mentioned in Remark 3.1, as in
2D case [30,33], a new wave, called hyperbolic wave, need to be introduced to recover the phys-
ical dissipations for the inviscid rarefaction wave profile, which is crucial for our justification
of vanishing dissipation limit for the 3D Navier-Stokes-Fourier system (1.1). However, com-
pared with the 2D isentropic case in [30, 33], the hyperbolic wave here has one more linearly
degenerate eigenvalue in the second characteristic field, besides the two genuinely nonlinear
characteristic fields. We now present a detailed construction of this hyperbolic wave. Denote
the hyperbolic wave by z := (z1, z2, z3)>(t, x1) satisfying the following linearized hyperbolic
system around the smooth rarefaction wave (ρ̄, v̄1, θ̄)(t, x1) with the viscous dissipation terms
as the source: 

zt +
(
Āz
)
x1

=

 0
(2µ+ λ)εv̄1x1x1

κεθ̄x1x1 + (2µ+ λ)ε(v̄1v̄1x1)x1

 ,
z(0, x1) = (z1, z2, z3)(0, x1) := (0, 0, 0),

(3.1)

where the Jacobian matrix

Ā =

 0 1 0

− m̄2
1

ρ̄2
+ p̄ρ̄

2m̄1
ρ̄ + p̄m̄1 p̄Ē

− m̄1Ē
ρ̄2

+ m̄1
ρ̄ p̄ρ̄ −

p̄m̄1

ρ̄2
Ē
ρ̄ + m̄1

ρ̄ p̄m̄1 + p̄
ρ̄

m̄1
ρ̄ + m̄1

ρ̄ p̄Ē

 , (3.2)

and m̄1 := ρ̄v̄1, Ē := ρ̄Ē = ρ̄
(

R
γ−1 θ̄ + 1

2 v̄
2
1

)
represents the momentum and the total energy

associated with the approximate rarefaction wave, respectively. Note that the hyperbolic wave
z(t, x1) is motivated but quite different from [22] since the initial values for the hyperbolic
wave constructed here all start from t = 0 including the initial layer while in [22] the initial
layer effect is essentially neglected to justify the vanishing viscosity limit of 1D compressible
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Navier-Stokes equations with the superposition of both shock wave and rarefaction wave and
therefore, the data for the hyperbolic wave in [22] is only starting from t = h with h > 0 or
from t = T .

In order to solve this linear hyperbolic system (3.1) in the fixed time interval [0, T ], we first
diagonalize the above hyperbolic system (3.1). Direct calculations show that the Jacobian
matrix Ā in (3.2) has three distinct eigenvalues

λ̄j = λ̄j(ρ̄, v̄1, S±) = v̄1 + (−1)
j+1
2

√
p̄ρ̄(ρ̄, S±) (j = 1, 3), λ̄2 = λ̄2(ρ̄, v̄1, S±) = v̄1

with the corresponding left and right eigenvectors l̄j = l̄j(ρ̄, v̄1, S±), r̄j = r̄j(ρ̄, v̄1, S±) (j =

1, 2, 3) satisfying L̄ĀR̄ = diag(λ̄1, λ̄2, λ̄3) := Λ̄, L̄R̄ = I, with L̄ := (l̄1, l̄2, l̄3)>, R̄ :=
(r̄1, r̄2, r̄3), and I as the 3 × 3 identity matrix. It should be emphasized that the second
characteristic field of Ā is linearly degenerate and the other two characteristic fields are gen-
uinely nonlinear. Denote Z := (Z1, Z2, Z3)> and set Z := L̄z, then z = R̄Z, and Z satisfies
the diagonalized system

Zt +
(
Λ̄Z
)
x1

= L̄

 0
(2µ+ λ)εv̄1x1x1

κεθ̄x1x1 + (2µ+ λ)ε(v̄1v̄1x1)x1

+ (L̄tR̄ + L̄x1ĀR̄)Z, (3.3)

with the initial data Z(0, x1) := (0, 0, 0)>. Along the 3-rarefaction wave curve, it holds that
the 3-Riemann invariant is constant, that is,

L̄t = −λ̄3L̄x1 . (3.4)

Note that the structure condition (3.4) is crucially used to solve the linear hyperbolic system
(3.3) in the finite time interval [0, T ]. Otherwise, it does not seem obvious how to solve this
strongly coupled hyperbolic system (3.3) by the classical characteristic method. Applying the
structure relation (3.4) to (3.3), the diagonalized hyperbolic system (3.3) can be written as

Zt +
(
Λ̄Z
)
x1

= L̄

 0
(2µ+ λ)εv̄1x1x1

κεθ̄x1x1 + (2µ+ λ)ε(v̄1v̄1x1)x1


+

 l̄1x1 · r̄1

l̄2x1 · r̄1

l̄3x1 · r̄1

 (λ̄1 − λ̄3)Z1 +

 l̄1x1 · r̄2

l̄2x1 · r̄2

l̄3x1 · r̄2

 (λ̄2 − λ̄3)Z2,

(3.5)

where the equations of Z1, Z2 are decoupled from Z3 due to (3.4), which is quite important
to solve the linear hyperbolic system on the bounded interval [0, T ]. In fact, we can first solve
the hyperbolic equations of Z1, Z2 and then the equation of Z3 by the classical characteris-
tic method due to this decoupling. Moreover, we have the following key estimates for the
hyperbolic wave z or Z:

Lemma 3.2. There exists a positive constant CT independent of δ and ε, such that∥∥∥∥ ∂k∂xk1 (Z, z)(t, ·)
∥∥∥∥2

L2(R)

≤ CT
( ε

δk+1

)2
, k = 0, 1, 2, 3.

Moreover, one has

sup
t∈[0,T ]

∥∥∥∥ ∂k∂xk1 (Z, z)(t, ·)
∥∥∥∥
L∞(R)

= O(1)

(
ε

δ
3
2

+k

)
, k = 0, 1, 2.
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Proof. This lemma can be proved by using weighted energy estimates and the subtle structure
of the diagonalized linear hyperbolic system (3.5). The estimates for Z1 and Z3 in the gen-
uinely nonlinear fields are similar to our previous work [30,33] for the isentropic case, thus we
need to care more about the estimates of Z2 in the second linearly degenerate characteristic
field.

As in [30,33], multiplying the equation (3.5)3 by Z3 and integrating the resulting equation
over [0, t]× R with t ∈ (0, T ), we can infer∫

R
Z2

3 (t, x1)dx1 +

∫ t

0

∫
R
v̄1x1Z

2
3dx1dt ≤ CT

(ε
δ

)2
+ CT

∫ t

0

∫
R
v̄1x1(Z2

1 + Z2
2 )dx1dt. (3.6)

Similarly, multiplying the equation (3.5)1 by ρ̄ΓZ1 with Γ being a large positive constant to
be determined, and then integrating the resulting equation over [0, t]× R with t ∈ (0, T ), we
can obtain ∫

R
ρ̄ΓZ2

1 (t, x1)dx1 +

∫ t

0

∫
R

Γρ̄Γv̄1x1Z
2
1dx1dt

≤ CT
(ε
δ

)2
+ CT

∫ t

0

∫
R
ρ̄Γv̄1x1(Z2

1 + Z2
2 )dx1dt.

(3.7)

Now we give some details for the estimation of Z2. Multiplying the equation (3.5)2 by ρ̄ΓZ2

and then integrating the resulting equation over [0, t]× R with t ∈ (0, T ), we can derive that∫
R
ρ̄ΓZ

2
2

2
(t, x1)dx1 +

∫ t

0

∫
R

Γρ̄Γv̄1x1

Z2
2

2
+ ρ̄Γλ̄2x1

Z2
2

2
dx1dt

=

∫ t

0

∫
R

[
(2µ+ λ)ερ̄Γ l̄22v̄1x1x1Z2 + ρ̄Γ l̄23(κεθ̄x1x1 + (2µ+ λ)ε(v̄1v̄1x1)x1)Z2

+ (l̄2x1 · r̄1(λ̄1 − λ̄3)Z1 + l̄2x1 · r̄2(λ̄2 − λ̄3)Z2)ρ̄ΓZ2

]
dx1dt

≤ C
∫ t

0

∫
R
ρ̄ΓZ2

2dx1dt+ Cε2

∫ t

0

∫
R

(v̄2
1x1x1 + θ̄2

x1x1 + v̄4
1x1)dx1dt

+ C

∫ t

0

∫
R
ρ̄Γv̄1x1(Z2

1 + Z2
2 )dx1dt

≤ C
∫ t

0

∫
R
ρ̄ΓZ2

2dx1dt+ C
(ε
δ

)2
+ C

∫ t

0

∫
R
ρ̄Γv̄1x1(Z2

1 + Z2
2 )dx1dt.

Using Gronwall’s inequality gives∫
R
ρ̄ΓZ2

2 (t, x1)dx1 +

∫ t

0

∫
R

Γρ̄Γv̄1x1Z
2
2dx1dt

≤ CT
(ε
δ

)2
+ CT

∫ t

0

∫
R
ρ̄Γv̄1x1(Z2

1 + Z2
2 )dx1dt.

(3.8)

Combining (3.6), (3.7) and (3.8) together and choosing Γ large enough, we can obtain∫
R
|Z|2(t, x1)dx1 +

∫ t

0

∫
R
v̄1x1 |Z|2dx1dt ≤ CT

(ε
δ

)2
.

Thus we have proved Lemma 3.2 for the case k = 0. The k-th order derivative estimates in
Lemma 3.2 for k = 1, 2, 3 can be justified similarly after differentiating the system (3.5) k
times with respect to x1, and the details are omitted. �
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3.2. Construction of solution profile. Define the approximate solution profile (ρ̃, ṽ1, θ̃) of
the full compressible Navier-Stokes-Fourier equations (1.1) as

ρ̃ = ρ̄+ z1, m̃1 = m̄1 + z2 := ρ̃ṽ1, Ẽ = Ē + z3 := ρ̃Ẽ = ρ̃

(
R

γ − 1
θ̃ +

1

2
ṽ2

1

)
, (3.9)

where (ρ̄, m̄1 := ρ̄v̄1, Ē := ρ̄( R
γ−1 θ̄+ 1

2 v̄
2
1)) is the planar rarefaction wave in (2.20) and (z1, z2, z3)

is the hyperbolic wave in (3.1). Correspondingly, it holds that

ṽ1 = v̄1 +
1

ρ̃
(−v̄1z1 + z2) = v̄1 +O(1)|(z1, z2)|,

θ̃ = θ̄ +
γ − 1

Rρ̃

[
− R

γ − 1
θ̄z1 + z3 −

1

2
v̄2

1z1 − v̄1(−v̄1z1 + z2)

]
− γ − 1

2Rρ̃2
(−v̄1z1 + z2)2

= θ̄ +O(1)|(z1, z2, z3)|.

(3.10)

Then the approximate wave profile (ρ̃, ṽ1, θ̃) satisfies the system
ρ̃t + (ρ̃ṽ1)x1 = 0,

(ρ̃ṽ1)t + (ρ̃ṽ2
1 +Rρ̃θ̃)x1 = (2µ+ λ)εv̄1x1x1 +Q1,

R

γ − 1

[
(ρ̃θ̃)t + (ρ̃ṽ1θ̃)x1

]
+Rρ̃θ̃ṽ1x1 = κεθ̄x1x1 + (2µ+ λ)εv̄2

1x1 +Q2,

(3.11)

with the initial data

(ρ̃, ṽ1, θ̃)(0, x1) = (ρ̄0, v̄10, θ̄0)(x1), (3.12)

and the error terms

Q1 :=

(
m̃2

1

ρ̃
− m̄2

1

ρ̄
+
m̄2

1

ρ̄2
z1 −

2m̄1

ρ̄
z2

)
x1

+ (p̃− p̄− p̄ρ̄z1 − p̄m̄1z2 − p̄Ēz3)x1

=

[
3− γ

2ρ̃
(v̄1z1 − z2)2

]
x1

= O(1)
[
|v̄1x1 ||(z1, z2)|2 + |(z1, z2)||(z1x1 , z2x1)|

]
,

(3.13)

and

Q2 :=

(
m̃1Ẽ
ρ̃
− m̄1Ē

ρ̄
+
m̄1Ē
ρ̄2

z1 −
Ē
ρ̄
z2 −

m̄1

ρ̄
z3

)
x1

+

(
p̃
m̃1

ρ̃
− p̄ m̄1

ρ̄
− p̄ρ̄

m̄1

ρ̄
z1 + p̄

m̄1

ρ̄2
z1 − p̄m̄1

m̄1

ρ̄
z2 −

p̄

ρ̄
z2 − p̄Ē

m̄1

ρ̄
z3

)
x1

− ṽ1Q1

=
[
−v̄1z1+z2

ρ̃

(
γz3 − (γ − 1)v̄1z2 − Rγ

γ−1 θ̄z1 + γ−2
2 v̄2

1z1

)
− (γ − 1)ṽ1

(−v̄1z1+z2)2

2ρ̃

]
x1

−(2µ+ λ)εv̄1x1x1

−v̄1z1 + z2

ρ̃
− ṽ1

(
3− γ

2ρ̃
(−v̄1z1 + z2)2

)
x1

= O(1)
[
|v̄1x1 ||(z1, z2, z3)|2 + |(z1, z2, z3)||(z1x1 , z2x1 , z3x1)|+ ε|v̄1x1x1 ||(z1, z2)|

]
.
(3.14)

Remark 3.2. With the approximate solution profile (ρ̃, ṽ1, θ̃) of the full compressible Navier-
Stokes-Fourier equations (1.1) combined by both the approximate rarefaction wave and hy-
perbolic wave, the error terms in (3.13) and (3.14) are good enough to obtain the desired
uniform estimates with respect to the dissipation coefficients for the justification of the van-
ishing dissipation limit.
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Finally, by the estimate of the hyperbolic wave in Lemma 3.2 and noting that δ = ε
1
6 | ln ε|

in the present paper, we have

|zi| ≤ CT
ε

δ3/2
= CT ε

3
4 | ln ε|−

3
2 ≤ 1

4
ρ−, i = 1, 2, 3,

provided that ε� 1. Then we have from (3.10) that

0 <
3

4
ρ− = ρ− −

1

4
ρ− ≤ ρ̃ = ρ̄+ z1 ≤ ρ+ +

1

4
ρ−, |ṽ1| ≤ C1, (3.15)

since 0 < ρ− ≤ ρ̄ ≤ ρ+ and |v̄1| ≤ C. Similarly, since 0 < θ− ≤ θ̄ ≤ θ+, we have from Lemma
3.2 and (3.10) that

0 <
3

4
θ− ≤ θ̃ ≤ θ+ +

1

4
θ−, (3.16)

provided that ε � 1. The uniform boundedness in (3.15) and (3.16) for the solution profile

(ρ̃, ṽ1, θ̃), in particular, the lower bound of the approximate density and temperature are quite
important for the existence of solution to the 3D Navier-Stokes-Fourier system (1.1) around
this profile.

4. Proof of Theorem 2.1

As the first step of the proof of Theorem 2.1 we reformulate the problem as the perturbation
of the solution (ρε,vε, θε) to the 3D Navier-Stokes-Fourier system (1.1) around the approx-

imate wave profile (ρ̃, ṽ := (ṽ1, 0, 0)>, θ̃)(t, x1) defined in (3.9) and (3.11). In the setting of
classical solutions, we can rewrite the 3D compressible Navier-Stokes-Fourier system (1.1) as


ρt + div(ρv) = 0,

(ρv)t + div(ρv ⊗ v) +R∇(ρθ) = µε4v + (µ+ λ)ε∇divv,
R

γ − 1
[(ρθ)t + div(ρθv)] +Rρθdivv = κε4θ +

µε

2
|∇v + (∇v)>|2 + λε(divv)2.

(4.1)

Denote the perturbation of (ρε,vε, θε) around (ρ̃, ṽ, θ̃)(t, x1) by

ϕ(t, x) := ρε(t, x)− ρ̃(t, x1),

Ψ(t, x) = (ψ1, ψ2, ψ3)>(t, x) := vε(t, x)− ṽ(t, x) = (vε1, v
ε
2, v

ε
3)>(t, x)− (ṽ1, 0, 0)>(t, x1),

ξ(t, x) := θε(t, x)− θ̃(t, x1),
(4.2)

then the solution (ρε,vε, θε) to the full compressible Navier-Stokes-Fourier system (1.1) or
(4.1) has the initial data given by (2.22). For the sake of simplicity, the superscript ε will
be dropped in (ρε,vε, θε) when there is no confusion. From (4.1) and (3.11), the following
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system for (ϕ,Ψ, ξ)(t, x) can be derived:

ϕt + v · ∇ϕ+ ρdivΨ + ρ̃x1ψ1 + ṽ1x1ϕ = 0,

ρΨt + ρv · ∇Ψ +Rθ∇ϕ+Rρ∇ξ + (ρṽ1x1ψ1, 0, 0)> +

(
Rρ̃x1

(
θ − ρ

ρ̃
θ̃

)
, 0, 0

)>
= µε4Ψ + (µ+ λ)ε∇divΨ +

(
(2µ+ λ)ε

(
−v̄1z1+z2

ρ̃

)
x1x1

, 0, 0

)>
−
(

(2µ+ λ)ε
v̄1x1x1
ρ̃ ϕ, 0, 0

)>
−
(
Q1

ρ
ρ̃ , 0, 0

)>
,

R

γ − 1
(ρξt + ρv · ∇ξ) +RρθdivΨ +

R

γ − 1
ρθ̃x1ψ1 +Rρṽ1x1ξ

= κε4ξ + µε
2 |∇Ψ + (∇Ψ)>|2 + λε(divΨ)2 + 2ṽ1x1(2µεψ1x1 + λεdivΨ)

+F1 + F2 − ρ
ρ̃Q2,

(4.3)

supplemented with the initial data

(ϕ,Ψ, ξ)(0, x) = (ϕ0,Ψ0, ξ0)(x), (4.4)

where

F1 := −κε(θ̃x1x1 − θ̄x1x1)− (2µ+ λ)ε(ṽ2
1x1 − v̄

2
1x1)

=
γ − 1

R
κε

{
1

ρ̃

[(
1

2
v̄2

1 −
R

γ − 1
θ̄

)
z1 − v̄1z2 + z3

]}
x1x1

− γ − 1

2R
κε

[(
−v̄1z1 + z2

ρ̃

)2
]
x1x1

+ 2(2µ+ λ)εv̄1x1

(
−v̄1z1 + z2

ρ̃

)
x1

+ (2µ+ λ)ε

[(
−v̄1z1 + z2

ρ̃

)
x1

]2

(4.5)

= O(ε)
[
|(z1x1x1 , z2x1x1 , z3x1x1)|+ |(z1x1 , z2x1)|2 + |v̄1x1(z1x1 , z2x1 , z3x1)|

+ |v̄1x1(z1, z2, z3)|2
]
,

F2 := −κεθ̄x1x1
ρ̃

ϕ− (2µ+ λ)ε
v̄2

1x1

ρ̃
ϕ. (4.6)

We choose the initial perturbation (ϕ0,Ψ0, ξ0)(x) such that (2.23) is satisfied. We note that
the solution to (4.3), (4.4) and (2.23) will be constructed in the functional space Π(0, T )
defined by

Π(0, t1) =
{

(ϕ,Ψ, ξ)| (ϕ,Ψ, ξ) ∈ C0([0, t1];H2(Ω)), (∇Ψ,∇ξ) ∈ L2(0, t1;H2(Ω))
}
,∀t1 ∈ (0, T ].

To carry out the analysis, we first set the a priori assumptions:

sup
t∈[0,t1(ε)]

‖(ϕ,Ψ, ξ)(t)‖L∞ � 1,

sup
t∈[0,t1(ε)]

‖(∇ϕ,∇Ψ,∇ξ)(t)‖ ≤ εa1 | ln ε|−1,

sup
t∈[0,t1(ε)]

‖(∇2ϕ,∇2Ψ,∇2ξ)(t)‖ ≤ εa2 | ln ε|−1,

(4.7)
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where [0, t1(ε)] is the time-interval of existence of solutions and may depend on ε, and both
a1 and a2 are positive constants to be determined. Note that the above a priori assumptions
(4.7) with different rates are very important to control the nonlinear terms for justifying the
vanishing dissipation limit in the 3D case, which dorminate the decay rate of the vanishing
dissipation limit. Under the a priori assumptions (4.7) and the boundedness in (3.15) and
(3.16), we can get

0 <
1

2
ρ− ≤ ρ = ϕ+ ρ̃ ≤ ρ+ +

1

2
ρ−, 0 <

1

2
θ− ≤ θ = ξ + θ̃ ≤ θ+ +

1

2
θ−, |v| ≤ C, (4.8)

because we can take ‖(ϕ,Ψ, ξ)‖L∞ ≤ min{1
4ρ−,

1
4θ−}. The above uniform bounds of the

density ρ imply that the two equations (4.1)2 and (4.1)3 are strictly parabolic, which ensures
the existence of classical solution to the hyperbolic-parabolic coupled perturbation system
(4.3). To prove our main result Theorem 2.1, it is sufficient to prove the following result.

Theorem 4.1. (Global existence and uniform estimates) There exists a positive constant

ε1 < 1 such that if 0 < ε ≤ ε1 and under the choice δ = ε
1
6 | ln ε| for the approximate

rarefaction wave in (2.18), the perturbation problem (4.3)-(4.4) has a unique global solution
(ϕ,Ψ, ξ) ∈ Π(0, T ) satisfying

sup
0≤t≤T

‖(ϕ,Ψ, ξ)(t)‖2 +

∫ T

0

[
‖v̄1/2

1x1
(ϕ,ψ1, ξ)‖2 + ε‖(∇Ψ,∇ξ)‖2

]
dt

≤ CT ε
17
6 | ln ε|−7 + C‖(ϕ0,Ψ0, ξ0)‖2,

sup
0≤t≤T

‖(∇iϕ,∇iΨ,∇iξ)(t)‖2 +

∫ T

0

[
‖v̄1/2

1x1
∇iϕ‖2 + ε‖(∇1+iΨ,∇1+iξ)‖2

]
dt

≤ CT ε
17−7i

6 | ln ε|−7−i + C‖(∇iϕ0,∇iΨ0,∇iξ0)‖2, i = 1, 2,

(4.9)

for some constant CT > 0 that is independent of ε and δ, but may depend on T .

Once Theorem 4.1 is proved, by the initial perturbation satisfying (2.23) and the Sobolev
inequality in dimension three (cf. [39]), we have from (4.9) that

sup
0≤t≤T

‖(ϕ,Ψ, ξ)(t, x)‖L2(Ω) = O(1)ε
17
12 | ln ε|−

7
2 , (4.10)

and

sup
0≤t≤T

‖(ϕ,Ψ, ξ)(t, x)‖L∞(Ω)

≤ C sup
0≤t≤T

[
‖(ϕ,Ψ, ξ)‖

1
2 ‖(∇ϕ,∇Ψ,∇ξ)‖

1
2 + ‖(∇ϕ,∇Ψ,∇ξ)‖

1
2 ‖(∇2ϕ,∇2Ψ,∇2ξ)‖

1
2

]
≤ CT ε

9
8 | ln ε|−

15
4 + CT ε

13
24 | ln ε|−

17
4 = O(1)ε

13
24 | ln ε|−

17
4 .

(4.11)
Then by (4.10), Lemma 3.1 (iii) and Lemma 3.2 that∥∥∥(ρ,v, θ)(t, x)− (ρr,vr, θr)

(x1

t

)∥∥∥
L2(Ω)

≤ ‖(ϕ,Ψ, ξ)(t, x)‖L2(Ω) + C‖(z1, z2, z3)(t, x1)‖L2(R)

+
∥∥∥(ρ̄, v̄1, θ̄)(t, x1)− (ρr, vr1, θ

r)
(x1

t

)∥∥∥
L2(R)

(4.12)

≤ CT ε
17
12 | ln ε|−

7
2 + CT

ε

δ
+ Cδ

1
2 = O(1)ε

1
12 | ln ε|

1
2 ,
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and by (4.11), Lemma 3.1 (iii) and Lemma 3.2 that∥∥∥(ρ,v, θ)(t, x)− (ρr,vr, θr)
(x1

t

)∥∥∥
L∞(Ω)

≤ ‖(ϕ,Ψ, ξ)(t, x)‖L∞(Ω) + C‖(z1, z2, z3)(t, x1)‖L∞(R)

+
∥∥∥(ρ̄, v̄1, θ̄)(t, x1)− (ρr, vr1, θ

r)
(x1

t

)∥∥∥
L∞(R)

(4.13)

≤ CT ε
13
24 | ln ε|−

17
4 + CT

ε

δ3/2
+ Cδt−1[ln(1 + t) + | ln δ|]

= O(1)ε
1
6 | ln ε|2,

which completes the proof of Theorem 2.1.
We remark that even though the decay rate with respect to ε in (4.11) for the perturbation

around the approximate rarefaction wave and the hyperbolic wave is higher than the final
vanishing dissipation rate in (4.13), all the a priori estimates are performed and the nonlinear

terms are controlled under the choice of the parameter δ = ε
1
6 | ln ε| in the approximate

rarefaction wave (2.18). In other words, here the decay rate with respect to the dissipation
parameters in the 3D case is determined by the nonlinear terms in the original variables x and
t, which is quite different from the two-dimensional case for the scaled variables in [30, 33]
where the final decay rate with respect to the viscosities is dominated by the error terms
due to the inviscid rarefaction wave profile and the hyperbolic wave. Moreover, the vanishing
dissipation rate of the self-similar rarefaction wave fan in (4.13) for the 3D full compressible
Navier-Stokes-Fourier equations (1.1) seems optimal at least in our framework.

In fact, to control the nonlinear term in (5.15) of Section 5 below, we need

−1

3
+

4

3
a2 ≥ 0, (4.14)

which is equivalent to a2 ≥ 1
4 . Also, in order to close the a priori assumption (4.7), by the

estimates of the nonlinear terms in (5.16), (5.17), (5.18) and (5.19) and noting that δ = εb| ln ε|
from (2.19), we also require

2− 9b ≥ 2a2,

that is,

b ≤ 2− 2a2

9
. (4.15)

Therefore, by (4.14) and (4.15), it is optimal to take a2 = 1
4 in (4.7) and then b = 1

6 in (2.19)

for the approximate rarefaction wave (2.18), i.e. δ = ε
1
6 | ln ε| as we choose. Correspondingly,

by the estimate of the nonlinear term in (5.9) of Section 5 below, we need

−3

5
+

2

5
a1 +

6

5
a2 ≥ 0,

that is,

2a1 ≥ 3− 6a2 =
3

2
.

Thus we can take a1 = 3
4 in (4.7). Then we can close our a priori assumptions (4.7) and

complete the proof of Theorem 2.1.
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Now it remains to prove Theorem 4.1. The local existence and uniqueness of the classical
solution to the hyperbolic-parabolic coupled system (4.3)-(4.4) is well-known and hence its
proof is omitted (c.f. [31, 36, 38]). Therefore, to prove Theorem 4.1, it suffices to obtain the
following uniform a priori estimates.

Proposition 4.1 (Uniform a priori estimates). Let (ϕ,Ψ, ξ) ∈ Π(0, t1(ε)) be a solution to
the problem (4.3)-(4.4) for some t1(ε) ∈ (0, T ]. There exists a constant ε2 > 0 independent of

ε, δ and t1(ε), such that, for 0 < ε ≤ ε2 and under the choice δ = ε
1
6 | ln ε| and the a priori

assumptions (4.7), it holds that

sup
0≤t≤t1(ε)

‖(ϕ,Ψ, ξ)(t)‖2 +

∫ t1(ε)

0

[
‖v̄1/2

1x1
(ϕ,ψ1, ξ)‖2 + ε‖(∇Ψ,∇ξ)‖2

]
dt

≤ CT ε
17
6 | ln ε|−7 + C‖(ϕ0,Ψ0, ξ0)‖2,

sup
0≤t≤t1(ε)

‖(∇iϕ,∇iΨ,∇iξ)(t)‖2 +

∫ t1(ε)

0

[
‖v̄1/2

1x1
∇iϕ‖2 + ε‖(∇1+iΨ,∇1+iξ)‖2

]
dt

≤ CT ε
17−7i

6 | ln ε|−7−i + C‖(∇iϕ0,∇iΨ0,∇iξ0)‖2, i = 1, 2,

(4.16)

for some constant CT > 0 that is independent of ε and δ, but may depend on T .

The proof of Proposition 4.1 will be given in the next section.

5. Proof of Uniform a priori Estimates in Proposition 4.1

We now give the proof of Proposition 4.1 for the uniform H2 a priori estimates. First in
subsection 5.1 we derive the lower order L2−estimates in Lemma 5.1, where the periodicity
of the domain Ω in x2 and x3 directions and the original non-scaled spatial variables are
crucial. Then in subsection 5.2 and subsection 5.3, the first-order and second-order derivative
estimates are proved in Lemma 5.2 and Lemma 5.3, respectively, thanks to the cancelations
between the flux terms, which are quite different from the 2D case in [30,33]. We remark that
the decay rate is determined by the nonlinear flux terms in the original variables for the 3D
limit here, but by the error terms in the scaled variables for the 2D case of [30,33].

5.1. Lower order estimates. We start with the lower order L2−relative entropy estimates.

Lemma 5.1. Under the assumption of Proposition 4.1, there exists a positive constant CT
independent of ε such that for 0 ≤ t ≤ t1(ε),

sup
0≤t≤t1(ε)

‖(ϕ,Ψ, ξ)(t)‖2 +

∫ t1(ε)

0

[
‖v̄1/2

1x1
(ϕ,ψ1, ξ)‖2 + ε‖(∇Ψ,∇ξ)‖2

]
dt

≤ CT
ε4

δ7
+ C‖(ϕ0,Ψ0, ξ0)‖2 = CT ε

17
6 | ln ε|−7 + C‖(ϕ0,Ψ0, ξ0)‖2.

(5.1)

Proof. For ideal polytropic flows,

S = −R ln ρ+
R

γ − 1
ln θ +

R

γ − 1
ln
R

A
, p = Rρθ = Aργ exp

(γ − 1

R
S
)
.
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Denote

X =
(
ρ, ρv1, ρv2, ρv3, ρ

( R

γ − 1
θ +
|v|2

2

))>
,

Y =
(
ρv, ρvv1 + pI1, ρvv2 + pI2, ρvv3 + pI3, ρv

( R

γ − 1
θ +
|v|2

2

)
+ pv

)>
,

where I1 = (1, 0, 0)>, I2 = (0, 1, 0)> and I3 = (0, 0, 1)>. Then we can rewrite the system (1.1)
as

Xt + divY =


0

µε4v1 + (µ+ λ)εdivvx1
µε4v2 + (µ+ λ)εdivvx2
µε4v3 + (µ+ λ)εdivvx3

κε4θ + div(vS)

 .

Define a relative entropy-entropy flux pair (η∗, q∗) as


η∗ = θ̃

{
−ρS + ρ̃S̃ +∇X(ρS)

∣∣∣
X=X̃

· (X− X̃)
}
,

q∗j = θ̃
{
−ρvjS + ρ̃ṽjS̃ +∇X(ρS)

∣∣∣
X=X̃

· (Yj − Ỹj)
}

j = 1, 2, 3.

From the following

(ρS)ρ = S +
|v|2

2θ
− Rγ

γ − 1
, (ρS)mi = −vi

θ
, i = 1, 2, 3, (ρS)E =

1

θ
,

with mi = ρvi (i = 1, 2, 3) and E = ρ
(

R
γ−1θ + |v|2

2

)
, we have



η∗ =
R

γ − 1
ρθ − θ̃ρS + ρ

[(
S̃ − Rγ

γ − 1

)
θ̃ +
|v − ṽ|2

2

]
+Rρ̃θ̃

= Rρθ̃Φ
( ρ̃
ρ

)
+

R

γ − 1
ρθ̃Φ

(θ
θ̃

)
+

1

2
ρ|v − ṽ|2,

q∗ = vη +R(v − ṽ)(ρθ − ρ̃θ̃),

where Φ(·) is the strictly convex function Φ(s) = s − ln s − 1. Then, for X in any closed
bounded region in Ξ = {X : ρ > 0, θ > 0}, there exists a positive constant C0 such that

C−1
0 |(ϕ,Ψ, ξ)|

2 ≤ η∗ ≤ C0|(ϕ,Ψ, ξ)|2.
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A straightforward computation shows that

η∗t + divq∗ − div
[
Ψ(2µεD(Ψ) + λεdivΨI) +

κεξ

θ
∇ξ
]

+
θ̃

θ

(µε
2
|∇Ψ + (∇Ψ)>|2 + λε(divΨ)2

)
+
κεθ̃

θ2
|∇ξ|2 + ṽ1x1

[
ρψ2

1 +R(γ − 1)ρθ̃Φ
( ρ̃
ρ

)
+Rρθ̃Φ

(θ
θ̃

)]
+ θ̃x1ρψ1

(
R ln

ρ̃

ρ
+

R

γ − 1
ln
θ

θ̃

)
=

2ṽ1x1

θ
ξ(2µεψ1x1 + λεdivΨ) +

κε

θ2
θ̃x1ξξx1 −

(2µ+ λ)ε

ρ̃
v̄1x1x1ϕψ1

+(2µ+ λ)ε
(−v̄1z1 + z2

ρ̃

)
x1x1

ψ1 − ρψ1Q1 +
(
F1 + F2 −

ρ

ρ̃
Q2

)ξ
θ

+
ρ

ρ̃

[
(γ − 1)Φ

( ρ̃
ρ

)
− Φ

( θ̃
θ

)] [
κεθ̄x1x1 + (2µ+ λ)εv̄2

1x1 +Q2

]
.

(5.2)
There exists a positive constant C > 0 such that

ṽ1x1

[
ρψ2

1 +R(γ − 1)ρθ̃Φ
( ρ̃
ρ

)
+Rρθ̃Φ

(θ
θ̃

)]
+ θ̃x1ρψ1

(
R ln

ρ̃

ρ
+

R

γ − 1
ln
θ

θ̃

)
≥ 2C−1v̄1x1(ϕ2 + ψ2

1 + ξ2) +
(−v̄1z1 + z2

ρ̃

)
x1

[
ρψ2

1 +R(γ − 1)ρθ̃Φ
( ρ̃
ρ

)
+Rρθ̃Φ

(θ
θ̃

)]
+(γ − 1)v̄1x1

[((1
2 v̄

2
1 − R

γ−1 θ̄
)
z1 − v̄1z2 + z3

ρ̃
− (−v̄1z1 + z2)2

2ρ̃2

)(
(γ − 1)ρΦ

( ρ̃
ρ

)
+ ρΦ

(θ
θ̃

))]
+
[1

ρ̃

((1

2
v̄2

1 −
R

γ − 1
θ̄
)
z1 − v̄1z2 + z3

)
− (−v̄1z1 + z2)2

2ρ̃2

]
x1
ρψ1

(
(γ − 1) ln

ρ̃

ρ
+ ln

θ

θ̃

)
≥ C−1v̄1x1(ϕ2 + ψ2

1 + ξ2)− C|(z1x1 , z2x1 , z3x1)|(ϕ2 + ψ2
1 + ξ2),

provided that ε is sufficiently small. Integrating (5.2) over [0, t] × Ω and using the above
relation imply that

‖(ϕ,Ψ, ξ)(t)‖2 +

∫ t

0

[
‖v̄1/2

1x1
(ϕ,ψ1, ξ)‖2 + ε‖(∇Ψ,∇ξ)‖2

]
dt

≤ C‖(ϕ0,Ψ0, ξ0)‖2 + C
∣∣∣ ∫ t

0

∫
Ω

[2ṽ1x1

θ
ξ(2µεψ1x1 + λεdivΨ) +

κε

θ2
θ̃x1ξξx1

]
dxdt

∣∣∣
+ C

∣∣∣ ∫ t

0

∫
Ω

[(2µ+ λ)ε

ρ̃
v̄1x1x1ϕψ1

]
dxdt

∣∣∣
+ C

∣∣∣ ∫ t

0

∫
Ω

[
(2µ+ λ)ε

(−v̄1z1 + z2

ρ̃

)
x1x1

ψ1

]
dxdt

∣∣∣
+ C

∣∣∣ ∫ t

0

∫
Ω

[
− ρψ1Q1 +

(
F1 + F2 −

ρ

ρ̃
Q2

)ξ
θ

]
dxdt

∣∣∣
+ C

∣∣∣ ∫ t

0

∫
Ω

[ρ
ρ̃

[
(γ − 1)Φ

( ρ̃
ρ

)
− Φ

( θ̃
θ

)] [
κεθ̄x1x1 + (2µ+ λ)εv̄2

1x1 +Q2

] ]
dxdt

∣∣∣
+ C

∣∣∣ ∫ t

0

∫
Ω

[
|(z1x1 , z2x1 , z3x1)|(ϕ2 + ψ2

1 + ξ2)
]
dxdt

∣∣∣
:= C‖(ϕ0,Ψ0, ξ0)‖2 +

6∑
i=1

Ii.

(5.3)
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First, it follows from the Young inequality, Lemma 3.1 and Lemma 3.2 that

I1 ≤
ε

20

∫ t

0
‖(∇Ψ,∇ξ)‖2dt+ Cε

∫ t

0
‖(ṽ1x1 , θ̃x1)ξ‖2dt

≤ ε

20

∫ t

0
‖(∇Ψ,∇ξ)‖2dt+ Cε

∫ t

0
‖v̄1x1ξ‖2dt+ Cε

∫ t

0
‖(z1x1 , z2x1 , z3x1)ξ‖2dt

≤ ε

20

∫ t

0
‖(∇Ψ,∇ξ)‖2dt+ Cε sup

0≤t≤T
‖v̄1x1‖L∞

∫ t

0
‖v̄1/2

1x1
ξ‖2dt+ CT

ε3

δ5
sup

0≤t≤t1(ε)
‖ξ‖2

≤ ε

20

∫ t

0
‖(∇Ψ,∇ξ)‖2dt+ Cε

5
6 | ln ε|−1

∫ t

0
‖v̄1/2

1x1
ξ‖2dt+ CT ε

13
6 | ln ε|−5 sup

0≤t≤t1(ε)
‖ξ‖2,

and also

I2 ≤ CT ε sup
0≤t≤T

‖v̄1x1x1‖L∞ sup
0≤t≤t1(ε)

‖(ϕ,ψ1)‖2 ≤ CT ε
2
3 | ln ε|−2 sup

0≤t≤t1(ε)
‖(ϕ,ψ1)‖2,

I3 ≤
1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT ε

2

∫ t

0

∫
R

∣∣∣(−v̄1z1 + z2

ρ̃

)
x1x1

∣∣∣2dx1dt

≤ 1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT

ε4

δ6
≤ 1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT ε

3| ln ε|−6.

By (3.13) and (3.14), it holds that∣∣∣ ∫ t

0

∫
Ω
ρψ1Q1dxdt

∣∣∣ ≤ 1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT

∫ t

0

∫
R

∣∣∣[(v̄1z1 − z2)2

ρ̃

]
x1

∣∣∣2dx1dt

≤ 1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT

ε4

δ7
≤ 1

20
sup

0≤t≤t1(ε)
‖ψ1‖2 + CT ε

17
6 | ln ε|−7.

Then we can obtain the estimate of I4,

I4 ≤
1

20
sup

0≤t≤t1(ε)
‖(ϕ,ψ1, ξ)‖2 + CT ε

17
6 | ln ε|−7.

Moreover, it holds that

I5 ≤ C
∫ t

0
(ε‖(θ̄x1x1 , v̄2

1x1)‖L∞ + ‖Q2‖L∞)‖(ϕ, ξ)‖2dt ≤ CT ε
2
3 | ln ε|−2 sup

0≤t≤t1(ε)
‖(ϕ, ξ)‖2.

By Lemma 3.1 and Lemma 3.2, one has

I6 ≤ CT sup
0≤t≤T

‖(z1x1 , z2x1 , z3x1)‖L∞(R) sup
0≤t≤t1(ε)

‖(ϕ,ψ1, ξ)‖2

≤ CT ε
7
12 | ln ε|−

5
2 sup

0≤t≤t1(ε)
‖(ϕ,ψ1, ξ)‖2.

Substituting the above estimates for Ii (i = 1, 2, · · · , 6) into (5.3) and taking ε suitably small,
we can prove (5.1) in Lemma 5.1. �

Remark 5.1. If the hyperbolic scaled variables for the space and time, i.e., x
ε and t

ε , are still
used to normalize the dissipation coefficients to be O(1) order as in our previous work [30,33]
for the 2D limit case, then the exactly same proof as in [30,33] could not be applied here due to
the spatial 3D setting. Alternatively, the a priori estimates here would be carried out for the
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original non-scaled variables (x, t) and then the dissipation terms are more singular compared
with the 2D scaled case in [30, 33]. Consequently more accurate a priori assumptions with
respect to the dissipations as in (4.7) are crucially needed and some new observations on the
cancellations of the physical structures for the flux terms and viscous terms are essentially
used to justify the 3D limit.

Remark 5.2. The hyperbolic wave (z1, z2, z3) are crucially utilized in Lemma 5.1. Without
this hyperbolic wave and using only the planar rarefaction wave (ρ̄, v̄1, θ̄) as the profile, the
decay rate of the error terms in Lemma 5.1 would not be good enough, and we could not
achieve the estimates that are uniform in the dissipation coefficients, which is quite different
from the 1D case where the hyperbolic wave is not necessary in order to justify the limit
process.

5.2. First-order derivative estimates. In this subsection, we derive the first-order deriv-
ative estimates, which are quite different from our previous paper for the 2D case in [30, 33].
In order to obtain the decay rate, here we mainly apply the cancellations between the flux
terms in the mass equation, momentum equation and the energy equation in (1.1) due to the
physical structures of the system. While for the 2D case in our previous work [30, 33], we
crucially used the cancellations between the flux terms and viscosity terms since both the flux
and viscous terms are the same order in the scaled independent variables xi

ε (i = 1, 2, 3) and
t
ε .

Lemma 5.2. Under the assumption of Proposition 4.1, there exists a positive constant CT
independent of ε, such that for 0 ≤ t ≤ t1(ε),

sup
0≤t≤t1(ε)

‖(∇ϕ,∇Ψ,∇ξ)(t)‖2 +

∫ t1(ε)

0

[
‖v̄1/2

1x1
∇ϕ‖2 + ε‖(∇2Ψ,∇2ξ)‖2

]
dt

≤ CT
ε3

δ8
+ C‖(∇ϕ0,∇Ψ0,∇ξ0)‖2 = CT ε

5
3 | ln ε|−8 + C‖(∇ϕ0,∇Ψ0,∇ξ0)‖2.

(5.4)

Proof. Multiplying the equation (4.3)2 by −4Ψ leads to

(
ρ
|∇Ψ|2

2

)
t
− div

(
ρψit∇ψi + ρviψjxi∇ψj − ρv

|∇Ψ|2

2
+ (µ+ λ)εdivΨ∇divΨ

− (µ+ λ)εdivΨ4Ψ
)

+ µε|4Ψ|2 + (µ+ λ)ε|∇divΨ|2 −Rθ∇ϕ · 4Ψ−Rρ∇ξ · 4Ψ

= −ϕxiΨxi ·Ψt − ρ̃x1Ψx1 ·Ψt − viψjxi∇ρ · ∇ψj − ρψjxi∇ψi · ∇ψj − ρṽ1x1 |Ψx1 |2

+ ρṽ1x1ψ14ψ1 +Rρ̃x1

(
θ − ρ

ρ̃
θ̃
)
4ψ1 − (2µ+ λ)ε

(−v̄1z1 + z2

ρ̃

)
x1x1
4ψ1

+ (2µ+ λ)εv̄1x1x1

ϕ

ρ̃
4ψ1 +Q1

ρ

ρ̃
4ψ1

:= I(t, x).

(5.5)
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We now take the gradient in the first equation of (4.3) and then multiply it by Rθ
ρ ∇ϕ to

obtain

(Rθ
ρ

|∇ϕ|2

2

)
t
+ div

(Rθ
ρ

v
|∇ϕ|2

2
−Rθϕxi∇ψi

)
+ (Rθ∇ϕ · ∇ψi)xi

+
R(γ − 1)θ

ρ
v̄1x1

|∇ϕ|2

2
+
Rθ

ρ
v̄1x1ϕ

2
x1 +Rθ∇ϕ · 4Ψ

= −R(γ − 1)θ

ρ
divΨ

|∇ϕ|2

2
− Rθ

ρ
ϕxi∇ϕ · ∇ψi +Rξxi∇ϕ · ∇ψi −Rϕxi∇ξ · ∇ψi

+
γ − 1

ρ2

|∇ϕ|2

2

[
κε4ξ + κεθ̃x1x1 +

µε

2
|∇Ψ + (∇Ψ)>|2 + λε(divΨ)2

+ 2ṽ1x1(2µεψ1x1 + λεdivΨ) + (2µ+ λ)ε(ṽ1ṽ1x1)x1

]
+Rθ̃x1∇ϕ · ∇ψ1

−Rθ̃x1∇ϕ ·Ψx1 −
Rθ

ρ

(−v̄1z1 + z2

ρ̃

)
x1
ϕ2
x1 −

R(γ − 1)θ

ρ

(−v̄1z1 + z2

ρ̃

)
x1

|∇ϕ|2

2

− Rθ

ρ
ρ̃x1ϕx1divΨ− Rθ

ρ
ρ̃x1x1ψ1ϕx1 −

Rθ

ρ
ρ̃x1∇ϕ · ∇ψ1 −

Rθ

ρ
ṽ1x1x1ϕϕx1

:= J(t, x).

(5.6)

Multiplying the third equation of (4.3) by −1
θ4ξ, one has

( R

γ − 1

ρ

θ

|∇ξ|2

2

)
t
− div

( R

γ − 1

ρ

θ
ξt∇ξ +

R

γ − 1

ρ

θ
viξxi∇ξ −

R

γ − 1

ρ

θ
v
|∇ξ|2

2

+RρdivΨ∇ξ +Rρ∇ψiξxi
)

+ (Rρ∇ψi · ∇ξ)xi +
κε

θ
|4ξ|2 +Rρ∇ξ · 4Ψ

=
−R
γ − 1

1

θ
∇ϕ · ∇ξξt −

R

γ − 1

1

θ
ρ̃x1ξx1ξt +

R

γ − 1

ρ

θ2
|∇ξ|2ξt +

R

γ − 1

ρ

θ2
θ̃x1ξx1ξt

− R

γ − 1

1

θ
viξxi∇ρ · ∇ξ +

R

γ − 1

ρ

θ2
viξxi∇θ · ∇ξ −

R

γ − 1

ρ

θ
ξxi∇ψi · ∇ξ

− R

γ − 1

ρ

θ
ṽ1x1 |ξx1 |2 +

Rρ

θ
divΨ

|∇ξ|2

2
+
Rρ

θ
ṽ1x1

|∇ξ|2

2
− 1

θ2

|∇ξ|2

2

[
κε4ξ + κεθ̃x1x1

+
µε

2
|∇Ψ + (∇Ψ)>|2 + λε(divΨ)2 + 2ṽ1x1(2µεψ1x1 + λεdivΨ) + (2µ+ λ)ε(ṽ1ṽ1x1)x1

]
−RdivΨ∇ϕ · ∇ξ −Rρ̃x1ξx1divΨ +Rϕxi∇ψi · ∇ξ +Rρ̃x1∇ψ1 · ∇ξ −R∇ϕ · ∇ψiξxi

−Rρ̃x1ψix1ξxi +
R

γ − 1

ρ

θ
θ̃x1ψ14ξ +

Rρ

θ
ṽ1x1ξ4ξ −

µε

2θ
|∇Ψ + (∇Ψ)>|24ξ

− λε

θ
(divΨ)24ξ − 2ṽ1x1

θ
(2µεψ1x1 + λεdivΨ)4ξ − F1 + F2

θ
4ξ +

ρ

ρ̃θ
Q24ξ

:= K(t, x).
(5.7)
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Now we add (5.5), (5.6) and (5.7) together, then take the integration over [0, t]×Ω to obtain

‖(∇ϕ,∇Ψ,∇ξ)(t)‖2 +

∫ t

0

[
‖v̄1/2

1x1
∇ϕ‖2 + ε‖(∇2Ψ,∇2ξ)‖2

]
dt

≤ C‖(∇ϕ0,∇Ψ0,∇ξ0)‖2 + C
∣∣∣ ∫ t

0

∫
Ω
I(t, x) + J(t, x) +K(t, x)dxdt

∣∣∣, (5.8)

where I, J and K are defined in (5.5), (5.6) and (5.7), respectively.
We now make estimates on the right hand side of (5.8). First, it holds that

C
∣∣∣ ∫ t

0

∫
Ω

Rθ

ρ
ϕxi∇ϕ · ∇ψidxdt

∣∣∣ ≤ C ∫ t

0
‖∇ϕ‖‖∇ϕ‖L4‖∇Ψ‖L4dt

≤ C
∫ t

0
‖∇ϕ‖‖∇ϕ‖1/4‖∇ϕ‖3/41 ‖∇Ψ‖1/4‖∇Ψ‖3/41 dt

≤ ε

160

∫ t

0
‖∇Ψ‖21dt+ Cε−3/5

∫ t

0
‖∇ϕ‖2‖∇ϕ‖6/51 ‖∇Ψ‖2/5dt

≤ ε

160

∫ t

0
‖∇Ψ‖21dt+ CT ε

− 3
5

+ 2
5
a1+ 6

5
a2 | ln ε|−8/5 sup

0≤t≤t1(ε)
‖∇ϕ‖2,

(5.9)

where we have used Hölder’s inequality, Sobolev’s inequality and Young’s inequality and in
the last inequality we fully used the a priori assumptions (4.7) which is one of the key points
in the present paper. Similarly, the a priori assumptions (4.7) will be utilized to estimate the
nonlinear terms in the sequel. Then one has

C
∣∣∣ ∫ t

0

∫
Ω

(γ − 1)κε

ρ2

|∇ϕ|2

2
4ξdxdt

∣∣∣ ≤ ε

160

∫ t

0
‖∇2ξ‖2dt+ Cε

∫ t

0
‖∇ϕ‖4L4dt

≤ ε

160

∫ t

0
‖∇2ξ‖2dt+ Cε

∫ t

0
‖∇ϕ‖‖∇ϕ‖31dt

≤ ε

160

∫ t

0
‖∇2ξ‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖2 + CT ε

2 sup
0≤t≤t1(ε)

‖∇ϕ‖61

≤ ε

160

∫ t

0
‖∇2ξ‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖2 + CT ε

2(ε1/4| ln ε|−1)6.

By Lemma 3.1 and Lemma 3.2 we have

C
∣∣∣ ∫ t

0

∫
Ω

(γ − 1)κε

ρ2
θ̃x1x1

|∇ϕ|2

2
dxdt

∣∣∣ ≤ Cε∫ t

0
‖θ̃x1x1‖L∞‖∇ϕ‖2dt

≤ CT ε
(

1

δ2
+

ε

δ7/2

)
sup

0≤t≤t1(ε)
‖∇ϕ‖2 ≤ CT ε

2
3 | ln ε|−2 sup

0≤t≤t1(ε)
‖∇ϕ‖2.

Using the Hölder inequality, the Sobolev inequality and the Young inequality yields

C
∣∣∣ ∫ t

0

∫
Ω

(γ − 1)λε

ρ2

|∇ϕ|2

2
(divΨ)2dxdt

∣∣∣ ≤ Cε∫ t

0
‖∇ϕ‖‖∇ϕ‖L6‖∇Ψ‖2L6dt

≤ Cε
∫ t

0
‖∇ϕ‖‖∇ϕ‖1‖∇Ψ‖21dt ≤ Cε2| ln ε|−2

∫ t

0
‖∇Ψ‖21dt.
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By Hölder’s inequality, Sobolev’s inequality, Young’s inequality, Lemma 3.1 and Lemma 3.2,
it holds that

C
∣∣∣ ∫ t

0

∫
Ω

γ − 1

ρ2
ṽ1x1(2µεψ1x1 + λεdivΨ)|∇ϕ|2dxdt

∣∣∣
≤ Cε

∫ t

0
‖ṽ1x1‖L∞‖∇ϕ‖‖∇ϕ‖L4‖∇Ψ‖L4dt

≤ Cε
∫ t

0
‖ṽ1x1‖L∞‖∇ϕ‖‖∇ϕ‖1/4‖∇ϕ‖

3/4
1 ‖∇Ψ‖1/4‖∇Ψ‖3/41 dt

≤ ε

160

∫ t

0
‖∇Ψ‖21dt+ Cε

∫ t

0
‖ṽ1x1‖

8/5
L∞‖∇ϕ‖

2‖∇ϕ‖6/51 ‖∇Ψ‖2/5dt

≤ ε

160

∫ t

0
‖∇Ψ‖21dt+ CT ε

4
3 | ln ε|−

16
5 sup

0≤t≤t1(ε)
‖∇ϕ‖2.

By Lemma 3.1 and Lemma 3.2 one has

C
∣∣∣ ∫ t

0

∫
Ω

R(γ − 1)θ

ρ

(
−v̄1z1 + z2

ρ̃

)
x1

|∇ϕ|2

2
dxdt

∣∣∣ ≤ CT ε 7
12 | ln ε|−

5
2 sup

0≤t≤t1(ε)
‖∇ϕ‖2.

Then one has the following estimate, from Young’s inequality, Lemma 3.1, Lemma 3.2 and
Lemma 5.1,

C
∣∣∣ ∫ t

0

∫
Ω
Rθ̃x1∇ϕ · ∇ψ1dxdt

∣∣∣
≤ C

∫ t

0

∫
Ω
|θ̄x1∇ϕ · ∇ψ1|dxdt

+ C

∫ t

0

∫
Ω

∣∣∣ (1

ρ̃

((1

2
v2

1 −
R

γ − 1
θ̄
)
z1 − v̄1z2 + z3

)
− (−v̄1z1 + z2)2

2ρ̃2

)
x1

∇ϕ · ∇ψ1

∣∣∣dxdt
≤ 1

160

∫ t

0
‖v̄1/2

1x1
∇ϕ‖2dt+ C

1

δ

∫ t

0
‖∇ψ1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖2 + CT

ε2

δ5

∫ t

0
‖∇ψ1‖2dt

≤ 1

160

(
sup

0≤t≤t1(ε)
‖∇ϕ‖2 +

∫ t

0
‖v̄1/2

1x1
∇ϕ‖2dt

)
+ CT ε

5
3 | ln ε|−8.

Similarly,

C
∣∣∣ ∫ t

0

∫
Ω

Rθ

ρ
ρ̃x1x1ψ1ϕx1dxdt

∣∣∣
≤ C

∫ t

0

∫
Ω
|ρ̄x1x1ψ1ϕx1 |dxdt+ C

∫ t

0

∫
Ω
|z1x1x1ψ1ϕx1 |dxdt

≤ C 1

δ

∫ t

0

∫
Ω
|v̄1x1ψ1ϕx1 |dxdt+ C

∫ t

0
‖z1x1x1‖L∞‖ψ1‖‖ϕx1‖dt

≤ 1

160

∫ t

0
‖v̄1/2

1x1
ϕx1‖2dt+ C

1

δ2

∫ t

0
‖v̄1/2

1x1
ψ1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖ϕx1‖2 + CT

ε2

δ7
sup

0≤t≤t1(ε)
‖ψ1‖2

≤ 1

160

(
sup

0≤t≤t1(ε)
‖ϕx1‖2 +

∫ t

0
‖v̄1/2

1x1
ϕx1‖2dt

)
+ CT ε

5
2 | ln ε|−9.
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From Lemma 3.1 and Lemma 3.2, we obtain

C
∣∣∣ ∫ t

0

∫
Ω
ρṽ1x1 |Ψx1 |2dxdt

∣∣∣ ≤ C ∫ t

0
‖ṽ1x1‖L∞‖Ψx1‖2dt ≤ CT

ε3

δ8
≤ CT ε

5
3 | ln ε|−8.

Using Young’s inequality, Lemma 3.1 and Lemma 3.2 yields

C
∣∣∣ ∫ t

0

∫
Ω
ρṽ1x1ψ14ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ Cε−1

∫ t

0

(
‖v̄1x1ψ1‖2 +

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1
ψ1

∥∥∥2)
dt

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ Cε−1 1

δ

∫ t

0
‖v̄1/2

1x1
ψ1‖2dt+ CT ε

−1 ε
2

δ5
sup

0≤t≤t1(ε)
‖ψ1‖2

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ CT

ε3

δ8
≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ CT ε

5
3 | ln ε|−8.

Similarly, one has

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε
(−v̄1z1 + z2

ρ̃

)
x1x1
4ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ Cε

∫ t

0

∫
R

∣∣∣(−v̄1z1 + z2

ρ̃

)
x1x1

∣∣∣2dx1dt

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ CT ε

2| ln ε|−6,

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)εv̄1x1x1

ϕ

ρ̃
4ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ Cε

∫ t

0
‖v̄1x1x1ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ C

ε

δ3

∫ t

0
‖v̄1/2

1x1
ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ CT ε

10
3 | ln ε|−10

and

C
∣∣∣ ∫ t

0

∫
Ω
Q1

ρ

ρ̃
4ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ Cε−1

∫ t

0

∫
R

∣∣∣((−v̄1z1 + z2)2

ρ̃

)
x1

∣∣∣2dx1dt

≤ ε

160

∫ t

0
‖∇2ψ1‖2dt+ CT ε

11
6 | ln ε|−7.
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Applying Young’s inequality, Lemma 3.1 and Lemma 3.2 leads to

C
∣∣∣ ∫ t

0

∫
Ω
ρ̃x1 ṽ1x1ψ1ψ1x1dxdt

∣∣∣
≤ C

∫ t

0
‖ψ1x1‖2dt+ C

∫ t

0
‖ρ̄x1 ṽ1x1ψ1‖2dt+ CT sup

0≤t≤t1(ε)
‖z1x1 ṽ1x1ψ1‖2

≤ CT ε
11
6 | ln ε|−7 + C sup

0≤t≤T
‖v̄1x1‖L∞‖ṽ1x1‖2L∞

∫ t

0
‖v̄1/2

1x1
ψ1‖2dt

+ CT sup
0≤t≤t1(ε)

‖z1x1‖2L∞‖ṽ1x1‖2L∞‖ψ1‖2

≤ CT ε
11
6 | ln ε|−7 + CT ε

7
3 | ln ε|−10,

C
∣∣∣ ∫ t

0

∫
Ω

µε

ρ
ρ̃x1Ψx1 · 4Ψdxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2Ψ‖2dt+ Cε

∫ t

0
‖ρ̃x1‖2L∞‖Ψx1‖2dt

≤ ε

160

∫ t

0
‖∇2Ψ‖2dt+ CT ε

5
2 | ln ε|−9,

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε

ρ
ρ̃x1

(−v̄1z1 + z2

ρ̃

)
x1x1

ψ1x1dxdt
∣∣∣

≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

2 sup
0≤t≤T

∥∥∥ρ̃x1(−v̄1z1 + z2

ρ̃

)
x1x1

∥∥∥2

≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

8
3 | ln ε|−8,

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε

ρρ̃
ρ̃x1 v̄1x1x1ϕψ1x1dxdt

∣∣∣
≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

2

∫ t

0
‖ρ̃x1‖2L∞‖v̄1x1x1ϕ‖2dt

≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

2
( 1

δ2
+
ε2

δ5

) 1

δ3

∫ t

0
‖v̄1/2

1x1
ϕ‖2dt

≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

4| ln ε|−12,

and

C
∣∣∣ ∫ t

0

∫
Ω

1

ρ̃
Q1ρ̃x1ψ1x1dxdt

∣∣∣
≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT sup

0≤t≤T

∥∥∥(1

ρ̃
(−v̄1z1 + z2)2

)
x1
ρ̃x1

∥∥∥2

≤ 1

160
sup

0≤t≤t1(ε)
‖ψ1x1‖2 + CT ε

5
2 | ln ε|−9.
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Moreover, the remaining terms in (5.8) can be estimated similarly, and we omit the details for
the sake of conciseness. Then substituting all these estimates into (5.8), using the standard
elliptic estimates ‖4Ψ‖ ∼ ‖∇2Ψ‖ and ‖4ξ‖ ∼ ‖∇2ξ‖ and taking ε suitably small, we can
prove Lemma 5.2.

�

5.3. Second-order derivative estimates. In this subsection, we carry out the second-order
derivative estimates, which are also different from the 2D case in [30,33].

Lemma 5.3. Under the assumption of Proposition 4.1, there exists a positive constant CT
independent of ε, such that for 0 ≤ t ≤ t1(ε),

sup
0≤t≤t1(ε)

‖(∇2ϕ,∇2Ψ,∇2ξ)(t)‖2 +

∫ t1(ε)

0

[
‖v̄1/2

1x1
∇2ϕ‖2 + ε‖(∇3Ψ,∇3ξ)‖2

]
dt

≤ CT
ε2

δ9
+ C‖(∇2ϕ0,∇2Ψ0,∇2ξ0)‖2 = CT ε

1
2 | ln ε|−9 + C‖(∇2ϕ0,∇2Ψ0,∇2ξ0)‖2.

(5.10)

Proof. First, we apply the operator ∇2 on (4.3)1 and multiply the resulting equation by R∇2ϕ
to get(
R
|∇2ϕ|2

2

)
t
+ div

(
Rv
|∇2ϕ|2

2
−Rρϕxixj∇ψixj

)
+ (Rρ∇2ϕ · ∇2ψi)xi +Rv̄1x1

|∇2ϕ|2

2

+ 2Rv̄1x1 |∇ϕx1 |2 +Rρ∇2ϕ · ∇4Ψ

= −RdivΨ
|∇2ϕ|2

2
−R

(−v̄1z1 + z2

ρ̃

)
x1

|∇2ϕ|2

2
− 2Rψixj∇ϕxi · ∇ϕxj

− 2R
(−v̄1z1 + z2

ρ̃

)
x1
|∇ϕx1 |2 −Rṽ1x1x1ϕx1ϕx1x1 −Rρ̃x1x1divΨϕx1x1

− 2Rϕxi∇ϕxi · ∇divΨ− 2Rρ̃x1∇ϕx1 · ∇divΨ−R∇ϕ · ∇ψixjϕxixj

−Rρ̃x1∇2ϕ · ∇Ψx1 −Rρ̃x1x1x1ψ1ϕx1x1 − 2Rρ̃x1x1∇ψ1 · ∇ϕx1 −Rṽ1x1x1x1ϕϕx1x1

− 2Rṽ1x1x1∇ϕ · ∇ϕx1

:= L(t, x).

(5.11)

Now we divide (4.3)2 by ρ, apply the gradient to the resulting equation and then multiply it

by −ρ2

θ ∇4Ψ to obtain(ρ2

θ

|∇2Ψ|2

2

)
t
−
(ρ2

θ
∇Ψt · ∇Ψxi

)
xi
−
(ρ2

θ
vi∇Ψxi · ∇Ψxj

)
xj

+ div
(ρ2

θ
v
|∇2Ψ|2

2

)
− (µ+ λ)εdiv

(ρ
θ

divΨxj∇divΨxj

)
+ (µ+ λ)ε

(ρ
θ

divΨxj4ψixj
)
xi

+ µε
ρ

θ
|∇4Ψ|2

+ (µ+ λ)ε
ρ

θ
|∇2divΨ|2 −Rρ∇2ϕ · ∇4Ψ−Rρ

2

θ
∇2ξ · ∇4Ψ =

6∑
i=1

Mi(t, x),

(5.12)
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where

M1(t, x) := −2ρ

θ
ϕxi∇Ψxi · ∇Ψt −

2ρ

θ
ρ̃x1∇Ψx1 · ∇Ψt +

ρ2

θ2
ξxi∇Ψxi · ∇Ψt +

ρ2

θ2
θ̃x1∇Ψx1 · ∇Ψt,

M2(t, x) := −2ρ

θ
ρxjvi∇Ψxi · ∇Ψxj +

ρ2

θ2
θxjvi∇Ψxi · ∇Ψxj −

ρ2

θ
ψixj∇Ψxi · ∇Ψxj

− ρ2

θ
ṽ1x1 |∇Ψx1 |2 + (γ − 2)

ρ2

θ
divΨ

|∇2Ψ|2

2
+ (γ − 2)

ρ2

θ
ṽ1x1

|∇2Ψ|2

2
,

M3(t, x) := −(γ − 1)

R

ρ

θ2

|∇2Ψ|2

2

[
κε4ξ + κεθ̃x1x1 +

µε

2
|∇Ψ + (∇Ψ)>|2 + λε(divΨ)2

+ 2ṽ1x1(2µεψ1x1 + λεdivΨ) + (2µ+ λ)ε(ṽ1ṽ1x1)x1

]
,

and

M4(t, x) :=
ρ2

θ
ψjxi∇ψi · ∇4ψj +

ρ2

θ
ṽ1x1Ψx1 · 4Ψx1 +

Rρ

θ
ϕxi∇ξ · ∇4ψi +

Rρ

θ
θ̃x1∇ϕ · 4Ψx1

−Rϕxi∇ϕ · ∇4ψi −Rρ̃x1∇ϕ · 4Ψx1 +
ρ2

θ
ṽ1x1x1ψ14ψ1x1 +

ρ2

θ
ṽ1x1∇ψ1 · ∇4ψ1

+
Rρ2

θ
ρ̃x1x1

(θ
ρ
− θ̃

ρ̃

)
4ψ1x1 +

Rρ

θ
ρ̃x1∇ξ · ∇4ψ1 −

Rρ

θρ̃
ρ̃x1 θ̃x1ϕ4ψ1x1

−Rρ̃x1∇ϕ · ∇4ψ1 −
Rρ2

θ
ρ̃2
x1

( θ
ρ2
− θ̃

ρ̃2

)
4ψ1x1 +

µε

θ
4ψi∇ϕ · ∇4ψi

+
µε

θ
ρ̃x14Ψ · 4Ψx1 ,

M5(t, x) :=
(µ+ λ)ε

θ
ϕxidivΨxj4ψixj +

(µ+ λ)ε

θ
ρ̃x1divΨxj4ψ1xj

− (µ+ λ)ε
ρ

θ2
ξxidivΨxj4ψixj − (µ+ λ)ε

ρ

θ2
θ̃x1divΨxj4ψ1xj

− (µ+ λ)ε

θ
divΨxj∇ϕ · ∇divΨxj −

(µ+ λ)ε

θ
ρ̃x1divΨxjdivΨx1xj

+ (µ+ λ)ε
ρ

θ2
divΨxj∇ξ · ∇divΨxj + (µ+ λ)ε

ρ

θ2
θ̃x1divΨxjdivΨx1xj

+
(µ+ λ)ε

θ
divΨxi∇ϕ · ∇4ψi +

(µ+ λ)ε

θ
ρ̃x1∇divΨ · 4Ψx1 ,
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M6(t, x) := −(2µ+ λ)ε
ρ

θ

(−v̄1z1 + z2

ρ̃

)
x1x1x1

4ψ1x1 +
(2µ+ λ)ε

θ

(−v̄1z1 + z2

ρ̃

)
x1x1

ρ̃x14ψ1x1

+
(2µ+ λ)ε

θ

(−v̄1z1 + z2

ρ̃

)
x1x1
∇ϕ · ∇4ψ1 +

(2µ+ λ)ερ

ρ̃θ
v̄1x1x1x1ϕ4ψ1x1

+
(2µ+ λ)ε

θ
v̄1x1x1∇ϕ · ∇4ψ1 −

(2µ+ λ)ε

ρ̃2θ
(ρ̃+ ρ)ρ̃x1 v̄1x1x1ϕ4ψ1x1

+
ρ2

θ

(Q1

ρ̃

)
x1
4ψ1x1 .

Dividing the equation (4.3)3 by ρ, applying the differential operator∇ to the resulting equation

and then multiplying the final equation by −ρ2

θ2
∇4ξ, we get

( R

γ − 1

ρ2

θ2

|∇2ξ|2

2

)
t
−
( R

γ − 1

ρ2

θ2
∇ξt · ∇ξxi

)
xi
−
( R

γ − 1

ρ2

θ2
vi∇ξxi · ∇ξxj

)
xj

+ div
( R

γ − 1

ρ2

θ2
v
|∇2ξ|2

2
−Rρ

2

θ
∇ψjxiξxixj

)
−
(
R
ρ2

θ
∇divΨ · ∇ξxi

)
xi

+
(
R
ρ2

θ
∇ψjxi · ∇ξxi

)
xj

+
κερ

θ2
|∇4ξ|2 +R

ρ2

θ
∇2ξ · ∇4Ψ =

6∑
i=1

Ni(t, x),

(5.13)

where

N1(t, x) := − R

γ − 1

2ρ

θ2
ϕxi∇ξxi · ∇ξt −

R

γ − 1

2ρ

θ2
ρ̃x1∇ξx1 · ∇ξt

+
R

γ − 1

2ρ2

θ3
ξxi∇ξxi · ∇ξt +

R

γ − 1

2ρ2

θ3
θ̃x1∇ξx1 · ∇ξt,

N2(t, x) := − R

γ − 1

2ρ

θ2
ρxjvi∇ξxi · ∇ξxj +

R

γ − 1

2ρ2

θ3
θxjvi∇ξxi · ∇ξxj

−R2ρ

θ
ρxi∇divΨ · ∇ξxi +R

ρ2

θ2
θxi∇divΨ · ∇ξxi −

R

γ − 1

ρ2

θ2
ψixj∇ξxi · ∇ξxj

− R

γ − 1

ρ2

θ2
ṽ1x1 |∇ξx1 |2 +

(2γ − 3)R

γ − 1

ρ2

θ2
divΨ

|∇2ξ|2

2
+

(2γ − 3)R

γ − 1

ρ2

θ2
ṽ1x1

|∇2ξ|2

2
,

N3(t, x) := −2ρ

θ3

|∇2ξ|2

2

[
κε4ξ + κεθ̃x1x1 +

µε

2
|∇Ψ + (∇Ψ)>|2 + λε(divΨ)2

+ 2ṽ1x1(2µεψ1x1 + λεdivΨ) + (2µ+ λ)ε(ṽ1ṽ1x1)x1

]
,
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N4(t, x) := R
2ρ

θ
ϕxj∇ψjxi · ∇ξxi +R

2ρ

θ
ρ̃x1∇ψ1xi · ∇ξxi

−Rρ
2

θ2
ξxj∇ψjxi · ∇ξxi −R

ρ2

θ2
θ̃x1∇ψ1xi · ∇ξxi

−R2ρ

θ
∇ϕ · ∇ψjxiξxixj −R

2ρ

θ
ρ̃x1∇Ψx1 · ∇2ξ +R

ρ2

θ2
∇ξ · ∇ψjxiξxixj

+R
ρ2

θ2
θ̃x1∇Ψx1 · ∇2ξ +

R

γ − 1

ρ2

θ2
ξxi∇ψi · ∇4ξ +

R

γ − 1

ρ2

θ2
ṽ1x1ξx14ξx1

+
Rρ2

θ2
divΨ∇ξ · ∇4ξ +

Rρ2

θ2
θ̃x1divΨ4ξx1 +

R

γ − 1

ρ2

θ2
θ̃x1x1ψ14ξx1

+
R

γ − 1

ρ2

θ2
θ̃x1∇ψ1 · ∇4ξ +

Rρ2

θ2
ṽ1x1x1ξ4ξx1 +

Rρ2

θ2
ṽ1x1∇ξ · ∇4ξ,

N5(t, x) :=
κε

θ2
4ξ∇ϕ · ∇4ξ +

κε

θ2
ρ̃x14ξ4ξx1 −

µερ

2θ2
∇(|∇Ψ + (∇Ψ)>|2) · ∇4ξ

+
µε

2θ2
|∇Ψ + (∇Ψ)>|2∇ϕ · ∇4ξ +

µε

2θ2
ρ̃x1 |∇Ψ + (∇Ψ)>|24ξx1

− λερ

θ2
∇(divΨ)2 · ∇4ξ +

λε

θ2
(divΨ)2∇ϕ · ∇4ξ +

λε

θ2
ρ̃x1(divΨ)24ξx1 ,

and

N6(t, x) := −2ρ

θ2
ṽ1x1x1(2µεψ1x1 + λεdivΨ)4ξx1 −

2ρ

θ2
ṽ1x1(2µε∇ψ1x1 + λε∇divΨ) · ∇4ξ

+
2ṽ1x1

θ2
(2µεψ1x1 + λεdivΨ)∇ϕ · ∇4ξ +

2ṽ1x1 ρ̃x1
θ2

(2µεψ1x1 + λεdivΨ)4ξx1

− ρ

θ2
∇F1 · ∇4ξ +

F1

θ2
∇ϕ · ∇4ξ +

F1

θ2
ρ̃x14ξx1 +

ρ2

θ2
∇
(Q2

ρ̃

)
· ∇4ξ

− ρ

θ2
∇F2 · ∇4ξ +

F2

θ2
∇ϕ · ∇4ξ +

F2

θ2
ρ̃x14ξx1 .

We now add (5.12), (5.11) and (5.13) together, then integrate the resulting equation over
[0, t]× Ω to get

‖(∇2ϕ,∇2Ψ,∇2ξ)(t)‖2 +

∫ t

0

[
‖v̄1/2

1x1
∇2ϕ‖2 + ε‖(∇3Ψ,∇3ξ)‖2

]
dt

≤ C‖(∇2ϕ0,∇2Ψ0,∇2ξ0)‖2 + C
∣∣∣ ∫ t

0

∫
Ω
L(t, x) +

6∑
i=1

(
Mi(t, x) +Ni(t, x)

)
dxdt

∣∣∣, (5.14)

where L,Mi and Ni (i = 1, 2, · · · 6) are defined in (5.11), (5.12) and (5.13), respectively.
Now we compute some terms on the right hand side of (5.14). First, we estimate the term∫ t

0

∫
Ω L(t, x)dxdt. Using Hölder’s inequality, Sobolev’s inequality and Young’s inequality, one



30 L.-A. LI, D. WANG, AND Y. WANG

has

C
∣∣∣ ∫ t

0

∫
Ω
RdivΨ

|∇2ϕ|2

2
dxdt

∣∣∣ ≤ C ∫ t

0
‖∇Ψ‖L∞‖∇2ϕ‖2dt

≤ C
∫ t

0
(‖∇Ψ‖1/2‖∇2Ψ‖1/2 + ‖∇2Ψ‖1/2‖∇3Ψ‖1/2)‖∇2ϕ‖2dt

≤ Cε
1
2 | ln ε|−1

∫ t

0
‖∇2ϕ‖2dt+

ε

160

∫ t

0
‖∇3Ψ‖2dt+ Cε−

1
3

∫ t

0
‖∇2Ψ‖2/3‖∇2ϕ‖8/3dt

≤ CT ε
1
2 | ln ε|−1 sup

0≤t≤t1(ε)
‖∇2ϕ‖2 +

ε

160

∫ t

0
‖∇3Ψ‖2dt+ CT ε

4
3
a2− 1

3 | ln ε|−
4
3 sup

0≤t≤t1(ε)
‖∇2ϕ‖2.

(5.15)

Note that the last term on the last inequality of (5.15) is crucial to determine the index a2 = 1
4

in the a priori assumptions (4.7). It follows from Lemma 3.1 and Lemma 3.2 that

C
∣∣∣ ∫ t

0

∫
Ω
R
(−v̄1z1 + z2

ρ̃

)
x1

|∇2ϕ|2

2
dxdt

∣∣∣ ≤ CT ε 7
12 | ln ε|−

5
2 sup

0≤t≤t1(ε)
‖∇2ϕ‖2.

From Hölder’s inequality, Sobolev’s inequality and Young’s inequality, we obtain

C
∣∣∣ ∫ t

0

∫
Ω

2Rϕxi∇ϕxi · ∇divΨdxdt
∣∣∣ ≤ C ∫ t

0
‖∇2ϕ‖‖∇ϕ‖L4‖∇2Ψ‖L4dt

≤ C
∫ t

0
‖∇2ϕ‖‖∇ϕ‖1/4‖∇ϕ‖3/41 ‖∇

2Ψ‖1/4‖∇2Ψ‖3/41 dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ Cε−

3
5

∫ t

0
‖∇2ϕ‖8/5‖∇ϕ‖2/5‖∇ϕ‖6/51 ‖∇

2Ψ‖2/5dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ CT (ε

3
5 + 1)| ln ε|−

8
5 sup

0≤t≤t1(ε)
‖(∇2ϕ,∇2Ψ)‖2.

By Hölder’s inequality, Young’s inequality, Lemma 3.1 and Lemma 3.2, it holds that

C
∣∣∣ ∫ t

0

∫
Ω
Rρ̃x1x1divΨϕx1x1dxdt

∣∣∣
≤ C

∫ t

0

∫
Ω
|ρ̄x1x1divΨϕx1x1 |dxdt+ C

∫ t

0

∫
Ω
|z1x1x1divΨϕx1x1 |dxdt

≤ C 1

δ3/2

∫ t

0
‖∇Ψ‖‖v̄1/2

1x1
ϕx1x1‖dt+ C

∫ t

0
‖z1x1x1‖L∞‖∇Ψ‖‖ϕx1x1‖dt

≤ 1

160

∫ t

0
‖v̄1/2

1x1
ϕx1x1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖ϕx1x1‖2 + CT

( 1

δ3
+
ε2

δ7

)
sup

0≤t≤t1(ε)
‖∇Ψ‖2

≤ 1

160

∫ t

0
‖v̄1/2

1x1
ϕx1x1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖ϕx1x1‖2 + CT ε

7
6 | ln ε|−11.
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Similarly, one has

C
∣∣∣ ∫ t

0

∫
Ω

2Rρ̃x1∇ϕx1 · ∇divΨdxdt
∣∣∣

≤ C
∫ t

0

∫
Ω
|ρ̄x1∇ϕx1 · ∇divΨ|dxdt+ C

∫ t

0

∫
Ω
|z1x1∇ϕx1 · ∇divΨ|dxdt

≤ C 1

δ1/2

∫ t

0
‖v̄1/2

1x1
∇ϕx1‖‖∇2Ψ‖dt+ C

∫ t

0
‖z1x1‖L∞‖∇ϕx1‖‖∇2Ψ‖dt (5.16)

≤ 1

160

∫ t

0
‖v̄1/2

1x1
∇ϕx1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕx1‖2 + CT

(1

δ
+
ε2

δ5

)∫ t

0
‖∇2Ψ‖2dt

≤ 1

160

∫ t

0
‖v̄1/2

1x1
∇ϕx1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕx1‖2 + CT

ε2

δ9

≤ 1

160

∫ t

0
‖v̄1/2

1x1
∇ϕx1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖∇ϕx1‖2 + CT ε

1
2 | ln ε|−9,

and

C
∣∣∣ ∫ t

0

∫
Ω
Rρ̃x1x1x1ψ1ϕx1x1dxdt

∣∣∣
≤ C

∫ t

0

∫
Ω
|ρ̄x1x1x1ψ1ϕx1x1 |dxdt+ C

∫ t

0

∫
Ω
|z1x1x1x1ψ1ϕx1x1 |dxdt

≤ C 1

δ5/2

∫ t

0
‖ψ1‖‖v̄1/2

1x1
ϕx1x1‖dt+ C

∫ t

0
‖z1x1x1x1‖L∞‖ψ1‖‖ϕx1x1‖dt

≤ 1

160

∫ t

0
‖v̄1/2

1x1
ϕx1x1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖ϕx1x1‖2 + CT

( 1

δ5
+
ε2

δ9

)
sup

0≤t≤t1(ε)
‖ψ1‖2

≤ 1

160

∫ t

0
‖v̄1/2

1x1
ϕx1x1‖2dt+

1

160
sup

0≤t≤t1(ε)
‖ϕx1x1‖2 + CT ε

2| ln ε|−12.

The other terms in L(t, x) can be estimated similarly.

Now we handle

∫ t

0

∫
Ω

6∑
i=1

Mi(t, x)dxdt as follows. From Lemma 3.1 and Lemma 3.2, it

follows that

C
∣∣∣ ∫ t

0

∫
Ω

ρ2

θ
ṽ1x1 |∇Ψx1 |2dxdt

∣∣∣ ≤ C ∫ t

0
‖ṽ1x1‖L∞‖∇Ψx1‖2dt ≤ CT

ε2

δ9
≤ CT ε

1
2 | ln ε|−9. (5.17)
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By Hölder’s inequality, Sobolev’s inequality and Young’s inequality, we have

C
∣∣∣ ∫ t

0

∫
Ω

γ − 1

R
κε

ρ

θ2

|∇2Ψ|2

2
4ξdxdt

∣∣∣ ≤ Cε∫ t

0
‖∇2ξ‖‖∇2Ψ‖2L4dt

≤ Cε
∫ t

0
‖∇2ξ‖‖∇2Ψ‖1/2‖∇2Ψ‖3/21 dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ Cε

∫ t

0
‖∇2ξ‖4‖∇2Ψ‖2dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ CT ε

8
3 | ln ε|−12.

We can deduce from Lemma 3.1 and Lemma 3.2 that

C
∣∣∣ ∫ t

0

∫
Ω

γ − 1

R
κε

ρ

θ2
θ̃x1x1

|∇2Ψ|2

2
dxdt

∣∣∣ ≤ Cε∫ t

0
‖θ̃x1x1‖L∞‖∇2Ψ‖2dt ≤ CT ε

4
3 | ln ε|−10.

By Sobolev’s inequality, Hölder’s inequality and Young’s inequality, it can be derived that

C
∣∣∣ ∫ t

0

∫
Ω

γ − 1

R
λε

ρ

θ2
(divΨ)2 |∇2Ψ|2

2
dxdt

∣∣∣ ≤ Cε∫ t

0
‖∇Ψ‖2L4‖∇2Ψ‖2L4dt

≤ Cε
∫ t

0
‖∇Ψ‖1/2‖∇Ψ‖3/21 ‖∇

2Ψ‖1/2‖∇2Ψ‖3/21 dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ Cε

∫ t

0
‖∇Ψ‖2‖∇Ψ‖61‖∇2Ψ‖2dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ CT ε

14
3 | ln ε|−16,

and

C
∣∣∣ ∫ t

0

∫
Ω
Rϕxi∇ϕ · ∇4ψidxdt

∣∣∣ ≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ Cε−1

∫ t

0
‖∇ϕ‖4L4dt

≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ Cε−1

∫ t

0
‖∇ϕ‖‖∇ϕ‖31dt

≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ CT ε

1
12 | ln ε|−5 sup

0≤t≤t1(ε)
‖∇ϕ‖21.

By Young’s inequality, Lemma 3.1 and Lemma 3.2, one can get

C
∣∣∣ ∫ t

0

∫
Ω

ρ2

θ
ṽ1x1Ψx1 · 4Ψx1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ Cε−1

∫ t

0
‖ṽ1x1‖2L∞‖Ψx1‖2dt (5.18)

≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ CT

ε2

δ9

≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ CT ε

1
2 | ln ε|−9,



VANISHING DISSIPATION LIMIT FOR 3D NAVIER-STOKES EQUATIONS 33

C
∣∣∣ ∫ t

0

∫
Ω
Rρ̃x1∇ϕ · 4Ψx1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ Cε−1

∫ t

0
(‖ρ̄x1∇ϕ‖2 + ‖z1x1∇ϕ‖2)dt

≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ Cε−1 1

δ

∫ t

0
‖v̄1/2

1x1
∇ϕ‖2dt+ CT ε

−1 ε
2

δ5
sup

0≤t≤t1(ε)
‖∇ϕ‖2 (5.19)

≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ CT

ε2

δ9

≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ CT ε

1
2 | ln ε|−9,

and

C
∣∣∣ ∫ t

0

∫
Ω

ρ2

θ
ṽ1x1x1ψ14ψ1x1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε−1

∫ t

0

(
‖v̄1x1x1ψ1‖2 +

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1

ψ1

∥∥∥2)
dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε−1 1

δ3

∫ t

0
‖v̄1/2

1x1
ψ1‖2dt+ CT ε

−1 ε
2

δ7
sup

0≤t≤t1(ε)
‖ψ1‖2

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT ε

4
3 | ln ε|−10.

It follows from Hölder’s inequality, Sobolev’s inequality and Young’s inequality that

C
∣∣∣ ∫ t

0

∫
Ω

µε

θ
4ψi∇ϕ · ∇4ψidxdt

∣∣∣ ≤ Cε∫ t

0
‖∇2Ψ‖L4‖∇ϕ‖L4‖∇3Ψ‖dt

≤ Cε
∫ t

0
‖∇2Ψ‖1/4‖∇2Ψ‖3/41 ‖∇ϕ‖

1/4‖∇ϕ‖3/41 ‖∇
3Ψ‖dt

≤ Cε
∫ t

0
‖∇2Ψ‖1/4‖∇ϕ‖1/4‖∇ϕ‖3/41 ‖∇

2Ψ‖7/41 dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ Cε

∫ t

0
‖∇2Ψ‖2‖∇ϕ‖2‖∇ϕ‖61dt

≤ ε

160

∫ t

0
‖∇2Ψ‖21dt+ CT ε

14
3 | ln ε|−16.

Then by Young’s inequality, Lemma 3.1 and Lemma 3.2, we infer that

C
∣∣∣ ∫ t

0

∫
Ω

µε

θ
ρ̃x14Ψ · 4Ψx1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ Cε

∫ t

0
‖ρ̃x1‖2L∞‖∇2Ψ‖2dt

≤ ε

160

∫ t

0
‖∇2Ψx1‖2dt+ CT ε

4
3 | ln ε|−10,
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C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε
(−v̄1z1 + z2

ρ̃

)
x1x1x1

4ψ1x1dxdt
∣∣∣

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε

∫ t

0

∫
R

∣∣∣(−v̄1z1 + z2

ρ̃

)
x1x1x1

∣∣∣2dx1dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT ε

5
3 | ln ε|−8,

and

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε

θ

(−v̄1z1 + z2

ρ̃

)
x1x1
∇ϕ · ∇4ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇3ψ1‖2dt+ Cε

∫ t

0

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1

∥∥∥2

L∞
‖∇ϕ‖2dt

≤ ε

160

∫ t

0
‖∇3ψ1‖2dt+ CT ε

7
2 | ln ε|−15.

On the other hand, it follows that

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ερ

ρ̃θ
v̄1x1x1x1ϕ4ψ1x1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε

∫ t

0
‖v̄1x1x1x1ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ C

ε

δ5

∫ t

0
‖v̄1/2

1x1
ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT ε

3| ln ε|−12,

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε

θ
v̄1x1x1∇ϕ · ∇4ψ1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇3ψ1‖2dt+ Cε

∫ t

0
‖v̄1x1x1∇ϕ‖2dt

≤ ε

160

∫ t

0
‖∇3ψ1‖2dt+ C

ε

δ3

∫ t

0
‖v̄1/2

1x1
∇ϕ‖2dt

≤ ε

160

∫ t

0
‖∇3ψ1‖2dt+ CT ε

13
6 | ln ε|−11,

and

C
∣∣∣ ∫ t

0

∫
Ω

(2µ+ λ)ε

ρ̃2θ
(ρ̃+ ρ)ρ̃x1 v̄1x1x1ϕ4ψ1x1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε

∫ t

0
‖ρ̃x1 v̄1x1x1ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT

( ε
δ5

+
ε3

δ8

)∫ t

0
‖v̄1/2

1x1
ϕ‖2dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT ε

3| ln ε|−12.
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Also, we know that

C
∣∣∣ ∫ t

0

∫
Ω

ρ2

θ

(Q1

ρ̃

)
x1
4ψ1x1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ Cε−1

∫ t

0

∫
R

∣∣∣(1

ρ̃

(1

ρ̃
(−v̄1z1 + z2)2

)
x1

)
x1

∣∣∣2dx1dt

≤ ε

160

∫ t

0
‖∇2ψ1x1‖2dt+ CT ε

3
2 | ln ε|−9,

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ
ṽ1x1x1ψ1ϕxiψ1xix1dxdt

∣∣∣
≤ C

∫ t

0
‖∇ψ1x1‖2dt+ C

∫ t

0

(
‖v̄1x1x1∇ϕ‖2 +

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1
∇ϕ
∥∥∥2)

dt

≤ CT ε
2
3 | ln ε|−8 + CT ε

7
6 | ln ε|−11,

and

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

θ

(−v̄1z1 + z2

ρ̃

)
x1x1x1

∇ϕ · ∇ψ1x1dxdt
∣∣∣

≤ Cε
∫ t

0
‖∇ψ1x1‖2dt+ Cε

∫ t

0

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1x1

∥∥∥2

L∞
‖∇ϕ‖2dt

≤ CT ε
5
3 | ln ε|−8 + CT ε

19
6 | ln ε|−17.

It follows from Hölder’s inequality, Sobolev’s inequality, Young’s inequality, Lemma 3.1 and
Lemma 3.2 that

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

ρθ

(−v̄1z1 + z2

ρ̃

)
x1x1

ϕxi∇ϕ · ∇ψ1xidxdt
∣∣∣

≤ Cε
∫ t

0

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1

∥∥∥
L∞
‖∇ϕ‖2L4‖∇2ψ1‖dt

≤ CT
ε2

δ7/2

∫ t

0
‖∇ϕ‖1/2‖∇ϕ‖3/21 ‖∇

2ψ1‖dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT

ε8

δ14

∫ t

0
‖∇ϕ‖2‖∇2ψ1‖4dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT

ε10

δ14
| ln ε|−4

∫ t

0
‖∇2ψ1‖2dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT ε

25
3 | ln ε|−26,

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

ρ̃θ
v̄1x1x1x1ϕ∇ϕ · ∇ψ1x1dxdt

∣∣∣
≤ Cε

∫ t

0
‖∇ψ1x1‖2dt+ Cε

∫ t

0
‖v̄1x1x1x1‖2L∞‖∇ϕ‖2dt

≤ CT ε
5
3 | ln ε|−8 + CT ε

5
3 | ln ε|−14,
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and

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

ρθ
v̄1x1x1ϕxi∇ϕ · ∇ψ1xidxdt

∣∣∣
≤ Cε

∫ t

0
‖v̄1x1x1‖L∞‖∇ϕ‖2L4‖∇2ψ1‖dt

≤ CT
ε

δ2

∫ t

0
‖∇ϕ‖1/2‖∇ϕ‖3/21 ‖∇

2ψ1‖dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT

ε4

δ8

∫ t

0
‖∇ϕ‖2‖∇2ψ1‖4dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT

ε6

δ8
| ln ε|−4

∫ t

0
‖∇2ψ1‖2dt

≤ 1

160
sup

0≤t≤t1(ε)
‖∇ϕ‖21 + CT ε

16
3 | ln ε|−16.

By using Young’s inequality, Lemma 3.1 and Lemma 3.2, we obtain

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ

(Q1

ρ̃

)
x1
∇ϕ · ∇ψ1x1dxdt

∣∣∣
≤ C

∫ t

0
‖∇ψ1x1‖2dt+ C

∫ t

0

∥∥∥(1

ρ̃

(1

ρ̃
(−v̄1z1 + z2)2

)
x1

)
x1

∥∥∥2

L∞
‖∇ϕ‖2dt

≤ CT ε
2
3 | ln ε|−8 + CT

ε4

δ10
sup

0≤t≤t1(ε)
‖∇ϕ‖2 ≤ CT ε

2
3 | ln ε|−8 + CT ε

4| ln ε|−18,

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ
ρ̃x1 ṽ1x1Ψx1 ·Ψx1x1dxdt

∣∣∣
≤ C

∫ t

0
‖Ψx1x1‖2dt+ C

∫ t

0
‖ρ̃x1 ṽ1x1‖2L∞‖Ψx1‖2dt

≤ CT ε
2
3 | ln ε|−8 + CT ε

7
6 | ln ε|−11,

and

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ
ρ̃x1 ṽ1x1x1ψ1ψ1x1x1dxdt

∣∣∣
≤ C

∫ t

0
‖ψ1x1x1‖2dt+ C

∫ t

0
‖ρ̃x1 ṽ1x1x1‖2L∞‖ψ1‖2dt

≤ CT ε
2
3 | ln ε|−8 + CT

( 1

δ2
+
ε2

δ5

)( 1

δ4
+
ε2

δ7

)
sup

0≤t≤t1(ε)
‖ψ1‖2

≤ CT ε
2
3 | ln ε|−8 + CT ε

11
6 | ln ε|−13.
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Moreover, it holds that

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

θ
ρ̃x1

(−v̄1z1 + z2

ρ̃

)
x1x1x1

ψ1x1x1dxdt
∣∣∣

≤ C
∫ t

0
‖ψ1x1x1‖2dt+ Cε2

∫ t

0
‖ρ̃x1‖2L∞

∥∥∥(−v̄1z1 + z2

ρ̃

)
x1x1x1

∥∥∥2
dt

≤ CT ε
2
3 | ln ε|−8 + CT ε

7
3 | ln ε|−10,

C
∣∣∣ ∫ t

0

∫
Ω

2(2µ+ λ)ε

ρ̃θ
ρ̃x1 v̄1x1x1x1ϕψ1x1x1dxdt

∣∣∣
≤ Cε

∫ t

0
‖ψ1x1x1‖2dt+ Cε

∫ t

0
‖ρ̃x1‖2L∞‖v̄1x1x1x1ϕ‖2dt

≤ CT ε
5
3 | ln ε|−8 + CT

ε

δ5

( 1

δ2
+
ε2

δ5

)∫ t

0
‖v̄1/2

1x1
ϕ‖2dt

≤ CT ε
5
3 | ln ε|−8 + CT ε

8
3 | ln ε|−14,

and

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ
ρ̃x1

(Q1

ρ̃

)
x1
ψ1x1x1dxdt

∣∣∣
≤ C

∫ t

0
‖ψ1x1x1‖2dt+ C

∫ t

0
‖ρ̃x1‖2L∞

∥∥∥(1

ρ̃

(1

ρ̃
(−v̄1z1 + z2)2

)
x1

)
x1

∥∥∥2
dt

≤ CT ε
2
3 | ln ε|−8 + CT ε

13
6 | ln ε|−11.

The remaining terms in Mi(t, x)(i = 1, 2, · · · 6) can be analyzed similarly.

Now we handle

∫ t

0

∫
Ω

6∑
i=1

Ni(t, x)dxdt as follows. From Hölder’s inequality, Sobolev’s in-

equality and Young’s inequality, we have

C
∣∣∣ ∫ t

0

∫
Ω

λε

θ2
(divΨ)2∇ϕ · ∇4ξdxdt

∣∣∣ ≤ Cε∫ t

0
‖∇Ψ‖2L6‖∇ϕ‖L6‖∇3ξ‖dt

≤ Cε
∫ t

0
‖∇Ψ‖21‖∇ϕ‖1‖∇3ξ‖dt ≤ ε

160

∫ t

0
‖∇3ξ‖2dt+ Cε

∫ t

0
‖∇Ψ‖41‖∇ϕ‖21dt

≤ ε

160

∫ t

0
‖∇3ξ‖2dt+ CT (ε4 + ε2)| ln ε|−4 sup

0≤t≤t1(ε)
‖∇ϕ‖21.

By Lemmas 3.1 and 3.2 and Young’s inequality, it holds that

C
∣∣∣ ∫ t

0

∫
Ω

2ρ

θ2
ṽ1x1x1(2µεψ1x1 + λεdivΨ)4ξx1dxdt

∣∣∣
≤ ε

160

∫ t

0
‖∇2ξx1‖2dt+ Cε

∫ t

0
‖ṽ1x1x1‖2L∞‖∇Ψ‖2dt

≤ ε

160

∫ t

0
‖∇2ξx1‖2dt+ CT ε

13
6 | ln ε|−11.
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By Sobolev’s inequality, Hölder’s inequality and Young’s inequality, one can get

C
∣∣∣ ∫ t

0

∫
Ω

2λε

ρθ2
ϕxi(divΨ)2∇ϕ · ∇ξxidxdt

∣∣∣
≤ Cε

∫ t

0
‖∇Ψ‖L∞‖∇Ψ‖L6‖∇ϕ‖2L6‖∇2ξ‖dt

≤ Cε
∫ t

0

(
‖∇Ψ‖1/2‖∇2Ψ‖1/2 + ‖∇2Ψ‖1/2‖∇3Ψ‖1/2

)
‖∇Ψ‖1‖∇ϕ‖21‖∇2ξ‖dt

≤ Cε
∫ t

0
‖∇Ψ‖1/2‖∇2Ψ‖1/2‖∇Ψ‖1‖∇ϕ‖21‖∇2ξ‖dt+

ε

160

∫ t

0
‖∇3Ψ‖2dt

+ Cε

∫ t

0
‖∇2Ψ‖2/3‖∇Ψ‖4/31 ‖∇ϕ‖

8/3
1 ‖∇

2ξ‖4/3dt

≤ ε

160

∫ t

0
‖∇3Ψ‖2dt+ CT

[(
ε

5
2 + ε2

)
| ln ε|−3 +

(
ε3 + ε2

)
| ln ε|−4

]
sup

0≤t≤t1(ε)
‖∇ϕ‖21.

The rest of the terms in Ni(t, x) can be treated in a similar fashion.
With all these estimates for (5.14) in hand, together with the elliptic estimates ‖4Ψ‖ ∼

‖∇2Ψ‖, ‖4ξ‖ ∼ ‖∇2ξ‖, ‖∇4Ψ‖ ∼ ‖∇3Ψ‖ and ‖∇4ξ‖ ∼ ‖∇3ξ‖, we can take ε sufficiently
small and complete the proof of Lemma 5.3. �

Finally, taking ε sufficiently small, e.g., 0 < ε ≤ ε2 for some ε2 > 0, we can close the a
priori assumptions (4.7) and achieve the desired a priori estimates (4.16). The proof of the
Proposition 4.1 is completed.
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