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1. Introduction

Fair division has been a central topic in operations research, economics, computer science, and mathematics for
decades. There has been a recent surge in interest in fair division because of its applications to resource sharing in
data centers and the cloud. Fairness is particularly important when a large organization, such as Microsoft, Google,
or a university, wants to allocate a shared resource among its employees or students. Isard et al. [21, p. 1-2] note
that Microsoft’s “users generally strongly desire some notion of fair sharing of the cluster resources. The most com-
mon request is that one user’s large job should not monopolize the whole cluster, delaying the completion of
everyone else’s (small) jobs.” There are several accepted notions of fairness in the literature, for example, envy-free-
ness (no agent would like to exchange shares with any other agent) and equitability (every agent has the same utili-
ty). Arguably the most widely accepted notion is proportionality: if there are n agents in the system, each agent is al-
located at least a 1/n fraction of what the agent would receive if the agent were allocated all of the resources.

Traditionally, research on fair division has focused on static allocations. In practice, however, allocation proto-
cols are usually dynamic and must accommodate users that arrive in and depart from the system over time. A
major difficulty in dynamic resource allocation settings stems from the need to balance fairness, efficiency, and dis-
ruption costs—the costs to the system from disrupting a running process in order to reallocate some (or all) of the
resource currently assigned to it. Any two are straightforward to achieve if the third is not required. As an exam-
ple, consider a cloud computing platform that allocates a single homogeneous resource, such as RAM, to its
users, and the users arrive one by one. If memory reallocation could be done instantly and without cost, it would
be trivial to always maintain a fair and efficient allocation: whenever a user arrives, simply redistribute all of the
RAM evenly. If fairness is of no concern, one can simply allocate all of the RAM to the first user that arrives, free
it up when the user leaves and allocate it to the next user, creating the problem noted by Isard et al. [21]. Finally,
without concern for efficiency, the platform could simply allocate each user some infinitesimal amount of its total
RAM—a perfectly fair solution—and no reallocation is ever required. Naturally, if there are only a couple of
users present, this leads to a substantial underutilization of the platform’s resources.

The handful of papers that address the topic of dynamic fair division (e.g., Kash et al. [23], Walsh [33]) have
not allowed reallocation. In the real world, however, efficiency is paramount, and it is impossible to achieve in
dynamic settings without reallocation. On the other hand, in real systems, every attempt is made to minimize
reallocation/preemption: if there are many successive arrivals, much of the time could be spent on reallocation
instead of resource consumption (Isard et al. [21], Miloji¢i¢ et al. [25], Verma et al. [32]). Therefore, most systems
impose some limit on the amount of disruptions. For example, Borg, Google’s current cluster manager, has the
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following capability built in: “ ... a limit can be imposed on the number of task disruptions (reschedules or preemp-
tions) an update causes; any changes that would cause more disruptions are skipped” (Verma et al. [32, p. 2-3]).

In this paper, we consider a single homogeneous, infinitely divisible resource that needs to be shared among
users that arrive and depart over time. There is a limit on the number of disruptions to allocations, modeled by a
control vector, and each entry represents the amount of allowed disruptions: if the tth entry in the control vector
is z (possibly z = 0), then up to z users can be disrupted when there are t — 1 users in the system and another
arrives. No disruptions are allowed upon departure. An allocation for t users is proportional if each user receives
a 1/t fraction of the resource. The fairness ratio of an allocation is the ratio between the smallest share and the
proportional one. Our goal is to design an algorithm that maximizes the minimum fairness ratio across all alloca-
tions given any sequence of arrivals and departures. Two natural control vectors, which are given special atten-
tion, are d-uniform control vectors, in which every entry is d, and c-gap control vectors, in which there are at
most ¢ consecutive zeros in the control vector. d-uniform control vectors model the case in which a system allows
a constant number disruptions per arrival; c-gap control vectors model systems in which disruptions are allowed
only rarely: once every ¢ + 1 arrivals. We note that these are strict requirements; therefore, our results provide
pessimistic bounds for systems that may have more lenient requirements (for example, requiring that there be
one disruption for every c arrivals in expectation).

Example 1. Consider a toy system with capacity for three users with the control vector (1, 1, 1): the system is
allowed to disrupt at most one existing user whenever a new user arrives. One possible algorithm divides the
largest available share equally at each arrival. When the first user arrives, the user is allocated the entire resource;
when the second user arrives, the user is given half of the resource, and the first user’s resource is halved; when
the third user arrives, only one user can be disrupted, and so one user is allocated half of the resource and the two
other users are allocated one quarter of the resource each. To gauge the fairness of this algorithm, we compare
each of the allocations with the proportional shares: when there are one or two users in the system, the allocations
of the algorithm and the proportional shares are identical; when there are three users in the system, the propor-
tional share is one third, but the smallest share is one quarter, 3/4 of the proportional share. The fairness ratio of
this algorithm is, therefore, 3/4. Intuitively, we should be able to do better that 3/4: given that we know we are
only able to disrupt one user in round 3, it is better to keep one user having a larger share than the other in
round 2. Although this is not perfectly fair in round 2, it improves the fairness in round 3, and by balancing the
two, we can obtain the optimal fairness. We see in Section 4 that the optimal fairness ratio for this example is 6/7.

1.1. Our Results

We study the trade-off between the fairness ratio and the number of disruptions in system with a single homoge-
neous resource with users that arrive and depart dynamically. We almost completely characterize this trade off
and design algorithms for obtaining the optimal fairness as a function of the amount of reallocation allowed.

We first describe an optimal algorithm; that is, an algorithm that attains the best possible fairness ratio for any
input (control vector). To achieve this, we solve a closely related problem: given a control vector and a fairness
ratio, output allocations that guarantee this fairness ratio for this control vector or conclude that no such alloca-
tions exist. We design an algorithm for the second problem; our original problem now reduces to computing the
optimal fairness ratio of the input control vector.

We show that, if there is a limit on the number of users a system can accommodate (i.e., the control vector has fi-
nite size), it is possible to precisely compute the optimal fairness ratio and, hence, to compute optimal allocations.
In addition, we show that we can handle systems without an a priori upper bound on the number of users. As
long as the set of disruptions can be described succinctly, we can compute the optimal fairness ratio and show that
the same algorithm is asymptotically optimal. As we do not wish to restrict the system to supply us with a control
vector up front, only to commit to the value of ¢, we bound the fairness ratio of all possible control vectors simulta-
neously. We compute exact bounds when (at least) d > 1 disruptions are allowed per arrival and almost matching
upper and lower bounds on the fairness ratio of all control vectors that allow one disruption for every ¢ > 1 users.
A summary of these bounds appears in Table A.1 in the appendix.

We show that a very small number of disruptions suffices to guarantee good fairness: five disruptions per
arrival, for example, guarantee a fairness ratio of approximately 0.914. In addition, the fairness ratio decays loga-
rithmically with the number of arrivals one has to wait between disruptions. This implies that, even with very few
disruptions, we can guarantee a (surprisingly) high fairness ratio: even if we only require a single disruption for
every 20,000 arrivals, each user can still be guaranteed at least 1/10 of the amount of resource the user would re-
ceive if there was no cost to reallocation. In addition, we show that, in many cases, the worst allocations do not oc-
cur when there are many users in the system. This means that allowing some flexibility at the beginning—adding
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a handful of additional disruptions to handle the first few arrivals—can lead to improved fairness ratios and
efficiency.

Our results and proofs give several more insights into the limitations that disruption requirements (or alterna-
tively fairness requirements) impose on systems. We show that there is a very small difference in the fairness of
systems of different sizes. As an example, the fairness ratio of the algorithm that allows a single disruption per
arrival in a system with capacity for 100 users is 0.727, and for a system with one billion users, it is 0.721. In addi-
tion, the system does not need to compute all of the allocations in advance: our algorithm can compute the allo-
cations “on the fly” as users arrive and depart. This is especially important for very large or unbounded systems.
Finally, we show that—as long as at least one disruption is allowed per arrival—we do not need to sacrifice effi-
ciency for fairness: there always exist allocations that are Pareto efficient (i.e., always allocate the entire resource)
and achieve the optimal fairness.

1.2. Related Work

Fair division has been a central topic in operations research (Bertsimas et al. [6], Correa et al. [11], Deng et al.
[13], Karsten et al. [22]), economics (Budish [9], Pazner and Schmeidler [28], Steinhaus [30]), management (Boiney
[7], Fishburn and Sarin [14], Haitao Cui et al. [19]), mathematics (Alon [2], Brams and Taylor [8]), and computer
science (Aziz and Mackenzie [3], Othman et al. [27]).

Walsh [33] is the first to study the problem of online fair cake cutting. He considers the scenario in which users
arrive, receive a piece of cake, and depart and shows how several well-known fair division solutions (cut and
choose, Dubins-Spanier, etc.) can be adapted to satisfy desirable properties in an online setting with a single (het-
erogeneous) divisible cake. More recently and closer to the problem studied here, Kash et al. [23] introduce a
model of dynamic allocations. However, their model only considers arrivals, and their main algorithm reserves
resources for future arrivals; it does not allow the reallocation of resources or users to depart. This leads to alloca-
tions that satisfy neither our definition of fairness nor Pareto efficiency as resources are left idle. In our model,
users are homogeneous; Li et al. [24] extend our results to heterogeneous users and design an algorithm that has
an upper bound on the fairness ratio of O(logn) when at least one disruption is allowed per arrival.

Guo et al. [18] study the problem of repeatedly allocating a single item between competing users. They give
allocation algorithms that do not allow monetary transfers with good competitive ratios with respect to optimal
allocation algorithms with payments. Segal-Halevi [29] studied the problem of redividing a two-dimensional re-
source subject to fairness and “geometric” constraints on the allocations. Isard et al. [21] consider scheduling
with locality and fairness constraints. They evaluate different algorithms with and without requiring fairness
and with preemption enabled or disabled. They find that requiring fairness and allowing preemption gives the
best overall performance regardless of the scheduler implementation that is used. Freeman et al. [15] study the
trade-off between strategy-proofness, efficiency, and fairness in a setting with dynamically changing preferences.

Many papers study dynamic resource allocation without the restriction of fairness (Ahmadi et al. [1], Huh et al.
[20]). Topaloglu and Powell [31] study the dynamic allocation of indivisible resources to tasks from a multiagent
decision-making perspective when the tasks arrive from some known distribution. Ciocan and Farias [10] consid-
er a different model in which there is volatile demand for resources, and the goal is to maximize revenue. Al-
though their model and results are completely disjoint from ours, they too point out that an unattractive solution
to the dynamic version is to simply solve “off-line” versions of the allocation problem at hand.

Benade et al. [4] and Zeng and Psomas [34] study a complementary setting in which users are static and
resources arrive over time. Finally, the networking community studies the problem of fairly allocating a single
homogeneous resource in a queuing model in which each agent’s task requires a (given) number of time units to
be processed. In these models, even though tasks are processed over time, demands stay fixed, and there are no
other dynamics, such as agent arrivals and departures. The well-known fair queuing solution (Demers et al.
[12])—which has been also analyzed by economists (Moulin and Stong [26])—allocates one unit per agent in a
successive round-robin fashion.

2. The Model

A homogeneous, infinitely divisible resource is shared among users that arrive and depart over time. We normal-
ize the amount of resource to one. Denote an allocation for ¢ users by a vector X' €[0,1]". For convenience, we
assume that the vector is sorted in nonincreasing order and denote the jth largest allocation of X' by X; . An allo-

cation X' is feasible if Z]t.zl X]t- < 1. An allocation is Pareto efficient if there is no user i whose share of the resource
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can be improved without strictly decreasing the share of some other user j. Equivalently an allocation X' is Pareto
efficient if Z]t‘:l X]t. = 1. The following measure is used to compare allocations.

Definition 1 (Domination). Let A = (a4,...,4;) and B = (by, ..., b;) be two vectors. We say that A weakly dominates B,
denoted A>B,if Vie{l,...,t},a; > b;.

2.1. Control Vectors

Whenever any user’s allocation is reduced, we say that the user is disrupted. We note that increasing a user’s allo-
cation does not count as a disruption. For most of the paper, we assume that the input to our problem is a vector
defining how many disruptions are allowed: a control vector. We again stress that a large portion of our results do
not require that the control vector is given as an input ahead of time.

Definition 2 (Control Vector). A control vector ¢ is a vector, for which [¢t] denotes the number of users that may
be disrupted when there are ¢ — 1 users in the system and another one arrives.

The first entry in any control vector ¢, that is, {’[1], is redundant as it refers to the empty system; nevertheless,
we feel the notation is clearer when it is included. Note that the definition is not restricted to finite control vectors
and can be used to define infinite control vectors as well (e.g., (1,1,1,...)). We sometimes refer to a user whose al-
location is reduced as a donor.

Example 2. Consider the control vector ¢ = (1,0,1). When there is a single user in the system and another user
arrives, the first user’s allocation cannot be disrupted. When there are two users and a third arrives, the alloca-
tion of one of the two users currently in the system can be disrupted. Note that the control vectors (0, 0, 1) and
(1, 0, 1) impose the same restrictions on the allocation process.

If Y[i] =d for all i, we say v is a d-uniform control vector. For example (2, 2, 2, 2) is a 2-uniform control vector.
The vector (2, 2, 2,...) is called the infinite d-uniform control vector.

If the maximal number of consecutive zeros in a control vector 1 is ¢, we call ¢ a c-gap control vector. We define
a basic c-gap control vector to be an infinite control vector in which there is exactly one donor every ¢ + 1 arrivals;
otherwise, the control vector is nonbasic. There are exactly c + 1 possible basic c-gap control vectors.

Example 3. The three possible basic 2-gap control vectors are
1.(0,1,0,0,1,0,0,1,0, ...) also denoted (0,1,0)".
2.(0,0,1,0,0,1,0,0,1, ...) also denoted (0,0,1).
3.(1,0,0,1,0,0,1,0,0, ...) also denoted (1,0,0).

We use 0° to denote ¢ consecutive zero entries. For example, (0°1)* denotes the vector (0,0,...,0,1)%, where
zero appears ¢ times.

Definition 3 (Allocation Algorithm). An allocation algorithm is an algorithm that receives as input a (possibly infi-
nite) control vector 1) and a (possibly infinite) vector of arrivals and departures ¢, and each entry corresponds to
a single arrival or departure. The algorithm’s output is a set of |¢| allocations (in which |¢p| denotes the length of
¢). When there are f — 1 users and another arrives, the algorithm reduces the allocation of at most ¢[¢] agents.
When a user departs, the algorithm does not reduce the allocation of any user except that of the departing user.
The algorithm may augment the resource of any number of users for both arrivals and departures.

The property that only the allocation of the departing user is reduced is sometimes called population monotonici-
ty. We allow the allocation algorithm to augment resources freely because augmenting a resource can typically
be done without disruption: the user can choose to simply ignore the added resource and not use it. Although
we do not restrict the number of augmentations, the allocation algorithms that we describe do not augment the
resource of any agent that is already in the system during an arrival. Further, although allocation algorithms are
allowed to disrupt any user, all the algorithms that we describe only disrupt the users with the largest allocation.

Definition 4 (History Independence). An allocation algorithm is history independent if its allocations only depend
on the number of users in the system and not on ¢. For simplicity, we denote the input to a history-independent
algorithm only by the control vector, 1, and usually denote its output by a set of allocations, X = {X!, X?,...},
where X' is the allocation when  users are present. Note that [X| = [¢].

For history-independent algorithms, we sometimes refer to the time period when there are ¢ users in the sys-
tem as time t. For simplicity, we focus on history-independent allocation algorithms for the rest of this section; it
is straightforward to extend the definitions to arbitrary allocation algorithms, but this comes at the expense of
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additional notation. We show that restricting our attention to history-independent algorithms does not come at a
loss of generality. If only arrivals are allowed, every allocation algorithm can be viewed as history independent.
In Sections 3-5, we describe algorithms and focus on how they handle arrivals. We ignore departures and simply
assume that all the algorithms described can be augmented to handle departures such that they are history inde-
pendent. In Section 6, we show that this is indeed the case, and it is straightforward to augment these algorithms
to guarantee history independence.

2.2. Fairness

When there are f users in the system, the proportional share is 1/t of the resource. We define the fairness ratio of
an allocation X' to be the ratio between its smallest share and the proportional share. More formally, let X denote
the allocation vector of a history-independent allocation algorithm A with control vector i) when there are ¢ users
present (recall that X' is sorted). Then,

t
FAIRNESS(A, 1, t) = ﬁ
1/t
Note that this is always a real number in [0,1]. We further define FAIRNESS(.A, ) = inf;.g FAIRNESS(A, ¢, ).
Let H denote the set of all history-independent allocation algorithms. The fairness ratio of a control vector ¢ is
defined as the supremum FAIRNESS(.A, 1) over all possible history-independent allocation algorithms:

FAIRNESS(y)) = sup {FAIRNESS(A, 1)}
AeH
An optimal history-independent algorithm A is a history-independent allocation algorithm such that, for any 1,
FAIRNESS(A, ) = FAIRNESS()).
We are interested in the fairness ratio of (possibly infinite) d-uniform and c-gap control vectors. Let D and C de-
note the set of d-uniform and c-gap control vectors, respectively. Then,

FAIRNESS(d — uniform) = inzf) {FAIRNESS(y)}.
€

Similarly, we define the fairness ratio of c-gap control vectors.
FAIRNESS(c - gap) = lipn(fj{FAIRNESS(l,lJ)}.
€

We require one more definition. For some infinite control vectors, it may be the case that the worst fairness
ratio occurs when there are only a few users in the system (see, e.g., Figure B.1). In these cases, it may be
reasonable for the system designer to allow a few more disruptions earlier on to guarantee that the worst
case fairness ratio occurs at the limit. We would, therefore, like to compute the worst fairness ratio for control
vectors at the limit, ignoring the outliers early on. To that end, we define fairness.,(y)=sup
{inf>, { FAIRNESS(A, ¢, )}}, and fairnesss,(c — gap) = infycc{fairnesss,(i)}. We note that this phenomenon
does not occur for d-uniform control vectors: for d-uniform control vectors, the fairness ratio always decreases
as the length of the vector increases (Proposition 2). We, therefore, do not need to study this limit behavior
separately for d-uniform control vectors.

3. An Optimal Algorithm, Assuming the Desired Fairness Ratio Is Known

Our goal is to design an optimal history-independent allocation algorithm .A. We distinguish between two cases:
finite and infinite ¢. For both, the main building block is an algorithm for the following problem: given a control
vector 1 and a fairness ratio o, find feasible allocations with fairness ratio ¢ or decide that the fairness ratio o is
impossible to achieve. We shortly describe an optimal algorithm—the frugally fair algorithm (FFA)—for this re-
lated problem, but first let us see how we can use it to design algorithms for the general problem. In both the fi-
nite and infinite cases, if we know the optimal fairness ratio for ¢, FAIRNESS(¢), we can invoke FFA with ¢ and
FAIRNESS(1) and generate optimal allocations. We note that FFA can generate the allocations on the fly; it does
not need to generate all allocations up front, and as such, it can easily handle infinite control vectors. In Section 4,
we show how to compute the optimal fairness ratio for any finite control vector. In Section 5, we compute almost
tight bounds for the fairness ratio of infinite control vectors. We note that, with fewer than one disruption per ar-
rival, Pareto optimality is incompatible with any positive fairness ratio.

Proposition 1. For any v, for which {[t] = 0 for some t > 2 and any Pareto-optimal allocation algorithm A, it holds that
FAIRNESS(A, ¢) = 0.
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Proof. Let A be a Pareto-efficient allocation algorithm. Let ¢ be the first coordinate for which ¢[t] = 0. As the algo-
rithm is Pareto efficient, there is no available resource, and therefore, user t receives nothing, resulting in
FAIRNESS(A,¢) =0. O

We now describe FFA, and note that we allow FFA to return infeasible allocations (i.e., ones such that
SU_ X!t > 1). 1t is straightforward to modify FFA to return an error message if there is some time f at which the to-
tal resource allocated is greater than one.

Algorithm 1 (Frugally Fair Algorithm)

Input: a control vector i) and a fairness ratio o.

When user 1 <t <[] arrives, allocate § of the resource to that user. Reduce the shares of the users with the 1[¢]
largest shares to ¢ of the resource as well.

As we assume that FFA is history independent, its output can be viewed as a set of allocations,
X ={X!,X?,...,}. We show that FFA is optimal in the following sense: for any control vector 1, if there is any alloca-
tion algorithm A such that FAIRNESS(A, ¢’) > o, then FFA gives feasible allocations when given ¢ and ¢ as inputs.

Theorem 1. If there exists an algorithm A and a (finite or infinite) control vector 1 such that FAIRNESS(A, ) > o, then
the allocations produced by FFA(i, o) are all feasible.

By Proposition 1, FFA cannot always be Pareto optimal. However, if there are no zeros in the control vector, it
is straightforward to convert FFA to a Pareto optimal algorithm without loss in fairness, for example, by simply
adding the leftover resource (if there is any) to the user with the largest share.

Proof of Theorem 1. Let 1 be an input for any allocation algorithm .4 and FFA. Let FAIRNESS(A, ) > o, that is,
A with input ¢ produces feasible allocations with fairness ratio 0. We consider FFA when executed with input o
and 1p and show that FFA is feasible as well. We assume without loss of generality that .A never increases the al-
location of any user that is already in the system.

Let A’ and FFA' be the sorted allocations of A and FFA, respectively, for t users in the system, in which A is
given 1 as an input and FFA is given 1 and ¢ as inputs. Let A} and FFA! denote the ith entry in the allocation
vectors A’ and FFA', respectively. As the allocations of A are always feasible, it suffices to show that .A'>FFA'
for all t < |¢|. We prove this by induction on the number of users in the system, t.

The base case: By the definition of FFA, FFA] = ¢. It must clearly hold that A} >0 by the definition of
FAIRNESS(A, ).

The inductive step: Assume the statement holds for ¢ — 1 users. We show it holds for t. There are two cases:
Y[t]=0and Y[t] =1

Case [t] =0: Let the allocation of FFA at time t — 1 be (FFA!™",...,FFA!"]). Then, FFA' = (FFAL!,. .,

FFA[T], 9. Algorithm .A allocates an x > ¢ amount of the resource to the incoming user. Let the allocation of A at
time t — 1 be (A% .., A7]). Then,

A= (ATLATY AT A AT,

for some 0 <j<t-1.1Itis easy to see that .At>(.At_1,At2_1, LA, %) for any such value of j. Furthermore, by the
induction hypothesis,

AT AS, A ) (FEA™Y, ..., FFA!], %):PPAt.

Case p[t] > 1: Starting with the allocation vector at time ¢ -1, A1 we break the allocation when the fth agent
arrives into || + 1 steps. If the algorithm performs d < ¢[t] disruptions, we represent this by choosing an arbi-
trary donor and not changing the share.

1.Instep ¢, for £ =1,..., i), reduce the share of the £ th donor to get A~

2.Instepd +1, allocate x to the incoming user to obtain .A".

Denote A™™ b - (A[ 1r- ﬁ %, ¢,...,9), where ¢ appears ¢ times. We show that, for all £=1,...,d, Al1H
= AN The last step (step d + 1) is identical to the Y[t] = 0 case, and hence, by combining the two observations,
we can conclude that A*>FFA".
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(t-1,1)

We focus on the £ = 1 case; the other cases are identical. To show that A =A™ assume algorithm A re-

duces the allocation of a user from A]t- "toy, and 1<j<t-1 (possibly .A]tf1 =y). There is some k, j<k<t-1,
such that A" >y > Aj7]. Then,

A(t_l'l):(Ai_lf-Aé—l/ . A] 1,A+1,A]+2, . -Ak ,y,Ak+1, -Aij)

Forie [1,] 1] A(t > A(mm D For ie[jk], A = 4™ Then, by definition of v, A;;ll Doy A,((ill D= A,(CTF 28

Similarly, A oA™Y for all i€ [k+1,t—2]. For the last term, note that, because FAIRNESS(A,¢) > g, A"} >
2 (p0551b1y y is the last share, but then y > ¢ as FAIRNESS(A, ) > 0). O
We now give a simple result, whose proof is stra1ghtforward and is deferred to Appendix D.

Lemma 1. The allocations produced by FFA({,0) as inputs are identical to those produced by FFA(, ") scaled by &

4. Finite Control Vectors

If the input control vector v is finite, computing the optimal fairness is straightforward. We invoke FFA with ¢
and o = 1. Typically, some of these allocations are infeasible. By Lemma 1, when FFA is run with the same 1) but
different values of o, the allocations are different, but their relative size remains the same; we can, therefore, com-
pute the smallest amount by which we need to scale the allocations produced by FFA with ¢ and ¢ =1 down so
that the largest total allocation is one, and this is exactly the optimal fairness ratio. The optimal algorithm for
finite control vectors, FiniteFFA, is, therefore, the following: Execute FFA with inputs ¢ and ¢ = 1 to compute the
optimal fairness ratio of 1 and then scale the allocations by this value.

Algorithm 2 (FiniteFFA)

Input: a finite control vector 1.

Output: a set of allocations X.

1. Execute FFA with input 1/) and o=1. Let S be the total resource allocated by FFA when there are t users,
1<t<|¢P|.Seto* = (max1<t<|¢‘{5 HL

2. Output the allocations of step 1, scaled by o™.

Theorem 2. FiniteFFA is optimal for any finite control vector.

Proof. Fix ¢. Let S' denote the total resource allocated at time t when FFA is executed with input ¢ and ¢ = 1. By
Lemma 1,S =6 1St where §' is the total resource allocated at time t by FFA with input ¢ and 6 for any 6. There-
fore, FFA executed with input ¢ and ¢* = (maxy<<n{S'})™" is feasible. Furthermore, FFA executed with input ¢
and 6 > 0" creates an infeasible allocation at some time ¢ < [¢)|. The contrapositive of Theorem 1 then implies that
there is no allocation algorithm 4 that produces feasible allocations with fairness ratio ¢ > ¢*. It follows that Fi-
niteFFA is optimal for ¢». O

It is straightforward to compute the fairness ratio of finite control vectors, using the procedure given in step 1
of FiniteFFA. In Table 1, we give the optimal fairness ratios for some values of d for d-uniform control vectors.

In addition to the values in Table 1, we give a simple lower bound on the fairness ratio of any finite control vector.
We note that this applies even to adversarial control vectors with which the adversary is completely unrestricted (and
can, therefore, choose the all-zero vector). We denote the nth harmonic number by H,; thatis, H, = >, %

Theorem 3. Let ¢ be a finite control vector, || = n. Then, FAIRNESS(y)) > (H,) ™.

Proof. Consider an algorithm that, for any input vector ¢ such that [¢| = n, allocates to the tth user a /- fraction
of the resource upon arrival and never performs any disruptions. The algonthm is always fea31ble because
Hk <1for all k <, and by definition, it achieves a fairness ratio of H,”™". O

tltH

Table 1. Optimal fairness ratios for finite d-uniform control vectors for some values of d.

[l d
1 2 3 5 10 50

2 1 1 1 1 1 1

3 0.857 1 1 1 1 1

5 0.811 0.909 0.952 1 1 1

10 0.774 0.868 0.913 0.957 1 1

100 0.727 0.827 0.874 0.919 0.958 0.995

1,000 0.722 0.823 0.870 0.915 0.954 0.991

100,000 0.721 0.822 0.869 0.914 0.954 0.990
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5. Infinite Control Vectors

We now turn to infinite control vectors. Unfortunately, we cannot use FFA to compute the optimal fairness ratio
in finite time in this case. Nevertheless, we would like to allow for systems that can accommodate an arbitrary
number of users. In these cases, we can still invoke FFA with the infinite control vector ¢ and a fairness ratio ¢ as
input, but we must find another way of computing ¢. As long as ¢ is upper bounded by the worst fairness ratio
possible for any number of users, the allocations produced by FFA are feasible. We want to give FFA the tightest
o possible, and toward that end, we precisely compute FAIRNESS(d — uniform) for any d > 1 in Section 5.1. In
Section 5.2, we show that, for ¢ > 3, different basic c-gap control vectors lead to different fairness ratios, (see also
Figures B.1 and B.3). We provide precise asymptotic bounds for fairness,,(c — gap) and almost-tight bounds for
FAIRNESS(c — gap) for ¢ > 3. In addition, we show that, for c € {1,2}, FAIRNESS(c — gap) = fairness,>o(c — gap).
This implies that the asymptotic bound holds for all time periods for ¢ = 1 and ¢ = 2, but not for ¢ > 3 (see Figures
B.2 and B.1). A consequence of our results is that we can obtain this fairness ratio for algorithms that only know
¢, the maximum gap possible between donors, but do not know the exact control vector a priori.

5.1. Infinite Uniform Control Vectors

Our main result in this section is an exact characterization of FAIRNESS(d — uniform), the optimal fairness ratio
of (possibly) infinite d-uniform control vectors. At a high level, the proof is the following: consider the series of
fairness ratios of the control vectors (d), (d,d),(d,d,d), . ... We show that the series converges and compute the lim-
it. In Table 1, one can begin to see the asymptotic behavior of finite d-uniform control vectors as the number of
players grows. Note that, given FAIRNESS(d — uniform), it is straightforward to find feasible allocations for an
infinite d-uniform control vector, ¢, by executing FFA with ¢ and FAIRNESS(d — uniform). All proofs for this
section are deferred to Appendix E.

Theorem 4. For any d > 1, it holds that
1

FAIRNESS(d — uniform) = ——— .
d+ 1)1n(%1)

Proof Sketch. The proof of Theorem 4 is via a precise characterization (as a function of o) of the allocations out-
put by FFA when the input is the infinite d-uniform control vector and an arbitrary . We show that the total
amount of resource allocated increases with the number of users in the system and compute the limit. We then
use Proposition 2, which shows that the fairness ratio is nonincreasing in the length of the control vector, to
show that the worst case fairness ratio indeed occurs for the infinite d-uniform control vector (and not for some
finite d-uniform control vector). 0O

Proposition 2. For any control vectors { and ¢’ such that |’ that are a prefix of P,
FAIRNESS(y) < FAIRNESS(y).

The following corollary to Theorem 4 describes the asymptotic behavior with respect to d of the fairness ratio of
infinite d-uniform control vectors.

Corollary 1 (to Theorem 4). FAIRNESS(d — uniform): 1.

5.2. General Infinite Control Vectors
Showing bounds for FAIRNESS(c - gap) is much more involved than for FAIRNESS(d — uniform) for several rea-
sons. First, there are infinitely many possible infinite c-gap control vectors as opposed to exactly one for constant
d > 1. For example, the only infinite two-uniform control vector is (2,2,2,...). Furthermore, the fairness ratio of a
two-uniform control vector is a lower bound on the fairness ratio of any control vector of identical length in
which every element is at least two as one can always simply execute FFA on the two-uniform control vector, ig-
noring the extra available donors. This is not the case when there are steps in which no donor is allowed; we can-
not simply use zero donors every round and obtain any meaningful result. In this section, we consider binary
control vectors. This is without loss of generality as we would like to compute the worst case fairness ratio (and,
similarly to the preceding argument, any allocation algorithm can always treat an element in the control vector
that is greater than one as one).

We note that, even if we only considered basic c-gap control vectors, the allocations produced by FFA for each
of them are very different; furthermore, they are not as “well behaved” as the allocations for the d-uniform
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control vector with 4 > 1. Compare Figures B.1 and B.2. The x-axis is the number of users, and the y-axis is the to-
tal resource allocated at step ¢ in the execution of FFA with input ¢ and ¢ = 1. The total resource allocated is, of
course, at least one because the optimal fairness ratio is the inverse of the maximal total allocation created, which
is at most one. Figure B.2 shows the first 100 allocations created by FFA when given the infinite d-control vector
and o =1 as input. Figure B.1 shows the first 30 allocations created by FFA given the four basic three-gap control
vectors and o =1 as input. The complexity in the second setting is due to several reasons: the allocations are not
monotone, they are not pointwise comparable, and they are not simple transformations one of the other. Further-
more, the allocations do not necessarily take their maxima at the limit. Still, in both cases, the total allocation con-
verges to a limit as the number of users grows (in the second case, all infinite allocations that obey certain natural
requirements converge to the same limit; this can be seen from the proof of Theorem 6). The horizontal line in
both figures denotes this limit. By Proposition 2, the first set of allocations takes its supremum at the limit; how-
ever Figure B.1 shows that the second case does not. It might be tempting to think that, as in Figure B.1, there al-
ways exists some basic c-gap control vector that takes its supremum at the limit. However, there exist values of ¢
for which every basic c-gap control vector attains its value at finite number of users (see Figure B.3 for a pictorial
example for ¢ = 10).

The main results of this section are almost matching upper and lower bounds for the optimal fairness ratio at-
tainable for any (possibly infinite) c-gap control vector (Theorem 5) and an asymptotic bound on the fairness ra-
tio (Theorem 6).

Theorem 5. For any c > 1, it holds that

-1
(HC+1)_1 > FAIRNESS(c - gap) > (H26+3 - %) ,

where H,, denotes the nth harmonic number.

Theorem 5 gives rise to the following corollary, which describes the asymptotic behavior of the fairness with
respect to c.

Corollary 2. FATRNESS(c - gap)—> (Inc)™".

Theorem 6. For every ¢ > 1, there exists a number n. < 2(c + 4)2 such that

fairnesss,, (c — gap) = (c + 1)((c + 2)In(c + 2))_1.

The proofs of Theorems 5 and 6 involve the following two steps:

1. (Section 5.2.1) Showing that basic control vectors are the worst; that is, for every c-gap control vector ¢, there is
a basic c-gap control vector ¢ whose fairness ratio is at least as bad (i.e., FAIRNESS(y) < FAIRNESS()).

2. (Section 5.2.2). Bounding the fairness ratio of all basic c-gap control vectors concurrently.

In addition, we show that the fairness ratio of all basic c-gap control vectors ¢, ¢ € {1,2}, is the same and com-
pute FAIRNESS(1 — gap) precisely for ¢ = 1 and ¢ = 2. Computing FAIRNESS(1 — gap) for c € {1,2} is more
straightforward than for c > 3 because when c = 1 and ¢ = 2, the total allocation is maximized at the limit. The
proof of the following theorem appears in Appendix F.1.

Theorem 7. The following hold:
1. FAIRNESS(1 — gap) = 2(3In3) .
2. FAIRNESS(2 — gap) = 3(4In4) .

5.2.1. Reduction to Basic Control Vectors. We want to compute a lower bound on the fairness ratio for all c-gap
control vectors. We first show that basic control vectors have the worst fairness ratio; hence, in order to provide a
lower bound on the fairness ratio, it suffices to analyze basic control vectors.

Proposition 3. For every (finite or inﬁn('te) c-gap control vector 1, there exists some (infinite) basic c-gap control vector i

such that FAIRNESS() > FATRNESS() ).

Proof Outline. We define a (possibly infinite) series of control vectors ¢,1,,..., where U= 1, is a basic c-gap
control vector such that their fairness ratio is nondecreasing. In other words, for any i > 1, if all of the allocations
of FFA(1,, 0) are feasible, then the allocations of FFA(y,,,,0) are also feasible. We define these vectors inductive-
ly. 1 is a basic c-gap control vector that shares the longest prefix with 1. Simply put, 11 has the same number of
zeros before the first (leftmost) one as 1. For i > 1, let §; be the first coordinate on which 1; and 1 differ. It must



Downloaded from informs.org by [128.210.107.130] on 13 June 2023, at 11:20 . For personal use only, all rights reserved.

Vardi, Psomas, and Friedman: Dynamic Fair Resource Division
954 Mathematics of Operations Research, 2022, vol. 47, no. 2, pp. 945-968, © 2021 INFORMS

be that 1,[,] = 0 and 1[8,] = 1. We define ¢,,, as follows. For j € [1,5, - 1], set ¢, [j] = ¢,[j]; set ¢, ., [B;] = 1, and
append (0°1)™ (see Example 4). If ¢ is finite, the last control vector in the series is ¢ with (0°1)” appended to it.
The series defined this way is finite if 1 is either finite or can be represented as a finite vector with (0°1)™ ap-
pended to it. Otherwise, it is infinite.

Given this series of vectors, we show that, for every i and all ¢ such that t = §, (modc + 1), if the allocation of
FFA(1,,0) when there are t users in the system is feasible, then so is the allocation of FFA(y,, ,,0) for t users. We
then show that FFA(,,,,0) remains feasible for all other values of ¢ (t # 3, (modc + 1)). The proposition follows
from these two facts as together they cover all time steps. O

Example 4. Let ¢ =(0,1,1,1,0,1,0,0,1). We derive the ¢;s as follows:

¥ =1,=(0,1),(0,0,1)%,

lpz =(0,1,1),(0, 0, 1)°°,

¢3 =(0,1,1,1),(0, 0, 1)°°

¥, =(0,1,1,1,0,1),(0,0, 1) = (0,0, 1)*.

5.2.2. Bounding the Fairness Ratio of Basic Control Vectors. Having shown that the basic control vectors have
the worst fairness ratio, it remains to bound it. The allocations created by FFA on basic c-gap control vectors
have a particular structure: they resemble a segment of the harmonic series with some doubled entries (see, e.g.,
Table F.1). Even though we show that, in order to bound the fairness ratio, it is enough to consider only basic
control vectors, each basic control vector has a different fairness ratio. Nevertheless, we provide some upper
bounds on the fairness ratio for each c. We give two types of bounds: a general and an asymptotic bound. The as-
ymptotic bound is particularly useful for systems that wish to be able to accommodate an unbounded number of
users and in which the amount of time the system has fewer than 1, users (for some constant n) is vanishingly
small. In this case, one can set the fairness ratio to be the asymptotic fairness ratio with an arbitrary “quick fix”
heuristic for when there are fewer than 7, users in the system (for example, allowing slightly more disruptions to
guarantee the asymptotic fairness ratio). The following lemma bounds the fairness of all basic c-gap control vec-
tors concurrently and is the key ingredient in the proofs of both Theorems 5 and 6. We prove this lemma by char-
acterizing all possible allocations that can be created by FFA(y, o) when ¢ is a basic c-gap vector for all possible
1 simultaneously. We bound the allocations when the nth user to arrive has the largest share. Notice that this
can be at a time when there is a different number of users in the system for different basic c-gap control vectors.
The complete proof appears in Appendix F.3.

Lemma 2. When executing FFA with any basic c-gap control vector and ¢ =1, if the nth user to arrive has the largest
share, the total resource allocated is at most

(n=1)(c+2)+j 1

n-2
1

max -+ Y —

je(0,1,... 41} ; 1 ; n+ l(C + 1) +]

From Lemma 2, we immediately get the following.

Corollary 3.
(-1)(c32)4 ] ne2 1 -1
FAIRNESS(c — gap) > max -+ —
( 8 P) nENS 0,1, c+1} ; 1 % n+ Z(C + 1) +]

where N is the set of positive natural numbers.

We outline how we use Lemma 2 and Corollary 3 to prove Theorems 5 and 6. The complete proofs appear in
Appendices F.4 and F.5.

Proof Sketch for Theorem 5. For the upper bound, we consider the (c + 1)-th allocation of FFA when its input is
the basic c-gap control vector ¢ = (10°)” (and ¢ = 1). For the lower bound, we bound each of the terms in Corol-
lary 3 separately. We show that the left term is upper bounded by Hj.,3 — 1, and the right term is upper bounded
byiforalle>1. O

Proof Sketch for Theorem 6. We use standard bounds on the harmonic numbers to upper bound the first and
second terms of the expression in Lemma 2. The sum of these is a function of 7, ¢, and j. We consider the series
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generated by fixing c and j and varying n and show that this series is increasing in # for sufficiently large values
of n. We do this by showing that the derivative is strictly positive for these values of n. Finally, we compute the

limit of the expression and show that it is £2In(c + 2). We give a matching lower bound. [

6. Accommodating Departures

Thus far, we assume that our algorithms are history independent. More specifically, as all of our algorithms rely
on FFA, we assume that FFA is history independent. In Section 3, we define FFA only with respect to arrivals.
We now show how to augment FFA to handle departures such that FFA is history independent.

Theorem 8. Let ¢ be a control vector and ¢ be a nonnegative real number. Denote the allocations of FFA(y,0) by
X!, X2,.... There exists an algorithm FFA’ that takes as input 1, o, and a vector of arrivals and departures such that, for
any vector of arrivals and departures ¢, the allocation specified by FFA'({,0,) is X' whenever there are t agents in the
system.

Proof. It suffices to show that, when an arbitrary user from X'*! departs, it is possible to distribute that user’s
share in a way that the sorted allocation is X'. If (o[£ + 1] = 0, this is straightforward: if the user with the jth largest
allocation leaves, we simply augment the smallest allocation to X!. Note that, under FFA, the smallest share is
given to the t + 1-th arrival. Thus, augmenting it to X]? indeed makes the allocation equal to X;. Without loss of
generality, we consider [t + 1] = 1; it is straightforward to extend the proof to [t + 1] > 1. The two allocations
we consider are, therefore, X! = (1,42, ...,4;) and Xt = (2,83, ,81, 75, 757)-

Denote S' = 3/_; X!. First, assume that one of the last two users (i.e., one with a ;% share), departs. Because

both X' and X'*! are feasible, a; — 2;% is equal to the difference S’ — S *1. Therefore, there must be a way to com-

bine the departing user’s share with the other ;75 share and the unallocated amount 1 - S to getay.
If the departing user is some other user j € [2,t — 1] (whose allocation in X' is 4,), we do the following: allocate
the difference a; — ;77 (which is positive because the allocation is sorted) to one of the last two users. The amount
left to distribute is exactly ;73; we've already shown this is sufficient to increase the share of the other of the last
twouserstoa;. O
We note that the fairness ratio when departures are allowed cannot be better than when they are not despite
the fact that we could ostensibly use up the freed resource to increase the allocations as we are not guaranteed

any departures. We elaborate on this in Section 7.

7. Conclusion and Future Directions

In this paper, we introduce and study the trade-off between fairness and the amount of allowed disruptions in a
dynamic fair division setting. We show that we can achieve good fairness while allowing only a very small num-
ber of disruptions as a function of the total arrivals. Our results give insights into how to design shared-resource
systems that need to maintain a high degree of fairness while still allowing for smooth operation.

There are various directions in which our research can be extended. Our model is defined so that our results
still hold for more in a way that gives a design for the setting in which there is a hard constraint on the number
of disruptions per arrival/arrivals between disruptions. For example, one could define the control vector such
that 1[t] = 1 means that we are allowed to disrupt a user upon the tth arrival independently of the number of de-
partures. As a result, our bounds are worst case bounds for systems whose demands are special cases, for exam-
ple, ones with a constraint on the total number of disruptions (equivalently, the average number of disruptions
per period). Algorithms geared toward these specialized systems might give stronger bounds. In addition, the
fairness ratio is a very strong notion of fairness; it requires that the smallest share received by any user at any
time be sufficiently large. Most users would arguably not mind being allocated slightly fewer resources at some
time periods if they are compensated at other times. This is especially true if jobs have deadlines; a user might be
willing to accept a slightly more “unfair” allocation at some time period if it means the user’s job finishes earlier
overall. In addition, one may wish to take into consideration the system requirements. In a software company,
for example, if the system requires a few more seconds to complete the execution of an important program, and
100 agents join, the system might prefer to delay the agents’ entry into the system for a short while (here, “short”
needs to be defined to allay the concerns raised by Isard et al. [21]). Under our definition, this system would
have a fairness ratio of zero. This example brings us to another direction for future research: balancing fairness
and social welfare (the sum of the agents’ utilities). Bertsimas et al. [5] study system efficiency loss under “fair”
allocations compared with ones that maximize the sum of player utilities in static settings. It would be interesting
to quantify the efficiency loss caused by fairness requirements in dynamic settings such as ours as well.



Downloaded from informs.org by [128.210.107.130] on 13 June 2023, at 11:20 . For personal use only, all rights reserved.

Vardi, Psomas, and Friedman: Dynamic Fair Resource Division
956 Mathematics of Operations Research, 2022, vol. 47, no. 2, pp. 945-968, © 2021 INFORMS

Li et al. [24] extend our results to heterogeneous users; however, many open questions remain, such as bound-
ing the fairness ratio for c-gap control vectors, ¢ > 1 in this setting. Another important extension is removing the
assumption that there is a single resource as many real-world systems typically consist of multiple resources
(e.g., CPU, RAM, disk space, and 1/O resources), which users require in different proportions. We briefly ad-
dress this question in Friedman et al. [16], but the algorithms and bounds therein are far from optimal. Finally,
the resource in our model is infinitely divisible, and users have additive valuations and utility that is linear in the
amount of resource allocated to them. Although these are often standard assumptions in the fair division litera-
ture, they are clearly simplifications, and it would be interesting to extend our results to models in which one or
both of these assumptions does not hold.
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Appendix A. Summary of Results
We summarize our main results in Table A.1.

Table A.1. Results for single resource dynamic fair division. H,, denotes the n-th harmonic
number.

Control vectors Bound on the fairness ratio

d— uniform, d > 1

((+ 1)ln(d%l))71 (tight)

1- gap 2(3In 3):1 (tight)

2- gap 3(41In4) " (tight)

¢—gap,c23 (Hes1) ™" = FAIRNESS(c - gap) = (HZC+3 - %)']
(c+1)((c+2)In(c+2))™" (asymptotic bound, tight)

Appendix B. Figures

Figure B.1. (Color online) Allocations of FFA for the basic 3-gap control vectors with ¢ = 1.
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Figure B.2. (Color online) Allocations of FFA for 1-uniform control vectors and ¢ = 1.
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Figure B.3. (Color online) Allocations of FFA for the basic 10-gap control vectors with o = 1.
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Appendix C. Number Theory
We use the following well-known bounds on the nth harmonic number H,, (Guo and Qi [17]):

1
_ - <H, - —y<— .
a1 s lnn=y <o, €D

where y = 0.57721... is the Euler-Mascheroni constant. Using these, it is straightforward to derive the following:
Lemma C.1. For any natural numbers b>a>1,

! <i1<ln(b)—ln(a—l)+l— !
20-2" Zix” 2b 2a-2°

In(b) —In(a-1) -
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Lemma C.2. The function

(n=1)(c+2)+c+1 1

f(n) = Z n

i=n t
is monotone decreasing in n for integer values of n and integer ¢ > 0.

Proof.

(n=1)(c+2)+c+1 1 n(c+2)+c+1 1
foy-fs =" > - >
i=n i=n+1

1 n(c+2)+c+11

n i=n(c+2) !

1

n(c+2) -

Lemma C.3. For integer ¢ > 1 and integer n > 2,
n=2 1

gmﬁ 1/2.

Proof. It suffices to prove the lemma for ¢ = 2 as the sum decreases as ¢ increases.

N

n—

+

1

n—2
- /0 n+ 3xdx

= 7+%1n(4—6/n)

1 1
< — —
_n+3ln4

<1/2,

1
n+ 3i

n-2 1
0

n+3i

i=l

Il
—_
—_

<

S|l= I~ I

for n>27. It is easy to computationally verify the result holds for smaller n. O

Appendix D. Supplementary Material for Section 3

Lemma 1 (Reproduced Here for Clarity). The allocations produced by FFA(Y,0) as inputs are identical to those produced by
FFA(Y,0’), scaled by 2.

Proof. Assume that the tie-breaking rule in both cases is identical; that is, if there are several users that have a maximal
share and a donor needs to be selected from them, the algorithm chooses the same donor for both inputs.

Denote the allocations produced by FFA when given ¢ and ¢ as inputs by X!,..., X"l and when given 1 and ¢’ as in-
puts by Z!,...,ZV. The proof is by induction. For the base, X} =0,Z} =0’; hence, X] =0’%. For the inductive step,
assume that the claim holds for X! and Z!='. The claim immediately holds for X" and Z' for any user for which the allo-
cation does not change. The users for whom the allocations do change as well as the arriving user are allocated ¢ and "7
in X and Z, respectively. This completes the proof. O

Appendix E. Supplementary Material for Section 5.1

E.1. Proof of Proposition 2

Proposition 2 (Reproduced Here for Clarity). For any control vectors ¢ and " such that ' that is a prefix of |,
FAIRNESS())) < FAIRNESS(1)').

Proof. Denote o = FAIRNESS(i) and ¢’ = FAIRNESS(¢'). Let S(1,0)" denote the total resource allocated by FFA when it
is executed with 1p and o when there are t users present. Toward a contradiction, assume that ¢>0’. As o' =
FAIRNESS(y’) and ¢’ is finite, there exists some 7 such that S(¢’,0")" = 1. Note that the first |[¢’| allocations when execut-
ing FFA with (i) ¢ and ¢’ and (ii) ¢ and ¢’ are identical. Therefore, by Lemma 1, S(gb,a)t =0’ % >1. This is a contradiction
to 0 = FAIRNESS(y). O
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E.2. Proof of Theorem 4
For the proof of Theorem 4, we require the following lemma.

Lemma E.1. Let X' denote the allocation of FEA when there are t users in the system when FFA’s inputs are the infinite
d-uniform control vector and o. For all t = - (d + 1) + 1, integer £ > 0, integer i € [0,d],

Xt = 9 o o o o o g g

A R A M M T S T "t

i terms d+1 terms d+1 terms d+1 terms / -

Proof. The proof is by induction on ¢. For the base case, £ =0, that is, t = i, i € [0,d], there are at least as many donors as
users, and so the allocation is
; o o
X=—,...,—
[t i g]
i terms .

For the inductive step, assume the statement holds for some ¢ and all i € [0,d]. Specifically, for i = d, we have

xta+y+d (9 0 O 9 s o o 0
A e A e A o R e s R e R T A ST’
~——

d terms d+1 terms d+1 terms d+1 terms

_ o o o o o o
ed+d” T bd+d td+d+1" T td+d+17 T d+ 1) +d Z(d+1)+d
d terms d+1 terms d+1 terms

When the next user arrives, FiniteFFA disrupts the d users with the largest shares, so the next allocations are
X(E+D@+1) [ o o o o ]

d+d+1"""""td+d+1"""" d+1)+d+1"" " bd+1)+d+1

d+1 terms d+1 terms

_ o o o o
_[(t’+1)(d+1)—{f""’(€+1)(d+1)—€""’(€+1)(d+1)""’(€+1)(d+1)]
d+1 terms d+1 terms ’

as required. It is now straightforward to confirm that the characterization holds for i > 1 because d of the first d +
1 terms are disrupted, and d + 1 new terms are added at theend. O

Proof of Theorem 4. Let X' denote allocation of FFA on input the infinite d-uniform control vector and ¢ when there
are t users in the system. Denote the total amount of resource allocated by S' = 37/_ X!. We first show that S' increases
with t. Let t =¢€-(d+ 1) +i for some ¢ and i. Then, from Lemma E.1,

¢

{
t—'.L . —G ='~—G
S=i Tt @) 2= gt A kzzllfd+z+k

Lett/=¢-(d+1)+i+1.

g g =[20HD iy, é I pd+1)- Z[]
\d+i+1 k:1€d+z+1+k Y “d+i+k
__@+Vo . o _o@d+)-(i+1)

Tld+it+1+€  d+i Cd+i+1

d—i
CWd+nld+it )ld+itl+1)
which is norme%ative for all i < d. Therefore, S“*VW*D > SU+DH for a]1 j € [0,d]. The same argument shows that
S+l 5 gUd+l) Thys, it suffices to bound S' at the limit. Because the sequence S' is monotone, having a conver-
gent subsequence is equivalent to the sequence being convergent, and further, the limits are the same. Hence, we
analyze t = {(d + 1) without loss of generality.

4
lim S“* = lim o@d+1)
{— {—o0 = gd +k
£(d+1)
=o(d+1)-lim -
{—c0 k%;i—lk

. E.1
=0(d+1)- lim (Hyaw1) ~ Hea) (E1)

= o(d+1)- lim (In(¢(d + 1)) ~ In(¢d))

d+1)

=0(d+1)-In ( y
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where Equality (E.1) is due to the well-known limit lim, ,(H, —Inn) =y, where y is the Euler-Mascheroni
constant. As S' is increasing in ¢, we set limy_, §f@+D) = 1. From Proposition 2, this characterizes the infimum of
the fairness ratio of all d-uniform control vectors. O

E.3. Proof of Corollary 1
Corollary 1 (to Theorem 4, Reproduced Here for Clarity). FAIRNESS(d — uniform) —,_, 1.

Proof From Theorem 4 it holds that FAIRNESS(d — uniform) =

for any d > 1. The Laurent series expansion of
atd=ocois 1—4+ O( ) The corollary follows. O

1
(d+1)In(Z1)
(d+1)ln(d*1)

Appendix F. Supplementary Material for Section 5.2

F.1. Proof of Theorem 7

Theorem 7 (Reproduced Here for Clarity). The following hold:
1. FAIRNESS(1 — gap) = 2(3In3)*,
2. FAIRNESS(2 — gap) = 3(4In4) ™"

There are two basic one-gap control vectors: (1,0,1,0,...) and (0,1,0,1,...). There are three basic two-gap control vectors
(Example 3). We prove the bound in Theorem 7 for each basic control vector separately. The theorem then follows from
Proposition 3. Here, we only present the proof for one of the two basic one-gap control vectors. We omit the proof for
the other control vector as it is virtually identical. Furthermore, we only present the proof for ¢ = 1; the proof for ¢ = 2 is
by similar (slightly more involved) case analysis.

Proposition F.1. The allocations created by FFA, with inputs basic one-gap control vector Y' =(0,1,...) and o =1 (from step 6
onward) are

. 1 1 1 1 101 1 11
LAttimet =0 (mod6): o G a2 (318 T I =TT
- T 1 1 11
2. Attimet =2 (mod6): o (D 3 12 (e DB A2 T
1 1 1

3. Attimet =4 (mod6):

((t+2)/3) (t+2)/3)+ 1" ((t+2)/3)+2" (t+2)/3)+2" "t ¢t
On odd time steps t, add + to the previous step (note the denominators have “changed” relative to the new time t).

Proof. The proof is by induction on the time f. The base case (the first six time steps) appears in Table F.1. The move
from even to odd steps is immediate as there is no donor. Because only the user with the highest utility has the user’s al-
location decreased, it is easy to verify the transition from odd to even steps by renaming the denominators. For example,

in the inductive step, for the case of t=0 (mod6), we know that t—1=5 (mod 6), and by the inductive hypothesis, the
; . 1 1 1 1 1 1 1 101 1 : L

allocation on step t — 1 is equal to T3 GRRT TR TR G5 WAy Ta)Fr -+ =3 237 -1 (we get this by plugging in

t=t-2in the “t=4 (mod6)” allocation and adding ﬁ at the end). At step t, we have a disruption; therefore, the lead-

is disrupted, and we have two additional } terms. The remaining cases are virtually identical. O

ing term C /3)
In order to compute the optimal fairness ratio of wl =(0,1,0,1,...), we bound the sum of allocations at odd steps be-
cause each odd step uses strictly more resources than the previous even step.
Denote by S(y',t) the total resource allocated by FFA(y',1) when there are t users in the system. We bound
1 —S(lpl,t), noting, for all t > 0, 1 - S(l,l)l,t) <1. On odd steps, we take % from the bank (the unallocated resource). On all

even steps except the second and fourth, we return some resource to the bank. (Note that, to be able to reach step 5, we

Table F.1. Allocations for the first six steps of FFA with basic one-gap control vectors and some ¢ as input.

Step Allocation for (0,1,...) Sum Allocation for (1,0,...) Sum
1 o o o o
g0 o 0.2 900

2°2 2 50

’ 252 800 900 700
2'2'3 60 2'3'3 60

4 0000 800 0000 850
2'3'4'14 50 2'3'3'4 50

5 00000 920 00000 790
2'3'4'4’5 60 3'3'4'5'5 50

6 000000 820 0060000 895

3'4'4'5'6"6 50 3'3'4’5'5'6 60
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need % in the bank; this immediately implies that o < ;g) First, we show that the resource allocated monotonically in-

creases when we look at it through a slightly wider lens.

Lemma F.1. Denote by S(',t) the total resource allocated by FFA(W',1) when there are t users in the system. For any
t=0 (mod 6), S(Y',t+5)= maXie(o,. .. 5 S(!, t +i). Furthermore, S(Y*,t +5) is monotone nondecreasing in t for t=0 (mod 6).

Proof. Let t =0 (mod6). It is easy to verify the following using Proposition F.1:
1. At the t + 1-th arrival, we add - ato S(I,L'1 t).
2. At the t + 2-th arrival, we add 22 and subtract -z~ f/3+1 from S(p!, £ +1).
3. At the t + 3-th arrival, we add P}3 to S, £ +2).
4. At the t + 4-th arrival, we add ;2; and subtract 1
5. At the t + 5-th arrival, we add 1z to S(l/) t+4).
Clearly, S(y',t+5)> S(¥',t+ 4) S, t+3)> S(W',t+2), and S(Y',t+1)> S(y',t). It is easy to verify using simple

calculus that S(p!,t+5)= S(i!, t+4)+ 1= S(lp i‘+3)+t+4 t/3+2+i5 is larger than S(y',t+3) for all t. Also,
S, t+5)= S t+ 1)+ s+ 25— t/3+1+tf4 t/3+2 4> S(',t+1). Therefore, X(¢',t+5) is the allocation with the maxi-

mum resource out of the six allocations S(i!,t +1):i € {0,...,5}.
Furthermore, S(y',t+5) = S(!,t = 1)+ gy +F - t}3+t13+t32 t/3+1 +a t/31+2 ris is greater than S(y',t~1) for all +>2.
Because t—1=5 (mod6), this implies that S(g]) ,t) for t =5 (mod6) is monotone nondecreasing. O

We now complete the proof of Theorem 7 (for the control vector (0,1,0,1,0,...)).

t/3+2 from S(1, £ +3).

Proof of Theorem 7. From Lemma F.1, the amount of resource allocated increases with ¢; therefore, it suffices to bound
the total allocation when t goes to infinity. Similarly, it suffices to analyze the case when the allocation is larger than all
previous allocations, t =5 (mod6). At time t =0 (mod 6), the total resource allocated is

ZEI 13 1
2
2t Ziaaaici

1 t/3 1 t/3 1
=_|4 - 42 - -
2 ;t/3+2i ;‘t/3+21’—1

1 B 1 t/3 1
Z(SZt/3+21 Zt/3+21 )
341
Ez t/3+1?
3In(3) 1

< 2()—;,

where the last inequality is due to Lemma C.1. As S(y', ) = S(!,t = 1) +2 - t/% for t = 0(mod 6), it holds that the alloca-

;
tions at times t = 5(mod6) are at most 3ln( )_1_ 2+ t/% 312(3)

The proof for the matching lower bound is sirmlar using the other inequality of Lemma C.1, and is omitted. O

F.2. Proof of Proposition 3

Proposition 3 (Reproduced Here for Clarity). For every (finite or infinite) c-gap control vector , there exists some (infinite)
basic c-gap control vector U such that FAIRNESS(y) > FAIRNESS(1)).

Proof. We define a (possibly infinite) series of control vectors i;,1,,..., where )= Y, is a basic c-gap control vector
such that their fairness ratio is nondecreasing. In other words, for any i > 1, if all of the allocations of FFA(),,0) are feasi-
ble, then the allocations of FFA(y,,,,0) are also feasible. We define these vectors inductively. 1, is a basic c-gap control
vector that shares the longest prefix with 1. For i > 1, let 8, be the first (leftmost) coordinate on which ¢; and 1 differ.
For je[1,8,— 1], set ¢, [j]1=,ljl; set ¥,.1[B;]=vI[B;], and append (0°1)*. If ¢ is finite, we append (0°1)% to it as well.
The series is defined this way if ¥ is finite or can be represented as a finite vector with (0°1) appended to it. Otherwise,
it is infinite.

We show that the fairness ratio of {;,1,,... is nonincreasing. Note that, if 1 is finite, there is no k for which 1, = ¢, but
there is a k such that ¢ = ¢(0°1)™: the last control vector in the series. By Proposition 2, FAIRNESS(y/) > FAIRNESS(i)),).

In Lemma F.2, we show that, for every i and all steps t such that t = f3; (modc +1), if FFA(y,,0) is feasible, then so is
FFA(¢,,,,0). In Lemma F.4, we show that FFA(y,,,,0) remains feasible for all other time steps (¢t #f;, (modc+1)). The
proposition follows from these two lemmas as together they cover all time steps. [

Fix o and let ¢ =¢,,¢,,..., be as in the proof of Proposition 3. Fix ¢ and denote the set of allocations of FFA(i,0) by
X(¢). Notice that X(¢,,) and X(i,,,,), the allocation sets of FFA(y;,,0) and FFA(y,,,,0), are identical up to step g, —1.

i+17
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Then, on step B;, necessarily ,[;,]=0, 1, .,[f;] = 1. Let X(1,t) denote the allocation produced by FFA with inputs ¢ and
o at time ¢ (when there are ¢ — 1 agents in the system and one more arrives). Let |X(i, f)| denote its magnitude (i.e., how
much resource is allocated at this time).

Lemma F.2. Forall i>1 and all t =8, (modc+1),
X, =X, 1)

Proof. Recall that g, is the leftmost coordinate on which 1; and v differ and, hence, the leftmost coordinate on which ;
and v,,, differ. If t <, the proposition trivially holds because the two allocations are identical up until step ,—1. We
prove the claim for t=p,+j(c+1) by induction on j. For the base case, j = 0, denote X(¢,,—1)=X(Y,,,,5;,-1) =
(al,az, ces ,aﬁl_l).
Because 1,[$;] =0 and v,,[B;] =1, we have
X(#)i/ ﬁ,) = (ﬂl,ﬂz, cee raﬁﬁZr aﬁ,*lla/ﬁi)l
XWq.B) = (a2,a3,...,a5-1,0/B;,0/B)).
As X(¢,;,8; 1) is sorted (hence, ar > a4y for all £), and ag 1 = ﬁ‘—il
For the inductive step, let X(y,t) = (ay,az,...,4;) and X(¢,,,,t) = (b1,bo,...,b). By the inductive hypothesis
X, ) =X, 1), that is, a; > b;, for all i=1,...,t. We show that X(¢p,,t+c+1)=X(1,,,,t +c+1).
Because t=p;+j(c+1), we know that ,[t]=0, ¢,[t+c+1]=0, and ,,[t]=1. Furthermore, ¢, ,[t']=0, for
t <t <t+c+1. Let g; be the smallest value such that ¢,[f+¢;] = 1.

X(lpi/ t) = (alr- . -ratfllat)/

>, this completes the proof of the base case.

o o o o
X /t+ i) = ARRNI L Y Al R ’ ’ 7
Wt + ) (az M g1 g, t+07,-)
o o o o o o
X, t+c+1)=(ay. .. a0, -, ..., A .
Wit+e+l) (a2 S L S S | t+c+1)

And
X(llbpr]/t) = (blr s bf—'l/ bt)

X, t+c+1) = (bz, by, ——

o [0 o
t+1 "t+c t+c+1 t+c+1)

For the first t — 1 terms, a; > b; by the inductive hypothesis. The next g; terms are identical (%
the very last term. O

Proving Lemma F.4—that, if FFA(1,,0) is feasible, then FFA(¢,,,,0) is feasible, for steps t # f3; (modc + 1)—is more in-
volved. First, we show—in Lemma F.3—that there exists some Ty, for which, for every t>T, , X({,,4,t) is identical to
X(,,t). Therefore, we only need to consider allocations prior to that T, .

7+ through -2 ) as well as

i+1/

Lemma F.3. For all i > 1, there exists some (minimal) Ty, such that, for all t > Ty, X(;,,t) = X(P;,1).

Proof. Consider what the allocation of a basic c-gap control vector looks like. Every ¢ + 1 arrivals, a disruption is al-
., ;%c)' followed by two terms ( ) fol-

jrc+17 ]+c+1

lowed by c singles, followed by a double, and so on. The leading terms (until the first double term) could be any number
of singles between zero and ¢ + 1. (There could be exactly ¢ + 1 single terms in the following case: the first term of the al-
location in the previous step was a double term (followed by c singles) and the next step had a disruption.) Similarly,
the last terms could be any number of singles between zero and ¢ + 1. Knowing the specific basic c-gap control vector es-
sentially only determines the steps in which the double terms appear.

Let p be number of zeros between f;, and the previous one. In Example 4, for {4, p = 1. Then, X(¢,,,,8;) = (a1,...,m,
3 L;, TF ‘; T ﬁ ﬁ_‘; Iy ﬁ‘—Tl,ﬁ% ﬁ%) Ty, is exactly the smallest time in which the first term of X(1, +1,T¢,) is #, and

the second term is the flrst one of the 7 terms in X(;,,B;) has been disrupted. So we’d like for the

lowed, so the “bulk” of the allocation is c single terms of the form (] '3 LT

ﬁ i+17
first m + 1 terms of the B; terms to be disrupted. Solvmg for m, we get that m =, —p—4 (we subtract the two double
terms ¢ and ;' and the p single terms); hence, Ty, = f; + (c+1)B,—p-3). O

In order to show that FFA(¢,,,,0) is feasible, we want to show that the total resource allocated in X(¢,,,,f) for all €
[B;, Ty, t# B; (modc+1) is at most one. Equivalently, if it suffices to show that, for all steps when a donor is used, there
is enough unallocated resource to handle c consecutive nondisruptive steps.

Lemma F.4. For i > 1, let Ty, be as in Lemma F.3. For all t =, (modc+ 1), te (B, Ty,1,

- X
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Proof. Let t =, + {(c + 1). Let g; be the smallest positive integer such that yb?’[ﬁi +49;] = 1. Clearly, g; <c as ¢ has at most ¢
consecutive zeros. Note further that, because YN[, +4;] = 1 and because g, > 2, it must hold that g, +q; > ¢ +2.
Observe that, if X(ll)?],ﬁi) =(ay,ay, .. .,a/;‘__z,aﬁi_l,G/‘B,), then

o o o

ﬁ ﬁ"'l ﬁi+qi_1’ﬁi+qi,ﬁi+qi,
o 0

BB

After c + 1 more steps, the leading term a, appears in neither X(YN, B, +g; +c+1) nor X(YN,,B, +c+1). The first alloca-
tion has additional terms through and two terms The latter allocation has additional terms

X(w?]/ﬁ,“l_qi):(aZ/---/ 2/“[3‘ 17 >

X(Fbﬁlrﬁi):(ﬂz/ - 0p,-2,8p,-1, o~

1
Bi+1

through - and two terms ;7 st 1. A similar pattern appears ¢ + 1 steps later, and so on. For ease of notation, denote the

total resource allocated by X(i,t) (i.e., |X(¥,t)]) by S(i,t). At step t, we have (for some k)

1 1 1 1 1 1
N — . -
SWi, ) =ap+... +ag1+ (ﬁi+1+5i+2+m+t) +(,31.+,8i+c+1+"'+t)

1
Bi+qi+1 +q +1 B+aqi+c +q +c Bi+qi+c+1

singleterms” plusoneofthetwo doubleterms” remaining doubleterms”

a 1 1 1
SWNt+q)=ae+... +ag+ >, —+ + +... 4 .
W %) = Pt j=p+1] (ﬁf"ﬂi pitct+l+q t+qi)

Their difference (which is also the difference of their “banks”) is

SNt +g) - SN, H= 3 Ls Z( 1 )

Aml Bi +q,+](c+1) B +jlc+1)
1 g 1 1
SN, t)=1-8@EN, t+qz)+jzt+]1] +]§(ﬁ.+q,-+j(c+1)_5.+j(c+1))‘

Because ¢/ is feasible, we know that 1-S(yN,t+g;) > Z} 1Hq 5 Our goal is to show that 1-SEN,,t) > Z] 175 1O
that end, we prove the following;:

PIFRERG 5 LH of N ED RS I
-+ - - - - 2T —= =
attati Eml = (.Bi +qi+jlc+1) pi+jlc+ 1)) att] S

This is equivalent to the following two inequalities, and we prove the latter.

t+gitc 1 l 1 1 t+c 1
Z *.+Z( : - - )Z Z =

j=trg+1] 520 Bi+gitjlc+1) B, +jlc+1) jetiqi1]

AR e

]t+c+1] ﬁ +l]1+](C+1) ‘8 +](C+1)

Let

fBlog= 3 1+Z€](ﬁ ! )

j= t+c+1] j=0 +ql+](c+1) ﬁ +](C+1)

where t =, +{(c+1). We know thatc>¢; > 1, t+q; 2c+2,and f;+ {(c+1) < Ty, =B, +(c+1)(B;, — p - 3), where
p is the number of zeros between f;, and the previous one in 1. Therefore, p +4; =, which implies that
t<B,+qgi—c—3. This is the choice of parameters for which we would like to show nonnegativity of
f(,gilflclqi)'

As we note earlier, showing that f(B,,¢,c,q;) is nonnegative is a very delicate task. For example, using a more coarse
upper bound for ¢, such as £ <, -3, f(B,,{,c,q;) might be negative (8,=9,{=6, c = 4, and gq; = 1). We first show that the
function is nondecreasing in £, in Lemma F.5. Then, because f decreases as ¢ increases, it suffices to show nonnegativity
for the maximum value of ¢ f;+g;—c—3. This implies that t=Ty, =p,+lc+1)=p,+(B;+q—c=3)(c+1)=
(c+2), +(c+1)(gi —c—3). We overload notation and redefine f as

Ty +c+q; B.4+gi—c—3
p; tetq, Bitqi—c 1 1

fBicqi) = Z -+ Z

=Ty re+1] =0 ﬁi+qi+j(c+1)_ﬁi+j(c+1) .
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We show in Lemma F.6 that f(B,,¢,q;) is nonincreasing in c. It, therefore, remains to show that f(B;,¢,q;) is nonnegative
in the limit. We can rewrite the function as

T% +c+q; 1 Bi+gqi—c—=3 1 1
f( ir c, EI) = -+ ( B - B )
Pucrt j:T%:cﬂ] ; Bi+qi+jlc+1) pi+jlc+1)
UL M 1
=rent) ¢+l 95 i +ai + Bi j
c+1 c+1
Ty, +aqi Ty,
Ty +exai c+1 c+1
1 1 l 1
SR ISR R
j=Tyrert] €T c+1 Bira ql B il
T c+1 c+1

Applying the approximations for the harmonic number from Appendix C gives

+e+q; 1 1 Ty, +qz 1 1 1 Ty,
f(ﬁﬂcq)ﬂn( Ty, +c ) 2(T¢i+c)+c+11 (5 +qi - ) c+1 2(B,+qi—c—1) c+11n(ﬁ,.—c—1‘

Taking the limit at §; goes to infinity (recall that Ty, = (c +2), + (c +1)(q; —c - 3)) gives

) _ 1 1 _
ﬁlilir;of(ﬁi,c,%)—() 0+mln(c+2) 0 mln(c+2)—0.

This completes the proof of Lemma F.4. O
Lemma F.5. f(8, £ +1,c,q:) —f(B;, £,c,q:) <O.

Proof.

t+c+1+c+g; 1 t+c+g; 1 1 1

fB Lo =fBleg= 3, -= 3] PR Fa D) BA(C+De+1)

j=t+2(c+1) ] j=t+c+1 ]

Every positive term in the first sum is smaller than the corresponding negative term in the second sum (and they have
the same number of terms). The second to last positive term is smaller than the last (negative) term. 0O

Lemma F.6. f(8, +c+1,c,9:) —f(B;,¢c,q:) < 0.

Proof. Increasing 8, by ¢ + 1 increases Ty, by (c+2)(c+1).
Ty, +(c+2)(c+1)+c+g; 1 Ty, +c+qi 1 ﬁl+q,—2( 1 1

fBi+e+lcq)=fBcq) = 2 i BAg+G+Die+]) B+(+Dic+1)

=Ty +c+2)(c+)+c1]  j=Tyver1] =0

Bi+qi—c=3

1 1
= ,Bi+q,-+j(c+1)_ﬁl.+j(c+1))

This can be rewritten as

1 1
f(ﬁi+c+1’c'qi)_f(ﬁ"’c’q"):(Tlp[+(c+1)(c+2)+c+1+ M+Tu', +(c+1)(c+2)+c+qi)

1 1 1
_(T, +c+1+T¢ +c+2+"'+T¢,+c+q,-)

1 1
+ql+c+1 ﬁ+q,+2(c+1) T¢l+q,+(c+1)(c+2))

1 1
( +c+1 ﬁ+2(c+1) T¢,+(C+1)(C+2))

1 1 1 1 1
+[=+ + +oet—.
B +qi ﬁ+qz+c+1 Tw,.+qz-) (/31. Bi+c+1 B,+2(c+1) Tﬂ,i)

1 c+2 1 c+2 1 1 1

Do ] 3 e ) rae ey

T¢+c+1)c+2)+c+] Ty, +c+j jleq,[+qi+](c+1) j=1wa+](C+1) B;+aqi B
& (c+1)(c+2) B «2 qi qgi

- =1 (Tw, +c+1D(c+2) +c +j)(Tq,, +c+)) ; (T% +(c+1)j+ qi)(T,J,’ +(c+ l)j) i Bi(B; +a:)

\d

(c+1)(c+2)qg; _ (c+2)g; L
(Tlp,. +e+Dc+2) +c+ qi)(Tl/)l +c+q) (T% ++1D)(c+2)+ qi)(Tw,- +(c+1)(c+ 2)) Bi(B; +41)
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To verify this by computer to be nonpositive, we execute the following code in Mathematica:

fit,c,q]=

(t(t+q)) c+2)g/((c+2)t+(c+1)(q-c-3)+(c+1)(c+2)
*(c+2)t+(c+1)(g-c- 3) (c+1)(c+2)+q)
-qc+1)(c+2)/((c+2)t+(c+1)(q-c-3)+c+q)
*(c+2)t+(c+1)(q-c-3)+c+q+(c+1)(c+2));
Reduce [{f[t, c,q] <=0,q<=c,q>=1,t+q>=c + 2}, ]

which gives the following result, thus verifying nonpositivity.
(c==1&&q==1&&t>=2)||(c>1&& 1<=q<=c&&t>=2+c-Q)

This completes the proof of Lemma F.6. O

F.3. Proof of Lemma 2

Lemma 2 (Reproduced Here for Clarity). When executing FFA with any basic c-gap control vector and o = 1, if the nth user to
arrive has the largest share, the total resource allocated is at most

(n=1)(c+2)+j 1 n-2 1
max -+ Dy —
JEl0 .41} %:‘ i ;‘ n+ilc+1)+j

In order to prove Lemma 2, it is convenient to introduce some additional notation. Elements of an allocation that ap-
pear once are called singletons, and those that appear twice are doubles. We use the following to make our notation more
compact. Instead of individually analyzing each basic control vector, we define a set of allocations Z¢ = {Zf,j} that simulta-
neously upper bounds all allocations created by all basic c-gap control vectors for any fixed ¢ > 1.

Definition F.1. For any c > 1,
* Zi,=(0)
e Forje{2,...,ct+1},

o o
Zi,j = (0/5,---,7)

I 15 o o o o 0 o o
n0 n'n t+1" "n+c’ ntc+1l ' n4+c+1" w'w ‘w17 w4
—— —_—

one double ¢ singletons one double one double ¢ singletons

e Forn>landj=0,letn =(n—1)(c+2)—c:

e Forn>landje{l,...,c+1}, letn' =(n—1)(c+2)+j—c.

7e — o o o o o o o O o o
Mo n" T 4= n+ 4 n+j+ 1 Tn+j+c ww T+ w4
j singletons one double ¢ singletons one double ¢ singletons

Example F.1. Z{ ; for some possible values of c,n,j:
1z2_((7£70/(7(70(7£7017)
32~

37475751 6/7787879/10
3 0o 0 0 0 0 0 0 O (o} g g (o} g [}
2240_( )

474/576777878797107 11712712/ 137 147 15
We now show that Z° is the set of all possible allocations in the round just before a donor is used.

Proposition F.2. For any ¢ > 1, the set of allocations Z¢ = {Z;,;,:n21,0<j<c+1} is precisely the set of all possible allocations
of FFA in the round before a donor is used when the inputs to FFA are a basic c-gap control vector and o.

Proof. For n=1,j€[0,...,c+1], the corresponding basic c-gap control vector is the one with a prefix of exactly j zeros
followed by one.

For n > 1, first notice that, even though there are ¢ + 1 basic c-gap control vectors, there are ¢ + 2 possible allocations
in which ¢ is the largest share because one of the basic c-gap control vectors gives an allocation with two terms equal to
¢. At some step, the first of the two is the largest share (and equal to the second largest share), and after ¢ + 1 arrivals it
gets disrupted, resulting in an allocation that, again, has the largest share equal to 2. Thus, it is easy to confirm that our
allocations Z; ; start with the correct pattern.

It remains to show that we have the correct number of total terms; that is, an allocation that starts with ] singletons
has a total of n’ +c¢=(n—-1)(c+2)+j terms. Toward this statement, let £ be the number of times the pattern “one double
followed by ¢ singletons” appears (in Z%,z in Example F.1, £=2). This pattern has ¢ + 2 terms; therefore,



Downloaded from informs.org by [128.210.107.130] on 13 June 2023, at 11:20 . For personal use only, all rights reserved.

Vardi, Psomas, and Friedman: Dynamic Fair Resource Division
966 Mathematics of Operations Research, 2022, vol. 47, no. 2, pp. 945-968, © 2021 INFORMS

n+c=j+{l(c+2)=>n"=Llc+2)+j—c. A different way to count the total number of terms n’ +c is to notice that the de-
nominator of the singleton right before one double increases by ¢ + 1 every time the pattern “one double followed by c
singletons” appears. Therefore, the last denominator n’ +c is equal to n+j—1+£(c +1), which (together with the previous
equality) implies that { =n—1, and thus, n’ =(n-1)(c+2)+j—c. O

Proof of Lemma 2. The allocation just before a donor is used is necessarily greater than the previous c allocations as
there was no donor for the previous ¢ rounds. Therefore, by Proposition F.2, the maximal allocation of Z;,]» is an upper
bound on the maximal allocation of FFA with a basic c-gap control vector. The total allocation of Zj, ; is

(=124 o n=2 o

_+ —_—
i Sn+ilc+1)+j

i=n

by straightforward summation over the allocation vector of Definition F.1, in which the first is a sum of all the values
appearing in the allocation vector and the second part is a sum of the values that have duplicates. Therefore, the total
resource allocated when the nth user has not yet been a donor (over the choice of all basic c-gap control vectors) is at
most

(-1)(e+2)+j 1 n=2 1

max -+ —
je{0,1,...c+1} : 1 i—on + I(C + 1) +]

=n

The first term is maximized at j = c+1, and the second is maximized atj = 0. O

F.4. Proof of Theorem 5

Theorem 5 (Reproduced Here for Clarity). For any ¢ > 1, it holds that
-1
1
(Hes1)™ = FAIRNESS(c — gap) > (H2C+3 - E) ,
where H,, denotes the nth harmonic number.

Proof of Theorem 5. For the upper bound, consider the basic ¢-gap control vector ¢ = (10°)”. When ¢ + 1 agents are in
the system, the total allocation when executing FFA with 1 and ¢ is 0 +5+ --- +2%. This is simply the first ¢ + 1 elements
of the harmonic progression multiplied by ¢. Therefore, 6Hc+1 <1, and so (Hc+1) provides an upper bound on the fair-
ness ratio.

For the lower bound, we bound each of the terms in Corollary 3 separately. The term on the left, Z(” Diexaytent 1, is de-
creasing in n. This is restated as Lemma C.2 and proved in Appendix C. Plugging in n =2, we, therefore, have that this

term is upper bounded by ZZCH} =Hppz—1.
The term on the right, >/ . H(C +1), is upper bounded by 1 for all ¢ > 1 (Lemma C.3). Combined, we get that the term

inside the brackets is at most Hpqy3 — 5. Hence, (H2C+3 - 5) is a lower bound on FAIRNESS(c — gap). O

F.5. Proof of Theorem 6

Theorem 6 (Reproduced Here for Clarity). For every c > 1 there exist a number n, < 2(c +4)* such that
fairnesss,, (c — gap) = (c + 1)((c + 2)In(c + 2))_1

Proof of Theorem 6. We use Lemma C.1 to bound the left- and right-hand sides of the expression in Lemma 2. For the
first term,

(HEM 1o ((n —1)(c+2)+ j) N 1 1
i n-1 2(n=1)(c+2)+j) 2n-1

i=n

For the second term,

+i
u+n—2
= 1 I =R D 1
Sn+ilc+1)+j crlignt/ , c+l Wt i
c+1 i=
c+1
n+j
1 nc+1+"_2 1 1
Tc+1 n+j n+] n+]_
1 2( THn- 2) 2( )
1 n+j+(n—2)(c+1) 1 1

_c+11n n+j—c-1 Z(n+j+(c+1)(n—2))_2(n+j)—c—1
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Together, this gives that, when executing FFA with any basic c-gap control vector and ¢ =1, as long as the nth user to
arrive has never had the user’s allocation reduced, the total resource allocated is at most

1n((n—1)(c+2)+]')+ 1 1 1 n+j+(n-2)c+1) 1 ~ 1
n—1 2(n=1)(c+2)+j) 2n-1 c+1 n+j—c—1 2n+j+(c+1)n=2)) 2n+j)—c-1
(F.1)
Taking the derivative of (F.1) with respect to n gives
_ ] _ c—j
(c+2n?>+(j—2c—4)n+2+c—j m+j—c—-1)(en—2c+j+2n-2)
c+2 2(c+2) 2 2
- ; 2 vl 7t - 2
20en—-2c+j+2n-2)y 2c+2)(n-1)+j)° @n-1) @un-c+2j-1)
_ ] _ c—j
TR —2c+n e+ —nle+ Dic+4)
1 1 4
(F.2)

T -2 2+ )m-17 @n+op
c 1 4

> - - +
T (c+2m2—nlc+4)? (c+2)(n-27% @n+c)
1 c+

> —
m2+nc+1)  (c+2)n2 —n(c+4)>
c+2 c+1

- (c +2)n2 + n(c + 4)? - (c+2)n2 —n(c+4)*

For every n>n.= 2(c+4)?%, Expression (F.2) is strictly positive. Therefore, it holds that, for every c, there exists a .
such that, for every n>n, and every j€{0,1,...,c+1},

(=1)(c+2)+j 1 n-2 1

7+ e —
i Sn+ilc+1)+j

i=n

is upper bounded by an expression that is strictly increasing in n. Fixing c, the limit of this expression with re-
spect to n is €2In(c +2) for every j. Hence, for n>n,, for every j, it holds that this expression is less than

c+1
2in(c +2).
The lower bound on the fairness (i.e., showing that this is tight) is straightforward by using (the other direction of)

Lemma C.1. O

References
[1] Ahmadi RH, Dasu S, Tang CS (1992) The dynamic line allocation problem. Management Sci. 38(9):1341-1353.
[2] Alon N (1987) Splitting necklaces. Adv. Math. 63(3):247-253.
[3] Aziz H, Mackenzie S (2016) A discrete and bounded envy-free cake cutting protocol for four agents. Proc. 48th Annual ACM Sympos.
Theory Comput. (Association for Computing Machinery, New York), 454—464.
[4] Benade G, Kazachkov AM, Procaccia AD, Psomas CA (2018) How to make envy vanish over time. Proc. 19th ACM Conf. Econom. Comput.
(Association for Computing Machinery, New York), 593-610.
[5] Bertsimas D, Farias VF, Trichakis N (2011) The price of fairness. Oper. Res. 59(1):17-31.
[6] Bertsimas D, Farias VF, Trichakis N (2013) Fairness, efficiency, and flexibility in organ allocation for kidney transplantation. Oper. Res.
61(1):73-87.
[7] Boiney LG (1995) When efficient is insufficient: Fairness in decisions affecting a group. Management Sci. 41(9):1523-1537.
[8] Brams SJ, Taylor AD (1995) An envy-free cake division protocol. Amer. Math. Monthly 102(1):9-18.
[9] Budish E (2011) The combinatorial assignment problem: Approximate competitive equilibrium from equal incomes. J. Political Econom.
119(6):1061-1103.
[10] Ciocan DF, Farias V (2012) Model predictive control for dynamic resource allocation. Math. Oper. Res. 37(3):501-525.
[11] Correa JR, Schulz AS, Stier-Moses NE (2007) Fast, fair, and efficient flows in networks. Oper. Res. 55(2):215-225.
[12] Demers A, Keshav S, Shenker S (1989) Analysis and simulation of a fair queueing algorithm. Comput. Comm. Rev. 19:1-12.
[13] Deng X, Qi Q, Saberi A (2012) Algorithmic solutions for envy-free cake cutting. Oper. Res. 60(6):1461-1476.
[14] Fishburn PC, Sarin RK (1994) Fairness and social risk I: Unaggregated analyses. Management Sci. 40(9):1174-1188.
[15] Freeman R, Zahedi SM, Conitzer V, Lee BC (2018) Dynamic proportional sharing: A game-theoretic approach. Proc. ACM Measurement
Anal. Comput. Systems (Association for Computing Machinery, New York), 1-36.
[16] Friedman E, Psomas CA, Vardi S (2017) Controlled dynamic fair division. Proc. 18th ACM Conf. Econom. Comput. (Association for
Computing Machinery, New York), 461-478.
[17] Guo BN, Qi F (2011) Sharp bounds for harmonic numbers. Appl. Math. Comput. 218(3):991-995.
[18] Guo M, Conitzer V, Reeves DM (2009) Competitive repeated allocation without payments. Internat. Workshop Internet Network Econom.
(Springer, Berlin, Heidelberg), 244-255.
[19] Haitao Cui T, Raju JS, Zhang ZJ (2007) Fairness and channel coordination. Management Sci. 53(8):1303-1314.



Downloaded from informs.org by [128.210.107.130] on 13 June 2023, at 11:20 . For personal use only, all rights reserved.

Vardi, Psomas, and Friedman: Dynamic Fair Resource Division
968 Mathematics of Operations Research, 2022, vol. 47, no. 2, pp. 945-968, © 2021 INFORMS

[20] Huh WT, Liu N, Truong VA (2013) Multiresource allocation scheduling in dynamic environments. Manufacturing Service Oper. Manage-
ment 15(2):280-291.

[21] Isard M, Prabhakaran V, Currey J, Wieder U, Talwar K, Goldberg A (2009) Quincy: Fair scheduling for distributed computing clusters.
Proc. ACM SIGOPS 22nd Sympos. Oper. Systems Principles (Association for Computing Machinery, New York), 261-276.

[22] Karsten F, Slikker M, van Houtum GJ (2015) Resource pooling and cost allocation among independent service providers. Oper. Res. 63(2):
476-488.

[23] Kash IA, Procaccia AD, Shah N (2014) No agent left behind: Dynamic fair division of multiple resources. ]. Artificial Intelligence Res. 51:
579-603.

[24] Li B, Li W, Li Y (2018) Dynamic fair division problem with general valuations. Proc. 27th Internat. Joint Conf. Artificial Intelligence (Interna-
tional Joint Conferences on Artificial Intelligence Organization), 375-381.

[25] Milgjici¢ DS, Douglis F, Paindaveine Y, Wheeler R, Zhou S (2000) Process migration. ACM Comput. Surveys 32(3):241-299.

[26] Moulin H, Stong R (2002) Fair queuing and other probabilistic allocation methods. Math. Oper. Res. 27(1):1-30.

[27] Othman A, Papadimitriou C, Rubinstein A (2014) The complexity of fairness through equilibrium. Proc. 15th ACM Conf. Econom. Comput.
(Association for Computing Machinery, New York), 209-226.

[28] Pazner EA, Schmeidler D (1978) Egalitarian equivalent allocations: A new concept of economic equity. Quart. J. Econom. 92(4):671-687.

[29] Segal-Halevi E (2018) Redividing the cake. Proc. 27th Internat. Joint Conf. Artificial Intelligence (International Joint Conferences on Artificial
Intelligence Organization), 498-504.

[30] Steinhaus H (1948) The problem of fair division. Econometrica 16(1):101-104.

[31] Topaloglu H, Powell WB (2005) A distributed decision-making structure for dynamic resource allocation using nonlinear functional ap-
proximations. Oper. Res. 53(2):281-297.

[32] Verma A, Pedrosa L, Korupolu M, Oppenheimer D, Tune E, Wilkes ] (2015) Large-scale cluster management at Google with Borg. Proc.
10th Eur. Conf. Comput. Systems, 18.

[33] Walsh T (2011) Online cake cutting. Brafman RI, Roberts FS, Tsoukias A, eds. Algorithmic Decision Theory (Springer, Berlin, Heidelberg),
292-305.

[34] Zeng D, Psomas A (2020) Fairness-efficiency tradeoffs in dynamic fair division. Proc. 21st ACM Conf. Econom. Comput. (Association for
Computing Machinery, New York), 911-912.



	s1
	s1A
	s1B
	s2
	s2A
	s2B
	s3
	s4
	s5
	s5A
	s5B
	s5B1
	s5B2
	s6
	s7

