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Abstract
Triple bonding in the nitrogen molecule (N2) is among the strongest chemical bonds with a dissociation enthalpy 

of 9.8 eV/molecule. Nitrogen is therefore an excellent testbed for theoretical and numerical methods aimed at under­
standing how bonding evolves under the influence of the extreme pressures and temperatures of the warm dense matter 
regime. Here, we report laser-driven shock experiments on fluid molecular nitrogen up to 800 GPa and 4.0 g/cm3. 
Line-imaging VISAR velocimetry and impedance matching with a quartz reference yield shock equation of state data of 
initially precompressed nitrogen. Comparison with numerical simulations using path integral Monte Carlo and density 
functional theory molecular dynamics (PIMC-DFTMD) reveals clear signatures of chemical dissociation and the onset 
of L-shell ionization. Combining data along multiple shock Hugoniot curves starting from densities between 0.76 to 
1.29 g/cm3, our study documents how pressure and density adect these changes in chemical bonding, and provides 
benchmarks for future theoretical developments in this regime, with applications for planetary interior modeling, high 
energy density science, and inertial confinement fusion research.
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Elemental nitrogen (Z=7) forms diatomic N? molecules with extremely strong triple covalent bonds (9.8 

eV/molecule) at 300 K and 1 bar. This unique bonding yields not only stability and chemical inertia, 

but also a diverse solid-state polymorphism over a wide range of pressure-temperature conditions. The 

gradual evolution of chemical bonding and molecular/atomic rearrangements under elevated pressure and 

temperature are of great interest, as nitrogen is expected to be present in icy planet interiors [f, 2], is also 

an important detonation product [3, 4], and is critical to many energetic materials [5]. For example, static 

compression studies of this simple molecular system using diamond anvil cells (DACs) at low and moderate 

temperature have revealed more than 45 solid phases differing by subtle re-arrangements of the nitrogen 

molecules driven by pressure-induced symmetric breaking [6-8], or the weakening and breaking of the triple 

bonds to form single-bonded polymeric phases [9-11].

Upon increasing temperature well above 1000 K, molecular fluid nitrogen has been predicted to transform 

into an atomic fluid, a polymeric fluid, and a strongly coupled plasma [12-16]. Therefore, this prototypical 

low-Z molecular system is an excellent test bed for the development of advanced numerical and theoretical 

approaches for matter in the high energy density (BED) regime [17] and inertial confinement fusion (ICE) 

science [18]. For example, recent experiments have shown that the shock density of deuterium (Dg) near 

400-1,000 GPa along a double shock path, starting from the cryogenic liquid, cannot be reconciled with 

predictions from density functional theory molecular dynamics (DFTMD) and broad-range equation of state 

(EOS) models [19]. Having a heavier atomic nucleus, nitrogen’s properties may be easier to capture with 

current quantum simulation techniques. We expect a negligible quantum zero-point, motion, a reliable Born- 

Oppenheimer approximation, and an accurate classical description of ion dynamics in DFTMD for nitrogen 

at high pressure and temperature conditions [15]. Studying nitrogen might therefore help to unlock some of 

the mysteries regarding the behavior of hydrogen in the warm dense regime—with important implications 

for ICE science—by providing a means to compare theoretical and numerical approaches with experimental 

data for bonding changes and ionization of a low-Z diatomic molecule in the absence of the key complexities 

that arise when dealing with H atoms.

While various other low-Z materials have been studied under extreme conditions using dynamic compres­

sion experiments [17, 20-23], there are few experimental results to compare with simulations for nitrogen 

above 100 GPa [24, 25]. Most shock compression experiments on molecular nitrogen have been performed 

on the cryogenic fluid with initial density pln of 0.81 g/cm3 (at 77 K) with planar impaetors [25-32] up 

to 80 GPa. These revealed the onset of molecular dissociation into an atomic fluid at 30 GPa and 2.3-fold 

compression by comparing with a theoretical molecular Hugoniot, [30, 33], and evidence of its completion at 

80 GPa and 3.7-fold compression [30, 32] in agreement with DFTMD simulations [15]. The only available 

shock EOS data in the multimegabar regime, obtained with hemispherical-shell impacts, reported an iso- 

choric compression at 4.2-fold compression between 100 and 320 GPa. This was interpreted as evidence for 

a polymeric fluid state [24, 25] and supported by average-atom simulations [14], but appears to be in stark
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Figure 1. (a) Sketch of the experimental configuration including the diamond/sapphire anvil cell target, the focus
locations of the laser-drive beams and Doppler velocimetry (VISAR) probe. Inset micrograph shows the pressure 
chamber containing transparent molecular nitrogen fluid, a quartz reference plate, and ruby pressure markers. The 
white dashed line represents the projection of the VISAR streak camera entrance slit onto the target, (b) Raw image 
for shot 65143, overlaid with the corresponding shock-front velocity history (red), (c) Velocity profiles for shot 65143 
measured with the two VISAR channels (A and B), and the linear fitting and extrapolation of the higher-resolution 
velocity channel to the impedance match event (set as tiM = 0 s, black vertical line). Shaded area represents the 
systematic uncertainty for each channel. Black dotted vertical lines indicate the timing uncertainty for this event.

disagreement with the DFTMD simulations.

In this study, we performed laser-driven shock experiments on fluid molecular nitrogen precompressed 

in diamond/sapphire anvil cells to provide new experimental data in the range of this discrepancy between 

experiments and quantum simulations. Doppler velocimetry and impedance matching with a quartz reference 

were used to document the shock pressure-density EOS of nitrogen up to 800 GPa, 2.5 times higher pressure 

than those of previous studies [24]. The behavior observed in our new data is well captured by DFTMD 

simulations, and reveals clear signatures of the chemical dissociation of molecular nitrogen into an atomic 

fluid and the onset of L-shell ionization across a wide range of pressure-density-temperature conditions.

The precompressed laser-shock targets were prepared using diamond/sapphire anvil cells (see Fig. la 

and Supplemental Materials [34]). Liquid nitrogen was loaded cryogenically into the high-pressure cell, 

then compressed at room temperature to an initial pressure (Pq) of 0.23-2.03 GPa, measured by ruby
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luminescence [45]. The density (po) and refractive index (no) of the pre-shot, sample were inferred as 0.76- 

1.29 g/cm3 and 1.18-1.32, respectively, based on previous studies [46-50], and are listed in Table SI [34].

We conducted 21 shock experiments on the Omega Laser Facility at the University of Rochester (NY, 

USA). We used up to 12 beams with 23 or 48° incident angles to deliver 0.7-6.0 kJ of 351 nm UV laser in 

a 1 ns super-Gaussian flat-top pulse with a ~0.1 ns 10%-90% rise time. Phase plates (SG8 with a 438 pm 

radius at e_1 maximum intensity and a 4.5 super-Gaussian exponent, and E-SG-865 with 430 and 396 pm 

major and minor radii and a 4.7 super-Gaussian exponent) were used to produce a flat-top laser intensity 

distribution matching the 900 pm diameter opening on the drive side of the diamond anvil.

In the experiments described here, the initially transparent quartz and nitrogen become optically reflective 

under shock compression, so that the shock front can be directly tracked with a line-imaging velocity 

interferometer system for any reflector (VISAR). We record two VISAR channels (A and B) with 18.23 and 

7.212 mm thick etalons, giving a vacuum velocity per fringe (VPF) of 2.732 and 6.906 km/s/fringe: with 

distinct values of VPF, the two VISAR records allow us to confirm the magnitudes of fringe offsets at each 

interface. In Fig. lb, the shock wave arrives at the diamond-quartz interface (~—2 ns), breaks out of the 

quartz into the sample (t/M=0 ns), and transits through the nitrogen layer before entering the sapphire 

anvil (~18.5 ns). The stationary VISAR signal before —2 ns originates from the laser probe reflecting off 

the Ti mirror coating on the diamond.

Standard phase unwrapping and correction using the refractive indices no(Po) of the precompressed 

quartz and nitrogen yield the shock-front velocity history Us(t) shown in Fig. lb and lc: Us = Uapp/no, 

where Uapp is the apparent shock velocity [22, 51, 52]. We determine the shock velocities of the quartz 

(Us,q) and nitrogen sample (Us) at their interface (Um) using the VISAR signal with the highest precision 

(i.e., VISAR A), by linearly fitting the velocity over 0.5-1.0 ns and extrapolating the fits to tiM, as shown in 

Fig.lc. For each shot, we estimate the uncertainty of the phase retrieval by determining the value needed to 

get the error bars of the velocity traces from the two VISAR channels to overlap, which is found as 3-5% of 

the VPF. From the jump in shock velocity between the incident shock in quartz and the transmitted shock 

in nitrogen, we determine how compressible nitrogen is relative to quartz with the impedance matching 

technique (see Supplemental Materials [34] and related Refs. [53-55]). The measured shock velocities of 

quartz and nitrogen (Us,q and Us) and inferred shock states of nitrogen (up, P, p, and p/po) for each shot 

are summarized in Table S2 [34]. Error propagation including random and systematic errors is carried out 

using a Monte-Carlo methodology with the Cholesky decomposition to generate correlated random variables 

from the covariance matrices of the various model parameters [22, 34].

In order to compare with our experiments, shock Hugoniot curves are computed for five different initial 

densities including the cryogenic liquid density (0.81 g/cm3), 0.91, 1.08, 1.16, and 1.27 g/cm3 from the first- 

principles equation of state described in Refs. [15, 56]. Depending on the temperature, these simulations use 

either DFTMD with the Perdew-Burke-Ernzerhof exchange-correlation functional in the generalized gradient
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Figure 2. Shock velocity versus particle velocity of nitrogen, (a) Our data extend the previously explored 
range [24-30], (b) Showing the data in the Us—up vs up plane reveals non-linearity and initial density trends, (c) Shock 
velocities for various initial densities are corrected to match those for liquid nitrogen density further enhancing the 
evidence for subtle changes in shock compression, and providing a basis for detailed comparison with the corresponding 
Hugoniot curves derived from PIMC-DFTMD simulations [solid curves in (a), (b), and (c)]. Color scale corresponds 
to the initial density of the nitrogen sample.

approximation, or path integral Monte Carlo (PIMC) methods. We computed the change in internal energy 

induced by the precompression, then solved the energy conservation Rankine-Hugoniot equation for specific 

internal energy, using a bicubic spline in density-temperature space. Along the Hugoniot curves considered 

here, the switch from DFTMD to PIMC occurs around 3,000 GPa. We note that the difference in internal 

energy between the cryogenic and precompressed fluids at 0.8Ig/cm3 (W0.06 eV/molecule) is much smaller 

than the shock-induced internal energy variation (~5-100 eV/molecule); see Fig. S2 and SI [34].
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The Us versus u,p data for our 21 experiments on precompressed nitrogen are plotted in Fig. 2a and 

compared with the results of previous experimental studies on cryogenic liquid nitrogen [24-29, 32], including 

the gas-gun study up to 80 GPa by Nellis et al. [32] (square) and the hemi-spherical explosive experiments 

up to 320 GPa by Trunin et al. [24] and Mochalov et al [25] (pentagon and star); for their initial conditions, 

see Table S3 [34]. We also plot a series of simulated Hugoniot curves with various po (with density as a color 

scale). Our dataset extends over a broad range of Us, from 10.3 to 35.5 km/s, which is 1.5 times higher 

than previous results [24]. On such an extended scale, all data points appear to lie broadly scattered around 

a single line regardless of the po.

Plotting Us — Up as a function of u,p on Fig. 2b helps to visualize non-linearity and initial density trends 

better [57]. In this plot, our lowest velocity data appear to overlap with the bulk of the data points from 

previous studies on cryogenic liquid nitrogen. In addition, Us clearly scales with po as observed previously 

in Dg [53], He [58], CO2 [23], SiOg [54], and porous metals [59]. Indeed, a shift in Us proportional to po 

is found to collapse all experimental data into a single line, allowing us to compare directly Hugoniot data 

with various initial states (Fig. 2c and Fig. S3 [34]).

We found that the Hugoniot curves simulated with the PIMC-DFTMD methods agree with current and 

previous experimental data over a wide velocity range, except for the data from Refs. [24] and [25] which 

will be discussed later (Fig. 2b). Both experimental and simulated data show two abrupt slope changes 

(i.e., softening and stiffening) near up= 5 and 8 km/s (Fig. S4 [34]). These are interpreted as signatures 

of the compression changes associated with the onset and completion of the shock-induced dissociation 

of the nitrogen molecules [24, 25, 30, 32]. When the simulated Us are corrected to account for their po, 

they overlap well before {u,p<5 km/s) and after (>8 km/s) the chemical dissociation region (Fig. 2c). The 

extensive velocity overlap in the experiments and simulations confirms that the compressibility of different po 

data are similar, despite the fact that our data span different P-T-p conditions. In other words, the bonding 

changes appear as smooth, rather than sharp transitions. However, a closer look at the family of simulated 

Hugoniot curves in the dissociation regime (5<u,p<8 km/s) suggests that the transition becomes sharper 

with increasing po , i.e. at lower temperature, as illustrated by the predicted dissociation boundary [13, 15] 

which becomes a first-order transition at lower temperature and higher pressure (Fig. S5 [34]).

The P-p values of our low-po data (po=0.76-0.87 g/cm3) are plotted in Fig. 3a, along with previous 

experimental data and various simulation curves for cryogenic liquid nitrogen. Our data range is 101-798 

GPa and 2.78-3.38 g/cm3, with a maximum compression of 4.18-fold over the liquid nitrogen density. We 

find that pressure increases from 100 GPa to 400 GPa almost isochorically near 2.8-3.0 g/cm3, corresponding 

to p/pltv=3.5-3.7. Above 400 GPa, shocked nitrogen reaches higher compression with increasing P up to 

our maximum pressure level of 800 GPa.

The Hugoniot curves derived from the simulations reproduce the behavior observed in the experimental 

data over a wide P-p range (10-800 GPa and 1.5-3.4 g/cm3), and capture the slope changes near 30, 80, and
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Figure 3. Shock pressure versus density of nitrogen, (a) Comparison of experimental data in this (po=0.76-0.87 
g/cm3) and previous [24-30, 32, 60, 61] studies with simulated Hugoniot curves using various models [12, 14-16] for 
cryogenic liquid nitrogen, (b) Our experimental data for a wide range of initial densities (p0=0.76-1.29 g/cm3) is well 
described by the simulated Hugoniot curves. A common color scale representing the nitrogen sample’s initial density 
is used for both experimental data and simulated Hugoniot curves.

400 GPa quite well (Fig. 3a). The two slope changes at lower pressures (i.e., softening and stiffening) are 

interpreted as signatures of the onset and completion of the chemical dissociation [30, 32], as discussed above 

for Fig. 2b. Consistently, the stiff behavior in the f00-400 GPa range apparent in our experimental data 

suggests that molecular dissociation is largely completed by ~100 GPa. Our simulation shows a compression 

maximum beyond the pressure level experimentally explored in this study (> 800 GPa), corresponding to 

complete L-shell ionization at 4,000 GPa, 3.5 g/cm3, and 4.3-fold compression [45]. This suggests the 

increased compressibility observed above 400 GPa can be related to the onset of L-shell ionization of the 

dissociated atomic nitrogen.

We note that the previous data from hemispherical compressions [24, 25] (pentagon and star) are slower 

(Fig. 2b) and denser (Fig. 3a) in the dissociated atomic regime, as compared with our experimental and 

simulation results. This discrepancy remains unexplained, but could arise from the neglect of 2D and possibly 

3D effects in the analysis of those experiments which rely on hydrodynamic simulations to account for the
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shock’s spherical convergence and acceleration. In addition, the reported uncertainty in the measured shock 

velocity in Ref. [25] (AUs/Us=l-8-3.3 %) is much larger than in our experiments (AUs/Us=0.1-0.7 %); for 

a further discussion, see Supplemental Materials [34].

Our experimental and simulation results are also compared with predictions from various numerical and 

theoretical methods in Fig. 3a. First, the less computationally demanding atom-in-jellium approach [16] 

compares well with our data after the softening at 400 GPa. However, this model cannot capture chemical 

bonding, so it is inadequate in the molecular, dissociation, and atomic regimes. Next, the average-atom 

model [14] describes the isochoric compression and ionization-induced softening in a similar pressure regime 

as our results. However, as it reproduces the results by Trunin et al [24] and Mochalov et al. [25] at higher 

density, this model is in disagreement with ours. The ACTEX simulation curve [12] extrapolated below 2,000 

GPa to match the gas-gun data at 20-80 GPa is found to be inconsistent with our results. Finally, both 

the molecular vibration-based (SESAME 5000) and Thomas-Fermi (LEGS 70) models match experimental 

data very well below 30 GPa, but are inadequate above that shock pressure as they lack a description of the 

molecular dissociation and ionization phenomena. The SESAME 5000 approaches a maximum compression 

ratio of 6 (as expected for a perfect diatomic gas with the heat capacity ratio 7 of 7/5 [62]), while the LEGS 

70 exhibits a peak compression (not shown here) at a similar density but higher pressure than the L-shell 

ionization in the PIMC-DFTMD simulations.

Our complete experimental P versus pj po dataset (po= 0.76-1.29 g/cm3) is shown in Fig. 3b. While 

the precompression allows us to reach denser shock states than the principal Hugoniot of cryogenic liquid 

nitrogen, and explore more extreme conditions of density for this material reaching 4.0 g/cm3 (Fig. S8 [34]), 

we find that the shock compression ratio (p/po) is reduced with increasing precompression and initial density. 

This could be interpreted as being due to stronger particle interactions (which decrease the compression) at 

higher shock density and reduced excitation of internal degrees of freedom, such as molecular dissociation and 

thermal ionization (which increases the compression) for shock compression of an initially denser sample [15, 

58].

A closer look at our experimental data compared with the corresponding simulation curves (matching 

colors on Fig. 3b) provides further confidence in the ability of the DFTMD simulations to accurately cap­

ture the subtle changes in material properties at these previously undocumented conditions. Along the 

precompressed Hugoniot curves with po>0.81 g/cm3, no stiff isochoric behavior is observed between 100 and 

400 GPa. Rather, the compressibility in this pressure range increases gradually with po. This behavior is 

opposite to that expected for increased particle interactions, but implies that the excitation process becomes 

more important at lower pressures with increasing po- For a further understanding of nitrogen’s behavior in 

the Mbar regime, we computed the electronic density of states with DFTMD simulations (Fig. S9) at various 

pressures (107-735 GPa) for a 3.706 g/cm3 density (Figs. S5 and S8), showing that more L-shell electrons 

become excited above the Fermi energy with increasing pressure. This electronic excitation increases the
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internal energy, which leads to an increase in shock compression, as is discussed by Militzer [63]. Therefore, 

we reach the conclusion that the enhanced compression above 400 GPa, or 14 km/s in up (Fig. 2c and 

S6 [34]), can be understood as being due to L-shell ionization enhancing the compressibility of dissociated 

nitrogen.

Although the current experimental study with a kJ laser drive covers only the initiation of L-shell ioniza­

tion at low pressures, recent measurements in spherical geometry [17] using a MJ laser drive at the National 

Ignition Facility (NIF) clearly documented signatures of K-shell ionization of carbon in the 15-45 TPa range 

and could be used for future experiments on nitrogen. In addition, on-going development of a new DAC 

platform on NIF is paving the way to investigate equally interesting phenomena at much lower temperature 

such as the early observation of shock cooling [31] and the later prediction of a first-order transition between 

molecular fluid and polymeric fluid [15]. Altogether, the development of EOS measurement techniques opens 

novel opportunities to unravel matter’s response to extreme conditions (eg/., dissociation, ionization, and 

electron degeneracy), enabling a better understanding of dense celestial objects such as white dwarfs and 

exoplanets.
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Table SI. Density and refractive index of the quartz reference (po.Q and iiq.q) and nitrogen sample (p0 and n0) at 
the initial pressure (P0) and room temperature (296 K) for each shot. These initial properties are inferred based on 
previous studies; Ref. [S1-S4] for quartz and Ref. [S5-S9] for nitrogen. The uncertainty in P0 is 0.03 GPa.

Shot
number Po [GPa]

Quartz Nitrogen
Po.Q [g/cm3] n0.Q Po [g/cm3] n0

64352 :.35 2.739 ± 0.004 :.560 ± o.oo: :.:77=L 0.008 :.288 =1= 0.003
64354 1.16 2.727 ± 0.003 :.558± o.oo: :.:36 =i= 0.009 :.277 ± 0.003
64358 2.03 2.780 ± 0.005 1.566 ± o.oo: :.294 =1= 0.006 :.3:7 ± 0.003
64359 0.23 2.665 ± 0.002 1.549 ± o.oo: 0.756=1= 0.029 :.:80 ± 0.007
65:32 0.27 2.668 ± 0.002 :.550 =1= o.oo: 0.788 ± 0.025 :.:88 ± 0.007
65:35 0.93 2.7:2 ± 0.003 :.556 =1= o.oo: :.078 ± 0.0:0 :.263 ± 0.003
65:39 0.92 2.7:: ± 0.003 :.556 =1= o.oo: :.075 ± 0.0:0 :.262 ± 0.003
65:40 0.55 2.687 ± 0.002 :.552 =1= o.oo: 0.948 ± o.o:4 :.229 ± 0.004
65:4: :.02 2.7:8 ± 0.003 :.557=1= o.oo: :.:02 ± 0.009 :.269 ± 0.003
65:42 0.87 2.708 ± 0.003 :.555 =1= o.oo: 1.061 ± o.o:o :.258 ± 0.003
65:43 0.69 2.696 ± 0.003 1.554 ± o.oo: :.oo3 ± 0.0:2 :.243 ± 0.003
65:44 0.89 2.709 ± 0.003 :.556 =1= o.oo: :.066 ± o.o:o :.260 ± 0.003
65:45 0.25 2.666 ± 0.002 1.549 ± o.oo: 0.77: ± 0.027 :.:84 ± 0.007
66035 0.38 2.675 ± 0.002 1.551 ± o.oo: 0.863 ± 0.0:9 :.207 ± 0.005
66036 0.99 2.7:6 ± 0.003 :.557=1= o.oo: :.094 ± o.o:o :.267 ± 0.003
66037 0.55 2.687 ± 0.002 :.552 =1= o.oo: 0.948 ± o.o:4 :.229 ± 0.004
66055 0.53 2.686 ± 0.002 :.552 =1= o.oo: 0.940 ± o.o:5 :.227 ± 0.004
66059 0.33 2.672 ± 0.002 :.550 =1= o.oo: 0.832 ± 0.02: :.:99 ± 0.006
66485 0.33 2.672 ± 0.002 :.550 =1= o.oo: 0.832 ± 0.02: :.:99 ± 0.006
68045 :.62 2.755 ± 0.004 :.562 =1= o.oo: :.228 ± 0.007 :.300 ± 0.003
68049 0.36 2.674 ± 0.002 :.550 =1= o.oo: 0.849 ± 0.020 :.204 ± 0.005
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Table S2. Shock velocity (Us.q) of the quartz reference, and the shock and particle velocities (Us and up) and shock 
pressure and density (P and p) of the nitrogen sample for each shot at the time of the impedance match event (tIM)■ 
po in Table. SI is duplicated in the table below, showing how the shock compression ratio [pj po) is calculated. These 
shock parameters are evaluated at the quartz-nitrogen interface through the typical VISAR analysis method [S10-S12] 
and impedance matching technique [S4, S13], The temperatures were not measured but calculated from the first- 
principles equation of state (FPEOS) database [S14] (Tdft) by constructing theoretical shock Hugoniot curves for 
the different initial densities and matching the experimentally determined pressure. The error bars on Tdft were 
obtained by propagating the uncertainties in the pressure and initial densities.

Shot
number

Quartz Nitrogen

US.Q [km/s] Us [km/s] Up [km/s] P [GPa] p [g/cm3] Po [g/cm3] P/PO Tdft [kK]

64352 23./5±0.06 25.95=1=0.09 18.24±0.10 558.2=1=4.2 3.96=1= 0.06 1.177T0.008 3.3/±0.05 68.24=1=0.64

64354 21.71T0.06 23.24=1=0.09 16.44±0.09 435.0=1=3.6 3.88=1=0.0/ 2.236=1=0.009 3.42=1=0.06 56.52=1=0.65

64358 29.98=1=0.06 22.20=1=0.08 24.32=1=0.08 392.6=1=2./ 4.02=1=0.06 2.294=1=0.006 3.22=1=0.05 43.51T0.45
64359 15.75±0.06 26.35=1=0.22 22.92=1=0.22 24/6=1=4.6 2./9±0.09 0./56±0.029 3.69=1=0.23 31.04T1.84
65232 22.45=1=0.06 25.03=1=0.26 28.53=1=0.26 365./±9.2 3.03=1=0.09 0./88±0.025 3.83=1=0.22 68.8/2=2.3/

65235 25.29=1=0.06 28.00=1=0.09 20.14T0.il 608./±5.4 3.84=1=0.06 1.078T0.010 3.56=1=0.06 /9.63±0.88

65239 20.56=1=0.06 20.52=1=0.0/ 6.56=1=0.06 75.1T0.9 2.86=1=0.06 1.075T0.010 2.66=1=0.06 6.37T0.15
65240 10.51±0.06 20.42=1=0.0/ 6./3±0.06 67.0T1.1 2.68=1= 0.0/ 0.948=1=0.024 2.83=1=0.0/ /. 2/2=0.26

65141 28.02=1=0.06 28.96=1=0.08 23.03=1=0.08 2/3.2±2.5 3.52=1=0.06 1.102T0.009 3.20=1=0.05 36./3±0.55

65242 14.134v0.05 14.15±0.07 9.65=1=0.06 145.74vl.5 3.34=1=0.06 2.062=1=0.020 3.25=1=0.06 28.02=1=0.43

65243 2/22=1=0.06 28.02=1=0.08 22.58=1=0.08 228.2=1=2.6 3.32=1=0.06 2.003=1=0.022 3.32=1=0.06 34.32=1=0./2

65244 21.04±0.06 22./4±0.08 25.99=1=0.09 388./±3./ 3.59=1=0.06 2.066=1=0.020 3.3/±0.05 54.51T0.73
65245 22.22=1=0.06 24.82=1=0.02 28.24=1=0.26 349.3=1=9.9 2.92=1=0.06 0.771T0.027 3.77T0.07 6/58=1=2.59

66035 23.06=1=0.06 22.83=1=0.09 9.25=1=0.08 101.74v2.0 3.02=1=0.09 0.863=1=0.029 3.49T0.10 16.11T0.76
66036 22.98=1=0.06 ll.574v0.07 /. 774v0.06 99.3=1=2.2 3.33=1=0.0/ 1.094T0.010 3.05=1=0.0/ 9.22=1=0.28

6603/ 2/98=1=0.06 28.96=1=0.09 13.47zh0.09 242.8=1=3.3 3.28=1=0.0/ 0.948=1=0.024 3.46T0.07 39.42=1=0.89

66055 12.54±0.05 22.34=1=0.08 8.52=1=0.06 99.3=1= 2.5 3.03=1=0.0/ 0.940T 0.015 3.23=1=0.0/ 23.20=1=0.54

66059 30.39=1=0.09 35.52=1=0.20 26.52=1=0.29 /83.8±2// 3.28=1=0.22 0.832=1=0.022 3.95=1=0.24 220.23=1=3.24

66485 14.17±0.05 14.264v0.10 20.22=1=0.08 222.5=1= 2.8 2.93=1=0.08 0.832=1=0.022 3.53=1=0.20 21.59T1.04
68045 23.82=1=0.08 23.65=1=0.0/ 9.06=1=0.09 253.4=1=2.8 3.65=1=0.08 2.228=1=0.00/ 2.91T0.07 24.25=1=0.33

68049 26.28=1=0.06 16.94±0.10 12.154v0.10 2/5.0 ±3.5 3.00=1= 0.08 0.849=1=0.020 3.54=1=0.09 32.06=1=2.22
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Table S3. Summary of initial properties of cryogenic nitrogen sample (PQ=~100 kPa) in previous studies which 
results are plotted in Fig. 2 and 3 in the main text.

Reference Initial temperature [K] Initial density [g/cm3]
Zubarev (1962) [S15] 77.4 0.808

Diet (1070) (816) 75 0.820
ATeliis (1080) (817) 77.5-77 7 0.807-0.808
ATeliis (1084) (818) 77 0.810
8c6ott (1085) (810) 85.1-85.4 0.760-0.771

Radousky (1986) [S20] 77 0.808
Moore (1080) (821) 80.7-84.3 0.776-0.702
ATeiiis (1001) (822) 76.2-78.3 0.804-0.813
D irnin (2008) (823) 77 0.810

Mochalov (2010) [S24] 77 0.807
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High pressure cell

The precompressed laser-shock targets were prepared using diamond/sapphire anvil cells (Fig. la in the 

main text). Each cell had a 200-350 pm thick, laser-drive side diamond anvil with a 2-4 pm Au x-ray preheat 

shield covered by a 15 pm polyimide ablator deposited on its outer surface. The drive-side sample interface 

had a 100 nm Ti mirror coating. A 300 pm wide, 15-30 pm thick quartz plate served as the shock reference, 

and a few 5-10 pm diameter ruby balls [S25] were positioned around the edges of the quartz. A 500-600 

pm diameter hole in a 250 pm thick stainless steel gasket defined the sample chamber. A 5,000 pm thick 

sapphire anvil served as a window on the diagnostics side of the sample. Both sapphire and quartz had 

anti-reflection (AR) coatings to avoid spurious reflections of the VISAR laser probe.
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Impedance matching

From the jump in shock velocity between the incident shock in quartz and the transmitted shock in 

nitrogen (Fig. lc in the main text), we determine how compressible nitrogen is relative to quartz with 

the impedance matching technique [S4, S13]. To do this, we utilize a previously established relationship 

between shock and particle velocities for initially precompressed quartz [S4], the momentum conservation 

Rankine-Hugoniot equation P = P0 + poUsiip [S26], and the measured Us.q to determine the pressure (P) 

and particle velocity (up) of the incident shock. Then, we use an analytical model to describe the quartz 

isentropic release from this incident shock state [S27], and obtain the pressure and particle velocity of the 

transmitted shock by invoking the continuity of these quantities at the quartz/nitrogen interface and using 

once again the momentum conservation equation, this time, for a shock in the nitrogen sample. The density 

(p) and compression ratio (p/po) of the shocked sample are calculated with the mass conservation Rankine- 

Hugoniot, equation; p = poUs/(Us — tip). And the shock-induced variation in the internal energy (E — Eo) is 

calculated using the energy conservation Rankine-Hugoniot equation (Fig. SI); E — Eo = \{P — Po)(jp ~ ),)■
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Figure SI. The shock-induced variation in the internal energy (E - E0) is calculated using the energy conservation 
Ranldne-Hugoniot equation [E - E0 = ^(P - Pq){-^ - ^)] in the unit of eVper N2 molecule, and plotted as a function 
of the (a) particle velocity up, (h) pressure P, (c) density p, and (d) compression ratio p/p0 of the shocked nitrogen 
sample. Molecular dissociation energy (Ed=9.75 eV/molecule, horizontal black dashed line) and atomic ionization 
energy (Ei=14.53 eV/atom = 29.06 eV/molecule, horizontal black dotted line) are shown in (a)-(d). Kinetic energy 
of nitrogen molecule (Ek = ^'mN.2v^, where mN.2 is the molar mass of molecular nitrogen, thick red dashed curve) is 
also drawn in (a).
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Error propagation

Impedance matching technique and Rankine-Hugoniot relations are used to determine shock parameters 

(up, P, p, and E—Eq) with known initial properties (Pq, po, no) and measured shock velocities (Us) of quartz 

reference and nitrogen sample, and known Us-up Hugoniot and Teff-Us release models of precompressed 

quartz. During these processes, a Monte-Carlo (MC) methodology with 10,000 iterations (Nmc = 10,000) 

is used to compute random and systematic error propagations of the shock parameters.

Some variables (X, such as Us and Po of quartz and nitrogen) are directly measured as a mean (px) and 

uncertainty (A,y). For these variables, the random sampling is carried out from a Gaussian distribution;

Afndep = KY + G(0, Aif) = Aif) (SI)

where Xdndep is the independent random sample of the variable X, and G(p, A) is the probability density 

function, generating a random value from a Gaussian distribution with a mean p and standard deviation A. 

Other variables (Y, such as po and no of quartz and nitrogen, and up and Teff of quartz) are inferred with 

models in literature which are functions of measurable variables X \Y = f(X) or Y(X), such as po(Po), 

no(Po), up(Us), and Teff(Us) relations]. In this case, their independent random sample (YIndep) is calculated 

by solving the model with XIndep from Eq. SI;

h Indep — f(^Indep)- (S2)

At each iteration (?'=1, 2, •••, Nmc), the obtained random variables (Xjndepd and Yjndepd) are used to 

calculate the shock parameter (Zdndepdl such as up, P, p, and E — E0). Then, the distribution of results 

(Zindep—{Zindepp, Zindep,2, , Zjndep,Nmc}*) statistically analyzed to yield a standard deviation (Aj^indep) 

which we can use to estimate the random uncertainty (ARan) by setting all other uncertainty sources to zero 

in our MC calculation.

To evaluate how systematic uncertainties affect our experimental results, we also include uncertainties 

on the models of quartz Hugoniot, its initial pressure dependence, quartz release, quartz/nitrogen refractive 

index, and quartz/nitrogen equation of sates. If covariance matrix are available, we use the Cholesky 

decomposition to compute sets of correlated random variables [S28-S30]. For example, assuming a X- 

Y relation (Y = eq + oqX2 + ••• + axXN_1) and its covariance matrix (X) for the sets of parameters 

(a={oq, a-2, •••, ax}), we can generate sets of correlated random parameters (b={b\, 62, •••, bx}) to 

perform our impedance matching calculation. In other words, this means that, instead of generating the 

independent random variables Ydndep by using Eq. S2 with the uncorrelated parameters a, the use of the 

Cholesky decomposition allows us to generate sets of random parameters b that are properly correlated by X 

and dependent random variables Ynep. For completeness, we describe the simple matrix algebra behind the 

Cholesky decomposition below. Consider a Hermitian positive-definite N-by-N matrix, X for the parameters
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a of a given model is

and

^Cov(&i,&i) Cov(&i,&2) " Cov(&i,&Nj^

Cov(«2,ai) Cov(a2,«2) " Cov(o2,«N)

iCov(&#,&i) Cov(a^,«2) " Cov(a^,a^)y

Cov(%, a,j) = Exp[(eq - Exp(oi)(a,j - Exp (a,j)],

(S3)

(S4)

where Cov(a,i,a,j) is the covariance between two model parameters eq and a,j, and Exp(%) is the expected 

(or mean /x) value of model parameter cq [S29]. This covariance matrix can be decomposed into the form of

^+1,1 0 • 0 ^ ^+1,1
+2,1 •

£ = L ■ Lt =
+2,1 +2,2 • • 0 0 1,2,2 ' +N,2

+ + to • lN'N y
l 0

0 • • LN'N J

( 4,i +2,1+1,1 ++1+1,1

^2,1 + 1,1 +|i + To 2 +JV,1+2,1 + +7V,2+2,2

^+tv,i+i,i +yv,1+2,1 + +yv,2+2,2 ••• +yv,l + Li2N2 + • • • + L^2nnj

(S5a)

(S5b)

where + is the lower triangular matrix with positive diagonal entries, and LT is the conjugate transpose 

of +. This process (Eq. S5a) is known as the Cholesky decomposition [S30], which can be computed by 

comparing Eqs. S3 and S5b;

u
\

i—1

Cov(%,%)
fc=i

+.
+jj

j-1

Cov(eq, a,j) ^ ] +gfc+j,fc
k= 1

... for * > j.

(S6)

Next, the correlated random model parameters (b) are sampled by adding dependent random values (0(0, f)- 

Lt) to the mean model parameters (a);

6 = o + 0(0,1) - (S7)

where G(^t, A) is a 1 x N random matrix containing uncorrelated random values generated by G(^t, A) 

similarly than for Eq. SI.

Using sets of correlated random parameters (b) to conduct the impedance matching, we can estimate the 

systematic uncertainty {Asys) on our results by setting the sources of random uncertainty to zero. Finally,
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by running the Monte-Carlo with all sources of uncertainty and analyzing the statistical distribution of the 

results, we obtain the total uncertainty (ATot) reported in Table SI and S2.

In this work, we consider the systematic contributions of n-p [SI, S4], P-p [S2, S3], Us-up [S4], and 

Teff-Us [S27] models in the quartz reference. The refractive index of the precompressed quartz at 296 K is 

inferred with the initial quartz density [SI, S4], and used to correct a shock-front velocity history directly 

measured from the VISAR fringe shift (Us = Uapp/no where Uapp is the apparent shock velocity);

iiq = (On + ——■----h -py-—■—^ + 0.1461(pq — 2.649) (S8)
V a — C13 Az — C15 J

where the model parameters are Cn=1.286, Ci2=1.070, Cis=0.01006 nm2, Ci4=1.102, and Ci5=100 nm2, 

and A is the wavelength of VISAR laser (532 nm). Due to the absence of the parameter uncertainties 

and their covariance matrix and the facts that the refractive index slowly changes with density and its 

uncertainty is much smaller than the uncertainties of other factors (such as VPF, linear fitting of Us-t plot, 

and extrapolation to t/A/), the dependent random variable of hq,q is inferred by directly solving Eq. S8 with 

the dependent random variable of po.q which is inferred from a Murnaghan-type P-p equation of state at 

300 K as follows;
/ K' \ l/K(>p = 2.649 fP-^ + lj (S9)

where the quartz density at ambient conditions is 2.649 g/cm3, and Kq and K'0 are the bulk modulus and its 

pressure derivate which are 37.5T0.2 GPa and 4.7T0.5 below 1 GPa [S2] and 37.7T0.3 and 4.9T0.1 above 1 

GPa [S3]. As the covariance matrix between these model parameters (Kq and Kq) in Eq. S9 is not provided 

in literature, we approximate the statistical distribution of the parameters as uncorrelated and write each 

parameter as

f/ = o + G(0,Aa) = G(o,Aa). (S10)

We note that Eq. S10 likely overestimates the final uncertainty. Instead of using a Gaussian distribution 

above, for the Kq and Kq, we use an uniform distribution between a — Aa and a+Aa to minimize computing 

instability;

6" = o + Lr(0,Aa) = Lr(o,Aa). (Sll)

Then, the dependent random variables of po.Q is inferred by computing Eq. S9 with the measured Po and 

uncorrelated random parameters (Eq. Sll). Next, we use the Us-up relation for quartz at ambient conditions 

(2.649 g/cm3) [S4] as followed;

{C21 + C22Up + C‘23Up, if Up < C24,

(S12)

(C21 — C23C24) + (C‘22 + 2C23C24)t/-p, if Up > C24.

The model parameters are C2i=2.124 lcm/s, 622=1.720 (km/s)-1, C23 =-0.01744 (lcm/s)-2, and C24=14.17 

lcm/s, and their covariance matrix is shown in Table S4 which allows us to obtain correlated random model
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parameters (Eq. S7) and generate a Us.q(po,up) relationship at po=2.649 g/cm3. We account for the initial 

precompression of the quartz having a density po.Q by adding a term acorr(po) to [7s;q(2.649, u,p);

CKCorr.Q = %.Corr.Q(P0.Q,%)) - %.Q(2.649,Wp)
(S13)

= C31 + C32Up(po.Q ~ 2.649)

where the parameters C31 and C32 are 2.3=1=0.4 km/s and -0.0374=0.027 cm3/g, respectively [S4]. Here we use 

uncorrelated random parameters (Eq. Sff) to compute the dependent random variable of acorr.Q• Finally, 

we obtain a dependent random P-up Hugoniot curve of the precompressed quartz by solving the momentum 

conservation Rankine-Hugoniot (P = Po + poUs.CorrUp where Us.corr = Us + acw.Q) with the measured 

Po and the inferred dependent random po, Us, and acorr.Q• The quartz isentropic release is obtained with 

the effective Griineisen parameter re// model by Desjarlais et al. [S27];

Te//
C41 + C42%.Q,

C44 \ 1 — exp C45 (%.Q — C46)^^

if < C43,

if > C43-
(S14)

where the parameters are C4i=-f.4545, 042=0.4402 (km/s)-1, ^43=14.69 km/s, 044=0.579, C45=-0.129 

(km/s)-2/3, and C46=-12.81 km/s. Its reported uncertainty (AEg/y=0.036) is directly used to infer the 

dependent random variable of re// by using an uniform distribution P(Te//, 0.036).

Similarly, the refractive index and density of the precompressed nitrogen sample are needed. We fit, 

existing n-P data [S6-S9] as

n = (in + di2 log P + di3 log2 P + du log3 P (S15)

where the model parameters are dn=1.267, di2=0.1523, di3=0.02436, and di4= 0.003102, and their covari­

ance matrix is summarized in Table S5. And we use a P-p model by Mills et al [S5];

p = 28.01 ^iP^T^ + CW??,(P) + ^ + ^ + (S16)

where the molar mass of nitrogen molecule is 28.01 g/cm3, T is the temperature (296 K), and the 

model parameters are ((21 =0.07530 (GPa-d22K-d23), ((22 =-0.7236, ((23=0.7586, d24=-3.171, d25=-E293 GPa, 

^26=0.02787 GPa2, and ^27=21.11, and their covariance matrix are summarized in Table. S6.
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Table S4. The covariance matrix between the US-up model parameters of ambient density quartz in Eq. S12.

C21 C22 C23 C24

C21 1.06078X10-2 -2.41829X 10-3 1.26174X10-4 9.85349X10-2

C22 -2.41829X 10-3 5.76841 X10-4 -3.09596X10-5 -2.58116X10-2

c23 1.26174X10-4 -3.09596X 10-5 1.69748X10-6 1.4975^X10-3

C24 9.85349X10-2 -2.58116X10-2 1.4975^X10-3 2.02317

Table S5. The covariance matrix between the n-P model parameters of nitrogen in Eq. S15.

dii di2 d13 d14

du 1.766989254X10-6 -2.159150365X10-6 -5.574414865X10-6 -1.951006559X10-6

di2 -2.159150365X10-6 1.247138092X10"5 1.446626083X10"5 3.785008465X10-6

d13 -5.574414865X10-6 1.446626083X10"5 4.065416499X10-5 1.530007240X10-5

d14 -1.951006559X10-6 3.785008465X10"6 1.530007240X10"5 6.186222625X10-6

S12



Table S6. The covariance matrix between the P-p model parameters of nitrogen in Eq. S16.
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Density = .81 g/cm
LEGS 70
SESAME 5000

0.01 - 296 K.

Figure S2. Internal energy (E0) of molecular fluid nitrogen is computed along the isochore at 0.81 g/cm3 with 
increasing temperature using LEOS 70 and SESAME 5000 models. Despite the different temperature (and pressure) 
conditions of cryogenic and precompressed samples, their internal energies are similar as 0.032 and 0.092 eV/molecule 
for LEOS 70 and 0.008 and 0.071 eV/molecule for SESAME 5000 at 77 (in literature) and 296 K (in this study), 
respectively. Their difference (0.060 and 0.063 eV/molecule for LEOS 70 and SESAME 5000, respectively) is almost 
negligible compared to a shock-induced internal energy variation (E - E0) which is 5-100 eV/molecule as shown in 
Fig. SF
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Polynomial fitting

Initial density, pQ [g/cm3]
Figure S3. The measured shock velocity Us is shifted from the initial density in this study (p0=0.76-1.29 g/cm3) to 
that of cryogenic nitrogen (pLN=0.808 g/cm3 at 77 K). To find the Us-po relation, we use the empirical shock analysis 
framework where the shock velocity is often found to follow Us = Co + sup where C0 is the ambient sound speed. The 
Co-po relation is inferred from previous studies [S5, S9] (thick black curve), and fitted with the third-order polynomial 
function (green dashed curve) between 0.7 and 1.4 g/cm3; C0(po) = a + bp0 + cp% + clp3 where a = 0.738 ± 0.013, 

b = —0.815 ± 0.038, c = 2.58 ± 0.04, and d = —0.466 ± 0.011. The correction term is obtained as ac0rr(po) = 

Cq(pln) ~ C0(po). Then, the shock velocity is corrected by adding this term; Us.Corr(PLN) = Us(po) + o.Corr{po)-
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Figure S4. (a) Three-segment piecewise linear fitting is applied to our simulated Hugoniot curves between up=2 and
10 km/s to find inflection points that are related to the onset and completion of the molecular dissociation regime, (b 
and c) The up and Us values of the inflection points (or the intersections of linear fits) are plotted as a function of the 
initial density. These plots reveal subtle trends pointing towards a more abrupt transition at the lower temperature 
and higher pressure conditions explored by the higher precompression curves (see Fig. S5).
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Figure S5. Temperature versus pressure phase diagram of nitrogen in the warm dense region. The
experimental pressure vs computed temperature data (P and Tdft in Table S2; open circle) and simulated Hugoniot 
curves (thick solid lines) starting from five different initial densities are overlain on the phase diagram of Driver 
and Militzer [S31], showing solid [S31, S32] and fluid phases and plasma regime. The curves tend to shift toward 
a cooler but denser region with increasing initial density. Along the simulated curves, the molecular nitrogen fluid 
is dissociated into atomic fluid [S31] and ionized to the plasma phase rather than forming polymeric [S24, S33] or 
metallic [S34] fluids. The dissociation boundary (thick pink dashed curve) is derived from DFTMD simulations [S31], 
and becomes the first-order transition at lower temperature and higher pressure (thick pink solid curve), inducing 
a sharper dissociation with increasing initial density as observed at 5<up<8 km/s in Fig. 2c in the main text. We 
note that the microscopic structure of the dissociated nitrogen could be more complicated than a simple single atomic 
fluid, especially in our highest-initial-density data for which the simulated Hugoniot curve (thick blue) is close to the 
atomic-polymeric fluid boundary. The gray diamonds show the six points at a constant density of 3.706 g/cc for which 
the electronic density of states is shown in Fig. S9.
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This study; Kim (2022)
Experiments: Open circles 

■ Simulations (PIMC-DFTMD): Thin solid lines

Fits of experimental data 
Piecewise linear: Thick solid lines 
Extrapolation: Thin dashed lines
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Figure S6. Two-segment piecewise linear fitting (Us.corr = a + bup) is applied to our experimental data (up=7.77- 
26.52 km/s). We find the fitting parameters of = 0.19±0.15 km/s and b1 = 1.37±0.01 at up=7.77-13.47km/s (thick 
black solid line), and a2 = 1.33 ± 0.16 km/s and 62 = 1.29 ± 0.01 at up=14.31-26.52 km/s with a slightly lower slope 
(thick red solid line). This piecewise fitting provides a slope discontinuity near up = 14 km/s, a signature of the onset 
of L-shell ionization of dissociated atomic fluid. Statistical analyses using Akaike and Bayesian information criteria 
(AIC and BIC) tests and a F-test indicate that the piecewise model is a better representation of the experimental data 
than a linear model.
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Uncertainties in hemispherical impact experiments

Hemispherical-explosive impact experiments by Trunin et al. [S23] and Mochalov et al. [S24] provided 

Hugoniot. data points at 88-320 GPa, beyond the shock-induced chemical dissociation of molecular nitrogen. 

However, compared to our new data and previous experimental [S18, S22] and simulation [S31] results, they 

reported slower shock velocity and denser shock states (see Figs. 2b and 3a in the main text). To elucidate 

whether this discrepant behavior of shock-compressed nitrogen was arising from the use of different shock 

standards (aluminum and iron), we computed the impedance matching results for the four data points from 

Ref. [S24] having an Al reference using the model from Ref. [S35] which has been found to be consistent 

with our quartz model.

We focus on the four experiments using an aluminum reference (f_MZ-4 SWG, 2_MZ-8 SWG, 4_MZ- 

13 SWG, and 5.MZ-8 SWG) in Ref. [S24], The reported shock parameters are summarized in Table. S7; 

Ugff and Ugieasare the measured shock velocity of the aluminum impaetor and nitrogen sample, obtained 

from the transit time through each hemispherical layer; is the shock velocity of aluminum corrected

for the expected velocity increase due to the spherical convergence by comparing with ID hydrodynamic 

simulations; and up, P, and p are the particle velocity, pressure, and density of shock-compressed nitrogen.

As the uncertainties for all Ug//r were not reported [S24], they are evaluated from those of Ug^s. For 

the first two shots (l_MZ-4 SWG and 2_MZ-8 SWG), we assume that the uncertainty is proportional to the 

shock velocity;
Tjsim __ t rmeas ijjsim ijjmeas\ ZCM

where Ug™Lerr and U//////err are the uncertainties in Ug/// and U/////s. Due to the lack of U/////s values for 

the last two shots (4.MZ-13 SWG and 5JVTZ-8 SWG), their Ug™Lerr are approximated using the values of 

the second shot (2_MZ-8 SWG);

%err = 14.91(%/0.71). (S18)

Table S7. Shot numbers and shock parameters reported by Mochalov et al. [S24] for hemispherical impacts and 
re-analyzed in this study. Uncertainties on are assessed with Eqs. S17 and S18. Initial densities of aluminum
impaetor and nitrogen sample are 2.742 and 0.807 g/cm3 [S24],

Shot number
Shock parameters in Ref (S24J Reanalyzed results

t rmeas

[km/s]

TTSim

[km/s]

t rmeas

[km/s]
Up

[km/s]
P

(GPa)
P U'p

[km/s]
P'

(GPa)
P'

l_MZ-4 SWG 12.744=0.42 13.554=0.45 12.034=0.25 9.11 88.44=2 3.334=0.20 9.034=0.55 87.8T5.4 3.24T0.59
2JHZ-8 SWG 14.91±0.71 16.494=0.79 16.194=0.36 12.24 160±3 3.314=0.26 12.274=1.11 161A15 3.34T0.95

4JHZ-13 SWG - 19.704=0.94 20.904=0.68 15.71 2654=5 3.254=0.25 15.764=1.28 266T22 3.28T0.82
5JHZ-8 SWG - 17.314=0.82 17.284=0.40 13.14 1834=6 3.374=0.35 13.19il.14 184±16 3.41T0.96
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Figure S7. Pressure versus density of nitrogen for our low initial-density data (p0=0.760-0.87 g/cm3) (open circle) 
and previous [S15-S24] studies (closed symbols) with calculated Hugoniot curves using the PIMC-DFMD simulation 
(thick black curve) for 0.81 g/cm3 nitrogen, as shown in Fig. 3a in the main text. When the results of hemispherical 
impacts by Mochalov et al. [S24] (closed star) are reanalyzed (gray open star), the uncertainties on the inferred shock 
density (thick gray line) are 2.7-3.7 times larger than the original values (thin black line) and agree with our data.

With If™U™eas and the re-evaluated uncertainty on we calculate the particle velocity, shock

pressure, and shock density (u'p, Pf, and p') following the framework described by Celliers et al. [S35], 

including analytical error propagation. We note that one shot in Ref. [S23] and one shot with a steel 

impaetor (3.MZ-8 SWG) in Ref. [S24] are not reanalyzed here because of the absences of error information 

and a model similar to Ref. [S35] for a steel reference.

The results are summarized and compared with the original analysis [S24] in Table. S7 and Fig. S7. 

The inferred pressure-density results from this analysis are consistent within 3 % with the original study. 

However, we find that the reported large velocity uncertainty leads to much larger shock density uncertainty 

than those reported in Ref. [S24]. The uncertainties on the inferred density (0.59-0.96 g/cm3) are 2.7-3.7 

times larger than those initially reported (0.20-0.35 g/cm3). Indeed, plotting the results of this re-analysis 

(Fig. S7) reveals that the larger error bars for the data of Ref. [S24] now overlap with our result, therefore 

relieving the statistical discrepancy between the two studies. We note that the re-analyzed uncertainties 

are mostly contributed by a random uncertainty (96-99 %) rather than a systematic one (15-29 %), and the 

later is close with the original values.
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Figure S8. Shock pressure versus density data. Color scale representing sample’s initial density is used for both 
experimental data and calculated Hugoniot curves. The gray diamonds show the six points at a constant density of 
3.706 g/cc for which the electronic density of states is shown in Fig. S9.
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Figure S9. Electronic density of states computed with DFTMD simulations at various pressure-temperature conditions 
for a density of 3.706 g/cc. The pressure-density-temperature states for the simulations are indicated with gray 
diamonds in Figs. S5 and S8. The solid lines show the density of the occupied electronic states while the dashed lines 
represent all available states. At low pressure (and temperature), the L-shell is almost completely occupied and the 2s 
and 2p peaks can be distinguished. That distinction gradually disappears with increasing pressure (and temperature), 
as more and more electrons become excited and occupy states above the Fermi energy that is indicated by the vertical 
dashed lines. These electronic excitations increase the internal energy, which leads to an increase in shock compression 
as is discussed by Militzer [S36],
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