X-ray Diffraction of Ramp-Compressed Silicon to 390 GPa
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Silicon (Si) exhibits a rich collection of phase transitions under ambient-temperature isothermal
and shock compression. This report describes in-situ diffraction measurements of ramp compressed
Si between 40 and 389 GPa. Angle-dispersive x-ray scattering reveals that Si assumes an hexagonal
close-packed (hep) structure between 40 and 93 GPa, and, at higher pressure, a face-centered cubic
(fee) structure which persists to at least 389 GPa, the highest pressure for which the crystal structure
of Si has been investigated. The range of hcp stability extends to higher pressures and temperatures

than predicted by theory.

Si is one of the most abundant elements on Earth,
and has been studied extensively at extreme conditions.
X-ray diffraction on isothermally-compressed Si at room
temperature using diamond anvil cell (DAC) technique
reveals seven different structural phases, and four more
during decompression [1]. Starting at ambient condi-
tions, Si has a diamond cubic type structure (cd, Si-
I, space group F'd3m) [2], transitioning to Si-II (a j-
tin type, body-centered tetragonal (bct) structure, space
group I4;/amd) [3], Si-XI (an orthorhombic structure,
space group Imma) [4, 5], Si-V (simple hexagonal struc-
ture, or sh, space group P6/mmm) [6], Si-VI (another
orthorhombic structure, space group Cmece) [7], Si-VII
(a hexagonal close-packed structure, or hep, space group
Pé3/mme) [6], and finally Si-X (a face-centered cubic
structure, or fce, space group F'm3m) [8], which remains
stable to at least 248 GPa [9]. Anzellini el al. made the
most recent systematic study of the phase boundaries by
compressing Si more hydrostatically using helium as a
pressure-transmitting medium [1].

Dynamic compression (shock, multishock, and ramp
compression) experiments uniaxially load the sample and
then the sample relaxes towards a more hydrostatic com-
pression with time. Shock experiments have explored a
variety of phase transitions in Si to 54 GPa [10-16]. Such
transitions are usually inferred from wave splittings in
the measured particle velocity data [10-13] due to viola-
tion of the stability condition, 8%p/8p® > 0, on the shock
Hugoniot near the phase boundary. More recently, in-situ
x-ray diffraction was used to study solid-solid phase tran-
sitions and shock-induced melting of Si [14-16]. McBride
et al. [14] observed a lowering of the cd-Stin- Imma phase
boundary under shock compression. Turneaure et al. [16]
observed that the sh structure coexists with the liquid
along the melting curve above 30 GPa, before Si com-
pletely melts at around 33 GPa. Completely melted Si
samples recrystallize into the hep structure under reshock
for shocked states below 36.7 GPa.

Recent first-principle simulations using density func-

tional theory (DFT) also provide important insight into
the high-pressure and high-temperature phase diagram
of Si [17-19]. Li et al. predict that at ambient tempera-
ture, the sh structure transforms into a double-hexagonal
close-packed (dhcp, space group P63/mmc) structure at
33 GPa before it transforms into hcp structure at 41
GPa [17]. The predicted dhep structure has not been
observed by ambient temperature experiments [1]. Paul
et al. [18, 19] also predicts the dhep structure, albeit only
above ambient temperature, and the principal isentrope
crosses the Cmece-dhep boundary at 22 GPa, the dhep-
fce boundary at 55 GPa, after which the fce structure is
stable to 2.8 TPa. All such calculations were performed
assuming hydrostatic compression.

Single-shock experiments access only a limited part of
the solid Si phase space due to the large temperature
increase and subsequent melting upon shock compression
beyond 33 GPa [16]. In contrast, ramp compression, by
gradually increasing the pressure load on the sample, can
achieve high pressure states along a path bounded by
the principal isentrope and the principal Hugoniot. The
work described here used ramp compression techniques
to explore the structural evolution with pressure of solid
Si to several hundred GPa (several Mbar).

The experiments were performed on the OMEGA EP
laser at the Laboratory for Laser Energetics, University
of Rochester. The experimental configuration uses the
powder x-ray diffraction image plates (PXRDIP) diag-
nostic [20] (Figure 1). The laser beam has an incident
angle of 22.5° with respect to the target normal and a
1100-pm-diameter spot size with a super-Gaussian pro-
file produced by distributed phase plates. The Si sam-
ple is (100)-oriented, single crystal, 10- to 22-pm-thick,
and is sandwiched between plates of (110)-oriented, sin-
gle crystal, 20- to 30-pm-thick diamond ablator, and a
(100)-oriented, single crystal, 100- to 120-pm-thick LiF
window. The pieces are held together by epoxy that
is approximately 1- to 2-um-thick. The target stack is
mounted on a 75-pm-thick W, Ta or Pt plate with a 300-



or 400-pm-diameter pinhole aperture.

Ramp compression is accomplished by ablating the di-
amond with a laser pulse which gradually increases with
power over 10 or 20 ns (Figure 1), creating a ramped
compression wave that propagates through the target as-
sembly. The impedance difference between these materi-
als causes the ramped compression wave to reverberate
within the Si layer as it is compressed to high pressure.
The complete Si-LiF interface velocity history is accu-
rately recorded to constrain this complex compression
path.

When the Si sample achieves its peak compression, a
backlighter foil (Cu or Ge) is illuminated with an 1-ns
laser pulse to generate the x-rays used for diffraction.
The laser irradiance is chosen to optimize x-ray con-
version efficiency of Cu YLe-a (1.4816A) and Ge Yle-a
(1.2097A) [21]. The x-rays are collimated by the pin-
hole, and diffract from both the compressed Si sample
and the edge of the pinhole. The diffracted x-rays are
filtered by Cu (or Al) and black kapton sheets and are
recorded by image plates lining the PXRDIP box. The
pinhole is not compressed at the time of x-ray illumina-
tion and is used to calibrate the geometry of diffraction
experiments. The ambient crystal structures of W, Ta,
and Pt are bcc, bee, and fee, respectively.

A line-imaging velocity interferometer system for any
reflector (VISAR) [22] detects the Doppler shifts of a 532-
nm probe beam reflected off Si-LiF interface to measure
the interface velocity as a function of time. The measured
apparent velocity is corrected to account for the refrac-
tive index change of LiF due to compression [23]. The
method of characteristics [24, 25] is used to determine
the pressure distribution of the sample, with the interface
velocity as the boundary condition. HYADES hydrody-
namic simulations [26] are used to corroborate the results
of the method of characteristics [27]. A Monte-Carlo
(MG) algorithm is used to estimate the mean pressure
and its standard deviation, accounting for the uncertain-
ties of velocity due to VISAR record [22], LiF refractive
index [23], sample layer thickness, Si initial density [16],
LiF initial density [28], and LiF equation of state [23].
We also record the /a interval of the pressure distribu-
tion during the l-ns x-ray exposure, averaged over the
MG samples, to characterize pressure nonuniformity.

The x-ray image plates are projected onto 26 —(j plane,
where 26 is the scattering angle and (j) is the azimuthal
angle around the direct x-ray direction (Figure 2). In this
plane, Debye-Scherrer rings are projected into constant
26 lines. A non-linear iterative peak-clipping (SNIP) al-
gorithm is used to estimate and subtract the spatially
slowly varying background [29]. Other features not orig-
inating from the compressed Si sample or pinhole sub-
strate are masked out when taking the lineout of images
(see supplementary material). The pinhole diffraction
peaks are used for geometry calibration to accurately lo-
cate the diffraction scattering angles 26. A systematic
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FIG. 1. (a) The PXRDIP experimental platform and diffrac-
tion data for shot 29637. A Si sample sandwiched between
diamond ablator and lithium fluoride window is compressed
with a 10- or 20-ns ramp laser pulse. Near peak compression,
1-ns laser pulse illuminates a Cu or Ge foil to produce He-a
x-rays, which diffract from the compressed sample and are
recorded by image plates lining the PXRDIP box. VISAR
is used to record the Si-LiF interface velocity throughout the
compression, (b) The delivered ramp laser pulse (red) and
the 1-ns square laser pulse used to produce the x-ray source
(purple) for shot 29637. (c¢) The VISAR streak image and the
extracted apparent Si-LiF interface velocities for shot 29637.
(d) Average Si pressure and its standard deviation for shot
29637 determined by the method of characteristics.

correction to 26 is made to account for the fact that the
pinhole substrate is slightly displaced from the sample
[29].

Two distinct x-ray diffraction patterns from Si are ob-
served between 40 and 389 GPa. The first pattern is
observed in three experiments at 40(2) GPa, 51(3) GPa
and 93(7) GPa and is consistent with hexagonal sym-
metry. As an example, diffraction data for Si at 51(3)
GPa (Figs. 2(a) and (c)) is compared with simulated
hep, dhep and sh structures with best-fit lattice param-
eters. This experimental lineout agrees well with hep



structure with ailep = 2.490(5) A, Chep = 4.199(11) A,
and yOhep = 4.14(2) g/cm3. The dhcp structure, pre-
dicted by theory [17-19], is another strong contender,
whose lattice parameters are fit to adhcp = 2.481(5) A,
Cdhep = 8.49(2) A, and pdhep = 4.12(2) g/cm3. However,
the (103) peak is absent across the entire azimuth in our
observation. Though somewhat textured, the (104) peak
is observed, despite being predicted to be of lower inten-
sity than (103) peak in the simulation. The texture of the
(104) peak observed does not allow the absence of (103)
peak across the ~ 300° observable azimuth angle in these
experiments. This provides enough evidence against the
existence of a dhcp structure at this condition. The sim-
ulated pattern for sh, using the hep lattice parameters,
agrees well with the data albeit with some minor differ-
ences. However, there are two arguments against the sh
structure. The first being that the unit cell of sh struc-
ture contains only one atom, as opposed to two atoms in
the case of hep, which indicates that the density is only
half of what can be expected from the isentrope calcu-
lated using DFT [30] (Figure 3(b)). The second argument
is that the axial ratio c¢/a is 1.687(5), almost twice as big
as the theoretical value of 0.942 at 29 GPa and 0 K [18].
The sh structure is not close-packed like hep or dhcp,
and we expect its c¢/a to be close to 1. These two ar-
guments rule out the sh as a candidate for the observed
structure. We therefore interpret the structure as hep,
with a weighted average c¢/a= 1.6861(9).

The second pattern is observed between 153 and 389
GPa, in seven different shots. Diffraction data for Si at
389(11) GPa (Figure 2(b) and (d)) show the characteris-
tic fee (111) and (200) peaks. The expected location of
the third peak (220) for fee calculated using the best-fit
Ufee = 2.996(8) A would be 26 = 88.747°, which partially
overlaps with the pinhole (013) peak (Figure 2(d)).

The measured d-spacings are compared to values cal-
culated with density along the DFT isentrope [30] (Fig-
ure 3(a)). The DFT calculation [18, 19] predicts the dhcp
phase along the DFT isentrope above 22 GPa, transition-
ing to fee above 55 GPa [18, 30] (Figure 4(a)). In con-
trast, our data show that the hep stability region extends
above the isentrope over a pressure from at least 40 to 93
GPa, with a transition to fee between 93 and 153 GPa.
The data also confirm that the fee phase is stable to at
least 389 GPa, in agreement with the DFT calculation
[18, 19].

The observation of the hep phase along the ramp com-
pression path between 40 and 93 GPa corroborates the
results of a shock compression experiment[16]. Their
data (Figure 4(b)) suggest the existence of a sh-hep-liquid
triple point, and a direct phase boundary between the sh
and hep phases without the predicted dhcp phase inbe-
tween. The onset of the sh-hep transition in [16] is close
to the phase space assigned to be hep by our data (red
shaded in Figure 4(b)). The DAG data at ambient tem-
perature and our ramp data together suggest a positive
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FIG. 2. X-ray diffraction measurements of Si at (a) 51(3) GPa
and (b) 389(11) GPa, respectively. Rectangular image plates
are digitally projected onto a 26 — () plane, where 26 is the
scattering angle and O is the azimuthal angle around 26 = 0.
Features not originating from the compressed Si sample or
pinhole are masked out (green shade) when taking the lineout
of images (see supplementary materials), (c) An azimuthally
averaged lineout (black) of the diffraction image in (a) is com-
pared with simulated diffraction patterns of three candidate
structures, whose ideal peak locations are marked by vertical
lines. Ideal peak positions from the pinhole material used for
image plate calibration are shaded by gray, and peaks from
the sample are shaded in red. (d) Lineout of the diffraction
image in (b) is compared with the simulated fee structure.
Peaks from the sample are shaded in blue.

slope for the hep-fee phase boundary.

We discovered a significant increase in stability of the
hep structure for dynamically compressed silicon at pres-
sures and temperatures where dhcp or fee phases are pre-
dicted. Two potential explanations for this, include (1)
the hep phase is energetically favored, or (2) the hep
phase is somehow stabilized by the dynamic compression
techniques used in this work, such as the presence of devi-
atoric stresses. It has been observed that phase diagrams
measured in dynamic compression experiments can differ
from those from hydrostatic DAG experiments. For ex-



2.00-
T& 1.75
ng 1.50-

'3 4.5-

Cmce

X DAC
Shock
O  Ramp (this work)

>

100 150 200 250 300 350
Pressure (GPa)

400 450

FIG. 3. (a) Pressure dependence of the measured d-spacings.
The structure between 40 and 93 GPa is interpreted as hep,
and that between 153 and 390 GPa as fee. The solid lines rep-
resent d-spacings of hep (red) and fee (blue) structures cal-
culated using the DFT isentrope [30]. (b) Density-pressure
phase diagram data of Si. Data of this work are shown in cir-
cles, DAC data [1-9] as crosses, and shock data [14-16] as tri-
angles. For this work, the ler uncertainty in the mean pressure
and the lcr interval of the pressure distribution at the time of
exposure are shown with larger and smaller caps on the error-
bars. Various curves are shown: 100 K isotherm and principal
isentrope from SESAME 3810 table, 100 K isotherm, princi-
pal Hugoniot [19] and principal isentrope [30] from DFT cal-
culation, and measured Hugoniot [34]. Our data show lower-
densities than both DFT and SESAME isentropes.

ample, a lowering of the cd-/3tin-/roroa phase boundaries
in Si has been reported in dynamic compression experi-
ments [14]. Also, it was observed that diamond remains
in its ambient phase (FG8) up to 2 TPa under ramp com-
pression, despite being predicted to transform into BC8
at | TPa [31]. Finally, the dhep phase was observed at 5-
20 GPa near the melting boundary in DAC experiments
[32] but not in dynamic compression experiments [33].

The densities calculated using the measured lattice
parameters are higher than those along the measured
Flugoniot [34] as expected, but systematically lower than
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FIG. 4. (a) Pressure dependence of d-spaeing for all phases
along the DFT isentrope [30], shown as solid lines. Data of
this work show hep structure from 40 GPa up to at least 93
GPa, with first evidence of fee at 153 GPa. The phases pre-
dicted by DFT are shaded with their respective colors. Along
the isentrope, theory predicts dhep structure between 22 and
55 GPa, and fee structure above 55 GPa. The /mma and
Cmce phases are of very low symmetries and a 10% intensity
threshold is applied to them to reduce the number of lines,
(b) The pressure-temperature phase diagram [35]. The solid-
solid phase boundaries, calculated using DFT [18, 19], are
shown as dashed curves. DFT isentrope [30], SESAME-3810
isentrope, DFT Hugoniot [18], and melt curve [18] are also
shown. Data of this work fall between the theoretical prin-
cipal isentrope and the melt curve, indicated by striped red
and blue regions for observed hep and fee structures, respec-
tively. Shock data and reshock data [16] of various phases are
shown. The reshocked states at 35.8 GPa and 36.2 GPa are
sh/hcp/liquid mixtures, and the reshocked state at 39.3 GPa
is hcep/liquid mixture. These data show good agreement with
this work.

the DFT isentrope [30] and the SESAME 3810 isen-
trope (Figure 3(b)). Due to the elastic-plastic transi-
tion, first-order phase transitions of the constituent tar-
get materials, and limitations in pulse shaping capabili-
ties, the compression path contains multiple weak shocks
[36] that increase the sample temperature compared to



the principal isentrope. Though temperature is not mea-
sured, the DFT isentrope and melt curve give a reason-
able constraint on it (Figure 4(b)). On the other hand,
the SESAME and DFT isentropes are not guaranteed to
be correct. This is evident from that the T" = 100K
isotherm from the same DF T calculation [19], while cor-
rectly capturing the density jumps at cd-Stin and sh-hep
transitions, overpredicts density compared to the DAC
data at ambient temperature [1, 6-9] by about 15%. The
T = 100K SESAME isotherm is closer to DAC mea-
surement at pressures higher than 50 GPa, but does not
capture the density jumps at lower pressures. The same
inaccuracy can happen along isentropes as well.

In conclusion, powder x-ray diffraction was used to
measure crystal structure of Si between 40 and 389 GPa
along a thermodynamic path close to the principal isen-
trope. Along this path, the hcp structure is stable to at
least 93 GPa, a much higher pressure than predicted by
simulations, and the fcc phase is stable from 153 GPa to
at least 389 GPa. Data show no evidence for the pre-
dicted dhcp phase. This is likely due to that the hcp
phase is more energetically favored, or the nonhydro-
staticity of the loading path. These observations show
that Si exhibits interesting and unexpected behavior un-
der ramp loading not captured by theoretical calcula-
tions, motivating improved DFT calculations for equilib-
rium phase diagrams, and Molecular Dynamics simula-
tions for phase transition pathways and kinetics [37].
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