A Reference-Dependent Model for Web Search Evaluation

Understanding and Measuring the Experience of Boundedly Rational Users

Nuo Chen Jiqun Liu Tetsuya Sakai
pleviumtan@toki.waseda.jp jiqunliu@ou.edu tetsuyasakai@acm.org
Waseda University University of Oklahoma Waseda University
Tokyo, Japan Norman, OK, USA Tokyo, Japan

ABSTRACT

Previous researches demonstrate that users’ actions in search in-
teraction are associated with relative gains and losses to reference
points, known as the reference dependence effect. However, this
widely confirmed effect is not represented in most user models
underpinning existing search evaluation metrics. In this study, we
propose a new evaluation metric framework, namely Reference
Dependent Metric (ReDeM), for assessing query-level search by in-
corporating the effect of reference dependence into the modelling
of user search behavior. To test the overall effectiveness of the pro-
posed framework, (1) we evaluate the performance, in terms of
correlation with user satisfaction, of ReDeMs built upon different
reference points against that of the widely-used metrics on three
search datasets; (2) we examine the performance of ReDeMs un-
der different task states, like task difficulty and task urgency; and
(3) we analyze the statistical reliability of ReDeMs in terms of dis-
criminative power. Experimental results indicate that: (1) ReDeMs
integrated with a proper reference point achieve better correlations
with user satisfaction than most of the existing metrics, like Dis-
counted Cumulative Gain (DCG) and Rank-Biased Precision (RBP),
even though their parameters have already been well-tuned; (2) Re-
DeMs reach relatively better performance compared to existing
metrics when the task triggers a high-level cognitive load; (3) the
discriminative power of ReDeMs is far stronger than Expected Re-
ciprocal Rank (ERR), slightly stronger than Precision and similar
to DCG, RBP and INST. To our knowledge, this study is the first
to explicitly incorporate the reference dependence effect into the
user browsing model and offline evaluation metrics. Our work illus-
trates a promising approach to leveraging the insights about user
biases from cognitive psychology in better evaluating user search
experience and enhancing user models.
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1 INTRODUCTION

Understanding how users think, behave, and make decisions in
search interaction attaches substantial importance to developing
effective evaluation metrics for information retrieval (IR) systems.
To reflect the process through which users interact with search
engines, existing offline evaluation metrics often involve a vari-
ety of premises about users’ behavior. For instance, Rank-Biased
Precision (RBP)@¢ assumes that a user will perpetually examine
ranked results, but with a fixed probability of 1 — p to leave at each
rank [34]. The C/W/L/A framework [32] summarizes the browsing
behavior models of most existing metrics by three interrelated func-
tions: (1) Continuation probability (C), (2) Weight function (W) and
(3) Last probability (L), as well as a function called aggregation (A)
that decides how the utility gained by a user from the 1st document
to the i-th document is aggregated.

Existing assumptions underpinning most formal models usu-
ally define users as rational decision-makers seeking to pursue
clear maximized gains. This helps simplify the process of training
models and setting parameters. However, the rational user assump-
tion has been challenged by behavioral economic studies arguing
that people are boundedly rational and their decision-making pro-
cesses under uncertainty can be influenced by cognitive biases. As
a result, people’s actual behavior often deviates from what is ex-
pected or predicted under rational normative models [50-52]. As a
user’s search interaction often involves a series of local decision-
making processes (e.g., judging the relevance of an item, search
stopping, satisfaction feedback) under uncertainty, there is substan-
tial evidence showing that cognitive biases also take place in search
interaction [25].

Reference dependence is one of the cognitive biases examined in
behavioral economic researches [20, 48]. Evidence from behavioral
economics shows that the gain or loss a decision maker perceived is
relative to a reference point, rather than being an absolute value [22,
51]. In the field of interactive information retrieval (IIR), Liu and
Han [27] investigated the effects of reference points on users’ search
behavior and satisfaction and showed that users’ search behavior
and satisfaction are significantly associated with the relative gains
and losses to certain reference points. However, the above research
did not further incorporate the reference dependence effect into
a formal user model of interactive search, leaving a vacuum at
the topic of how to develop a more realistic, psychology-informed
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user model for offline evaluation metrics by taking the reference
dependence effect into consideration.

To address the gap discussed above, we propose a new evalu-
ation metric framework that incorporates the effect of reference
dependence into user browsing models (refer to Section 3). With a
new user model incorporating the reference dependence effect, we
develop a series of Rreference-Dependent Metrics (ReDeMs) via the
C/W/L/A framework and meta-evaluate their performance in terms
of capturing user satisfaction and statistical reliability. Specifically,
we seek to answer three research questions based upon experiments
on publicly available search datasets (refer to Section 4).

e RQ1: Compared to existing metrics, will the ReDeMs have a
better correlation with user satisfaction feedbacks?

e RQ2: To what extent does the performance of ReDeMs vary
under different task states, like task difficulty and task ur-
gency?

e RQ3: Compared to existing metrics, how reliable are ReDeMs
in terms of discriminative power [37]?

RQ1 focuses on the overall performance of the proposed frame-
work, RQ2 focuses on the stability and consistency of metric per-
formance under different task states, RQ3 focuses on the statistical
reliability of the proposed metrics.

Experiment results show that: (1) the proposed ReDeMs with a
proper reference point can achieve higher correlations with users’
satisfaction feedbacks than most of the existing metrics like Preci-
sion, Discounted Cumulative Gain (DCG) [19], Rank-Biased Preci-
sion (RBP) [35] and INST [5]. Under some occasions, ReDeMs can
also achieve higher correlations with users’ satisfaction feedbacks
than Expected Reciprocal Rank (ERR) [13]. (2) ReDeMs have a gen-
erally stable performance under different task states, and have a
relatively better performance compared to existing metrics when
the task needs a high-level cognitive load. (3) The discriminative
power of ReDeMs is far stronger than ERR, slightly stronger than
Precision and similar to DCG, RBP and INST.

The main contributions of this paper are as follows:

o Our study explicitly incorporates reference dependence ef-
fect into offline evaluation metrics and illustrates a viable
approach to developing user-bias-aware IR evaluation. Our
findings suggest that when constructing an evaluation met-
ric, the relative gain to a reference point should also be con-
sidered besides widely used factors, such as absolute final
information gain and search efforts.

e Evaluation results demonstrate that the proposed reference
dependent metrics (ReDeMs) are effective in capturing users’
levels of satisfaction. The ReDeMs were tested in a broad
range of topics, task states and search scenarios, and can be
implemented and replicated in other IR evaluation contexts
with similar judgment labels and search interaction signals.

o The general framework of ReDeMs is consistent with that of
existing metrics (e.g., C/W/L/A) and could be easily extended
to represent and estimate the impacts of other user biases
and situational factors in search evaluation.

e In general, with the growing research attention focusing
on algorithmic biases and fairness, our research empirically
demonstrates the value of the knowledge regarding user bi-
ases in evaluating search system performances from user

Nuo Chen, Jiqun Liu, and Tetsuya Sakai

perspective and may inspire more future research on en-
hancing user-bias-aware search evaluation.

2 PRIOR ART

Evaluating the effectiveness of search engines has long been a cen-
tral concern for the information retrieval (IR) community. Existing
evaluation methods can be broadly divided into two classes, user-
based (or online) evaluation and test collection-based (or offline)
evaluation [53].

2.1 Offline Evaluation Metrics and User Models

Offline evaluation is often built upon different simulations of the
process of a user interacting with a system under operational set-
tings [44], and the evaluation metric scores can be viewed as the
simulation of the gain a user accumulated during that process. Based
on this basic setup, a range of evaluation metrics involving explicit
or implicit user behaviour models were proposed and empirically
tested, including Discounted Cumulative Gain (DCG) and its vari-
ants [9, 19, 35], Rank-Biased Precision (RBP) [35], Expected Recip-
rocal Rank (ERR) [13], Expected Browsing Utility (EBU) [57], Time-
Biased Gain (TBG) [47], U Measure [41], Inverse Square (INSQ) [33],
INST [5], Bejeweled Player Model (BPM) metrics [58], Information
Foraging Theory (IFT) measure [4], and so forth. Recently, more IR
metrics have been developed for evaluating multi-queries search
sessions or estimating user preferences with diversified intentions,
but these are out of the scope of this paper. Despite manifold metrics
with multifarious models, the user model behind a metric can be
deconstructed into three interrelated aspects of the user behavior:

o Continuation probability, C(i): the probability that a user
who has inspected the i-th item in the SERP will continue to
examine the item at rank i + 1.

o Weight function, W (i): the fraction of user attention on the
item at position i. In other words, it is the likelihood of a user
viewing the item at position i at any time under a sequence
of random selections.

o Last probability, L(i): the probability that a user examine the
document at rank i and then stop interacting with the SERP.

This analytical framework, known as the C/W/L framework [31, 34]
provide a common ground for comparing models of different met-
rics. In the C/W/L framework, as long as one of the three compo-
nents is known, then the other two components can be calculated
as well. For example, the L(i) can be calculated by C(i) through:

i-1
LG) =1 -ci) | [ew) (1)
|

J

The C/W/L framework assumes that users can only accumulate
their gains via the form of expected total gain (ETG) or expected rate
of gain (ERG). Moffat et al. [32] extended the C/W/L framework to
the C/W/L/A framework by introducing a new component: Aggre-
gation (A). Under the C/W/L/A framework [32], the metric score
can be computed through the probability a user exits at each rank
(L) and the aggregate gain value (A) the user acquires at each rank:

Mcwra(r) = Y L(i) - A() (2)
i=1
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where r =< rq,ry, -+, r; > is the relevance levels of the documents
from position 1 to i, L(i) is the last probability; A(i), i.e., the aggre-
gation function, is how the utility gained by a user from the 1st
document to the i-th document is aggregated.

The introduction of aggregation allowed the C/W/L/A frame-
work to characterize metrics like ERR through incorporating an ap-
propriate aggregation function. A new metric can be developed via
C/W/L/A framework by simply defining continuation probability
and aggregation function. In this study, all metrics are instantiated
under the C/W/L/A framework.

In user models of the above metrics, users’s decision making is
assumed to be affected by multiple factors, including: (1) current
position in SERP, (2) the absolute gain they have accumulated from
items they have examined so far, or the absolute gain of the current
item, (3) the cost (or effort) they have input, and (4) other user
characteristics given by external parameters of the metric, such as
persistence (¢) in RBP [35]. Nevertheless, Liu and Han [27] showed
that users’ search satisfaction and behaviors are associated with
relative gains and losses to reference points, which is not considered
by user models of existing metrics. In this study, we propose a
metric framework with a user model considering the influence of
reference points on user behavior. As far as we know, we are the
first to introduce the reference dependence effect into the user
model of evaluation metric.

2.2 Cognitive Biases in Search Interaction

Behind varying user models associated with the above metrics is
the premise that users make their decisions rationally according
to the absolute gain, cost and maximized expected outcomes in
search interaction. However, evidence from cognitive psychology
and behavioral economics suggested that one’s decisions under
uncertainty can systematically deviate from what is expected given
rational decision-making models because of cognitive biases [50—
52]. Cognitive biases arise from one’s limited cognitive ability and
resources to properly collect and process available information [24].
Apart from psychology experiments, previous studies confirmed
that cognitive biases also occur in searching [2, 25].

Recently, some researchers have examined various kinds of cog-
nitive biases that occur in search interaction, such as the ordering
effect [1, 10, 17, 18, 45, 56], the bandwagon effect [10, 23], the an-
choring effect [46, 49], the recency effect [30], and the reference
dependence [27]. Azzopardi [2] summarized the emerging works
on cognitive biases in information retrieval and emphasized the
importance of integrating human bias features into evaluation.

With the growing knowledge about users’ cognitive biases, some
recent works began to introduce cognitive biases into the construc-
tion and meta-evaluation of evaluation metrics. Zhang et al. [59]
proposed a metric framework, namely Recency-aware Session-
based Metric (RSM), for session-level evaluation. RSM modifies
the weights of query-level scores given by metrics like DCG and
RBP in order to reflect the recency effect. Chen et al. [15] proposed
a query-level metric framework modifying existing metrics like
DCG, RBP and ERR by incorporating the anchoring effect into the
aggregation function.

In this study, we focus on reference dependence effect and de-
velop a query-level evaluation metric framework with a user model
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taking the effect of reference points into consideration. According
to Tversky and Kahneman [51, 52], when making decisions under
uncertainty, the carriers of value behind one’s actions are gains and
losses relative to reference points, rather than final absolute outcomes.
Thus, when people make decisions, their judgements are often in-
fluenced by the difference between the associated final outcome
and the dynamic reference point at the time of evaluation. Liu and
Han [27] found that users’ search satisfaction and many aspects of
search behaviors and decisions are substantially associated with
relative gains, losses and the associated reference points. Taking a
step forward, Brown and Liu [7] developed early prediction models
based on simulated initial references, aiming to address the cold
start problem in session behavior predictions. Although the above
studies contribute to the integration of cognitive bias concepts with
IR problem space, they did not further propose a formal user model
that leverages the knowledge learned about reference dependence
effect in enhancing evaluation metrics. This leaves a vacuum at
the interdisciplinary problem of how to develop an accurate and
psychologically more realistic user model for offline metrics by
taking user biases into consideration.

2.3 Meta-Evaluation of Evaluation Metrics

With enumerous evaluation metrics developed, the meta-evaluation
of evaluation metrics becomes a growing research concern in IR.

User satisfaction is regarded as a near-ideal ground truth metric
of retrieval effectiveness and has been applied in meta-evaluating a
variety of online behavior-based and offline outcome-based metrics.
To measure in what extend metric scores are consistent with users’
satisfaction feedbacks, some researchers use correlations with users’
satisfaction feedbacks [16, 29, 55, 60], while others use agreements
with users’ SERP preference [43].

Another widely-used method is discriminative power [37]. It is
the statistical power of a metric to significantly discriminate system
pairs. Discriminative power measures the stability of a metric across
the topics based on significance testing [38]. It reflects the reliability
of a metric. However, it does not tell whether metrics are “measuring
what we want to measure” [38] (e.g., how well a metric is correlating
with users’ satisfaction feedback). Thus it meta-evaluates metrics
on a dimension orthogonal to user satisfaction.

Other meta-evaluation methods include swap method [8], judge-
ment cost [11], and so on. In this study, we measure the effectiveness
of measures from the perspective of the correlation with users’ sat-
isfaction feedbacks and discriminative power as they are widely
adopted meta-evaluation methods.

3 REFERENCE-DEPENDENT METRICS

In this section, we introduce the novel setup of our reference-
dependent metrics and explain how they relate to existing metrics.

3.1 A Reference-aware User Model

In our reference dependence metric (ReDeM) framework, we define
the probability a user continues at rank i as follows:

1+i—r;
2+~ (rj = Iyef)

®)

CrepeM (i) =
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Figure 1: Continuation Probability C(i) and View Probability V(i) of ReDeMs with r,.f = 0 and rf = 1 respectively when

relevance scores (r;) of all items in the SERP are 0 or 1.

where r; is the relevance level of the i-th item ranging in [0, 1], rpef
is the relevance level of the item playing as reference point (See 3.2).
This model setting provides the ReDeM with following properties:

e Adaptive User Behavior. Similar to ERR and INST, the
ReDeM is adaptive, which means that the probability of
whether a user continues to examine the next item ranked at
i+ 1 on the SERP is influenced by the relevance levels of the
top i documents. Ceteris paribus (assuming all other factors
remain the same), as the relevance of the current document
ri increases, CrepeM (i) decreases, and vice versa. Our model
assumes that as r; increases, users are more likely to feel
satisfied and thus end their browsing.

e Sunk Cost Recovery. Like DCG, INSQ and INST, Crepem (i)
increases as users progress deeper in the ranking, ceteris
paribus. This is the “sunk cost” property suggested by Moffat
et al. [31, 34] assuming that when users has already put
more effort into the search, they are more likely to continue
browsing. The effect of sunk cost is confirmed by previous
empirical studies [34, 54] and thus is represented here.

o Reference Sensitive. Inspired by cognitive psychology and
IR research on reference dependence [20, 27], we argue
that users’ reference points plays a key role on the user
browsing behavior. Specifically, ceteris paribus, as ryef in-
creases, CrepeM (i) decreases. The behavioral assumption
is that: when the gain at the reference point increases, the
user is more likely to get less gain than the reference point
from subsequent documents (r; — rpf < 0), which is a “loss”
perceived by the user. Due to loss aversion, the user is more
likely to end their browsing at current position and settle up
their gains. For example, if a user is currently handling the
i-th item and the reference point is the average relevance
of items from rank 1 to i — 1, if the average relevance acts
as the rate of gain of the user, we would find that the user
is more likely to stop as their rate of gain increases. This is
consistent with the core arguments of Information Foraging
Theory (IFT), which assumes that a point at which a forager
should move to the next patch is the point when they achieve
the highest gain per unit of cost [4, 6]. With the insights from
cognitive psychology, we extended the IFT to cover multiple
reference points and developed a flexible multi-stage (e.g.,
continuation, view, click or stop) framework consistent with
existing offline evaluation approaches.

3.2 Selection of Reference Points

To investigate the effect of different reference points on the perfor-
mance of the framework, we chose the following four simulated
reference points based on the findings discussed in psychology and
behavioral economics literature [20, 22, 36, 52]:

e Init: the relevance level of the first item in the SERP (the
anchoring effect).

e Max: the best relevance level among the items the user has
observed so far. For example, if a user is currently observing
the i-th item, the reference point will be the best relevance
level among the items from rank 1 to i — 1.

o End: the relevance level of the last element that the user
observed. For example, if a user is currently observing the
i-th item, the reference point will be the relevance level of
the (i — 1)-th item.

e Avg: the average relevance of items the user has observed
so far. For example, if a user is currently observing the i-th
item, the reference point will be:

i
i—1

e Peak-End (PE): (Ref. Max + Ref. End)/2 (peak-end rule).

Tref =

To visualize the properties of ReDeMs, Figure 1 shows the Con-
tinuation Probability C(i) and View Probability V(i) (the prob-
ability that a user will inspect the i-th result supposed the user
always starts with the first result in a top-down order) of ReDeMs
with rper = 0 and ref = 1 respectively when relevance scores (r;)
of all items in the SERP are 0 or 1. From Figure 1 we can see
that: (1) C(i) gradually increases as i becomes larger; (2) when
rref 1s larger, C(i) becomes smaller; (3) when r; is higher, C(i) be-
comes smaller; (4) V(i) decreases faster when ry¢ is larger; (5) V (i)
decreases faster when r; is larger.

4 METHODOLOGY

In this section, we describe the datasets and the experimental de-
sign employed in our study. In order to compare performances of
metrics in terms of correlation with users’ satisfaction feedbacks,
we need datasets whose SERPs are labelled with users’ satisfaction
feedbacks. On the other hand, In order to compare the ability of met-
rics in terms of discriminating systems with statistical significance,
we need a dataset that contains the results returned by different
retrieval systems on several topics.
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Table 1: Overview of the datasets used in experiment 1 and 2.

TianGong-Qref [14]

Data Collection Naturalistic environment

#Sessions 2,356
#Queries and SERPs 7,479
#Results per SERP > 10

Relevance and Usefulness Judgments 4-level self-rating usefulness scores

Query Satisfaction Feedback 5-level ratings

THUIR1 [16] THU-KDD19 [30]

Controlled lab (Ad hoc retrieval) Controlled lab (Whole session)
- 225

2,435 (2,391) 1,111

10 10

4-level external graded judgments 5-level external graded judgments and
4-level self-rating usefulness scores

5-level ratings 5-level ratings

Table 2: Overview of the NTCIR-WWW3 [42] dataset used in
Experiment 3.

#topics  rel. levels #runs

80 4

#rel. per topic

159.0 39

To answer RQ1, we compare the effectiveness of ReDeMs as well
as other ad hoc offline evaluation metrics in terms of the correlation
with the user satisfaction feedbacks on TianGong-Qref dataset [14],
THUIR1 dataset [16] and THU-KDD19 dataset [30] (refer to 4.2). To
answer RQ2, we split TianGong-Qref dataset into search scenarios
with different cognitive load and meta-evaluate the performance
of ReDeMs with varying reference points under different search
scenarios (refer to 4.3). To answer RQ3, we evaluate the discrim-
inative power of ReDeMs and baselines on the NTCIR-WWW3
dataset [42].

4.1 Datasets

The TianGong-Qref dataset [14] contains 2,356 search sessions,
7,479 queries and associated SERPs for each query, 4-level user self-
rating usefulness scores for all search results on SERPs, and 5-level
user satisfaction feedback for each query-SERP pair. For each search
session, task information such as task urgency, task difficulty and
user expertise (i.e., the extent to which the user is familiar with
the search topic), are collected. The user search behavior log of the
dataset is collected by a Chrome extension which records users’
search-related activities under naturalistic environment.

The THUIR1 dataset [16] is collected in a controlled lab setting.
It contains 2, 435 ad hoc queries and the SERP for each query, 4-level
graded relevance labels given by external assessors for all the 10
results on each SERP, and 5-level user satisfaction for each query.

The THU-KDD19 dataset [30] is collected under laboratory en-
vironment in which participants were asked to complete some
complex search tasks on commercial search engines. It contains
225 search sessions, 1,111 queries and associated SERPs, 4-level
user self-rating usefulness scores for the items they clicked, 5-level
graded relevance labels given by external assessors for the top 5
items and the items clicked by the user, and 5-level user satisfaction
feedback for each query !.

We pre-process the datasets as follows in our experiments: (1) We
linearly map the usefulness scores in TianTong-Qref dataset to r; €

1We observed some inconsistency in the meta-data of the KDD-19 dataset with what
the contributors reported. For example, the count of <session> tags are 225, but
the contributors reported there are 450 sessions. Also, the relevance levels given by
external assessors are ranging from 0 to 4, instead of 0 to 3 reported by the contributors.

{0,1/3,2/3,1}. (2) We removed 44 records that can not be parsed
in THUIR1 dataset and eventually get 2,391 records. We linearly
map the relevance scores in THUIR1 dataset to r; € {0,1/3,2/3,1}.
(3) We exploit usefulness scores in THU-KDD19 dataset as useful-
ness scores can better reflect users’ feedbacks on documents and
helps us more in developing metrics effectively predict users’ sat-
isfaction feedbacks. We linearly map the usefulness scores in the
THU-KDD19 dataset to r; € {0,1/3,2/3,1}.

The NTCIR-WWW3 [42] dataset is from the NTCIR-15 WWW-
3 English subtask whose target corpus is clueweb12-B13 (about
50 million web pages) 2. It includes 80 topics and 39 runs (including
2 baseline runs), with 4-level relevance judgement for documents.

Table 1 introduces the descriptive features of each dataset em-
ployed in Experiments 1 and 2, where we evaluate the performance
of ReDeMs against that of baseline metrics with fine tuned param-
eters. Table 2 introduces the dataset used in Experiment 3, where
we examine the discriminative power of the proposed new metrics.

4.2 Experiment 1: The Overall Performance of
ReDeMs

To figure out the overall effectiveness of ReDeMs, we compare the
performance of ReDeMs to widely used metrics in terms of corre-
lation with user satisfaction feedbacks on TianTong-Qref dataset,
TianTong-FSD dataset and THU-KDD19 dataset respectively. In
this experiment, we use (1) Precision, (2) ERR, (3) (scaled) DCG [35],
(4) RBP, and (5) INST as baselines.

The first step is to select an appropriate aggregation function
for ReDeMs in order to compute the metric scores of ReDeMs, as
Section 3 only gives the continuation function. Here, we arbitrarily
assign expected rate of gain (ERG) as the aggregation function since
all of the above baseline metrics except for ERR can be considered
as ERG Metrics [3, 32]. Using the same aggregation function allows
a fair comparison to some degree. Future studies can investigate
the performance of ReDeMs under various aggregation functions.

The definition of ERG, the “expected utility accumulated per
item inspected” [31], is as follows [32]:

Agpg (i) = =4 Z ri ©

where

For each dataset, we randomly split the data into 10 folds in a
completely random way regardless the session, using 6 folds as

Zhttps://lemurproject.org/clueweb12/



WWW ’23, May 1-5, 2023, Austin, TX, USA

Table 3: Means of Kendall’s 7;, correlation coefficients be-
tween metric scores and query-level user satisfaction feed-
back on three datasets. Bold font indicates the strongest cor-
relation in each dataset. *, ** and *** indicates the difference
between the mean of a ReDeM and means of all baselines
is significant at p < 0.05, p < 0.01 and p < 0.001 level with a

Bonferroni correction respectively.

TG-Qref THUIR1 THU-KDD
Precision 0.318 0.203 0.243
ERR 0.354 0.255 0.248
DCG 0.330 0.254 0.250
RBP 0.334 0.261 0.249
INST 0.333 0.261 0.250
ReDeM-Init 0.351*** 0.261 0.253"**
ReDeM-Max 0.346*** 0.262 0.256***
ReDeM-End 0.338*** 0.263*** 0.255***
ReDeM-Avg 0.344*** 0.262* 0.255™**
ReDeM-PE 0.343*** 0.262* 0.255%**

training set to tune the parameters of DCG, RBP and INST. The
remaining 4 folds is used as test set to compare the performance
of all metrics. We repeat this process 50 times for each dataset. For
the calibration of DCG, RBP and INST, we conduct a grid search
for each metric to find the parameter value that maximizes the
correlation between metric scores and user satisfaction feedbacks.
That value is then used in test set. For DCG, we search b in [2, 5]
with a step of 0.1; for RBP, we search ¢ in [0.1,1) with a step of
0.05; for INST, we search T in [1, 20] with a step of 1.

Table 3 reports the results of Experiment 1. As it is shown in
Table 3, ERR performs the best on TianGong-Qref dataset, out-
performing other metrics with a mean correlation of 75, = 0.354.
Despite being inferior to ERR, the proposed metrics still achieve
better performance than other baselines with a certain margin.
The difference between the mean of each ReDeM and means of
all baselines including ERR is statistically significant (p < 0.001).
When it comes to THUIR1 dataset, ERR is dwarfed by RBP, INST
as well as ReDeMs. ReDeM-Init is outperformed by RBP and INST
(p < 0.001), but other ReDeMs perform well. ReDeM-End, ReDeM-
Avg, ReDeM-PE outperform all of the baselines with a mean correla-
tion of 7, = 0.263 (p < 0.001), 7, = 0.262 (p < 0.05) and 75, = 0.262
(p < 0.05) respectively. ReDeM-Max also outperforms all baselines
with a mean correlation of 7, = 0.262, although the edge is not
discernible in terms of statistical significance. ReDeMs become the
best perfomers on THU-KDD dataset and the edge is statistically
significant (p < 0.001). ReDeM-Max is the best performer outstrip-
ping all baselines with a mean correlation of 7 = 0.256 (p < 0.001),
followed by ReDeM-End, ReDeM-Avg and ReDeM-PE who also
outperform all baselines with a mean correlation of 7, = 0.255
(p < 0.001), slightly lower than ReDeM-Max. Note that parameters
of DCG, RBP and INST have already been tuned before testing,
but ReDeMs still achieve similar or even better performance un-
der such condition. This shows the effectiveness of the propose
reference-dependent framework.
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Regarding reference points, the result shows that ReDeM-Init
performs the best on Tiangong-Qref dataset but hobbles on THUIR1
and THU-KDD dataset; ReDeM-End performs the best on THUIR1
dataset but does not perform well on Tiangong-Qref dataset. ReDeM-
Max, ReDeM-Avg and ReDeM-PE perform similarly and their per-
formance is relatively stable. This result indicates that the proposed
ReDeMs can achieve similar or better performance in correlations
with users’ search satisfaction. Our RQ1 is hereby answered.

However, if we ponder the result with the property of the datasets
in mind, there is something noteworthy. Compared to baselines,
ReDeMs perform the best on THU-KDD dataset, which is collected
under laboratory environment where the search tasks are designed
to be complex [30], requiring more cognitive loads. This might
suggest that ReDeMs perform better under the tasks that require a
high-level cognitive load. To examine the hypothesis, we propose
RQ2 and conduct the Experiment 2.

4.3 Experiment 2: The Performance of ReDeMs
under Different Task States

Liu and Yu [29] reported that the effectiveness of evaluation met-
rics in terms of correlating with users’ satisfaction feedbacks vary
significantly across task states. Moffat et al. [32] also argued that
factors like the nature of the users, the nature of the tasks must be
considered when choosing an evaluation metric. Hence, based on
the result of Experiment 4.2, we carry out a by-group evaluation on
TianGong-Qref dataset to figure out the performance of ReDeMs
under different search scenarios.

We first classify queries in TianGong-Qref dataset according
to the user-rated task difficulty and task urgency of each session.
Queries in a session with “task difficulty” in [0, 1] and “task ur-
gency” in [0, 1] are classified as “Low Cognitive Load”; queries in
a session with “task difficulty” in [2, 4] and “task urgency” and
in [2, 4] are classified as “High Cognitive Load”; other queries are
classified as “Medium Cognitive Load". The number of queries in
each classification is reported in Table 4.

We then calculate metric scores of ERR and ReDeMs and compare
their performance in terms of correlation with user satisfaction
under different task states.

Table 5 reports the performance of ERR and ReDeMs under
different task states (i.e., levels of cognitive load involved in the
task). As it is shown in Table 3, metrics have higher correlations
with users’ satisfaction feedbacks when the cognitive load is low or
moderate and the correlations are relatively low when the cognitive
load is high. compared to ERR, ReDeMs have an edge in correlations
with users’ satisfaction feedbacks when the cognitive load is high.
ReDeM-Init and ReDeM-Max perform the best and the difference
among ReDeMs is paltry. In the scenario of medium cognitive load
and low cognitive load, ERR performs better. The difference of the
performance among ReDeMs is relatively patent compared to the
scenario of high cognitive load.

A possible explanation is that, when facing tasks requiring high-
level cognitive load where people need to make decisions under
counter-intuitive, conflicting or uncertain conditions, cognitive
biases are more likely to take place as people need to reduce the
amount of information and uncertainty they need to process [21, 50].
For that reason, reference dependence effect might be more manifest
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Table 4: The number of queries of each task state. “CL” stands
for Cognitive Load.

Low CL Medium CL High CL
#queries 2,193 3,275 2,011

Table 5: Kendall’s 7, correlation coefficients between metric
scores of ReDeMs and query-level user satisfaction feedback
on TianGong-Qref dataset under different task states. “CL”
stands for Cognitive Load. Bold fonts indicate the highest
correlation with users’ satisfaction feedbacks in the task state.
All correlations reported are significantly different from zero,
with p < 1076,

metric Low CL Medium CL High CL
ERR 0.304 0.366 0.270
ReDeM-Init 0.301 0.353 0.280
ReDeM-Max 0.292 0.346 0.280
ReDeM-End 0.275 0.339 0.277
ReDeM-Avg 0.287 0.344 0.278
ReDeM-PE 0.287 0.345 0.279

under tasks requiring high-level cognitive load. Nevertheless, this
should be examined by empirical studies in the future.

With respect to RQ2, our result indicates that ReDeMs can
achieve better performance under the tasks that require a high-
level cognitive load and the performance of ReDeMs are modest
under those tasks only need a low-level or moderate cognitive load.
Thus, in real-time evaluation, ussing ReDeMs for tasks that require
a high-level cognitive load could be a good choice.

4.4 Experiment 3: The Discriminative Power of
ReDeMs

In offline evaluation practice, a metric that tends to significantly
discriminate more system pairs is preferred. The ability to signifi-
cantly discriminate system pairs is called discriminative power. To
examine the discriminative power of the proposed metrics, we carry
out Experiment 3. In our experiment, we first compute the scores
of each metric for 39 runs on 80 topics with cutoff L = 10 (metrics
are computed @10). Here, we set the parameter b = 2 for DCG,
¢ = 0.8 for RBP and T = 2.25 for INST. As there are 39 runs, we get
39 % (39 —1)/2 = 741 system pairs on 80 topics. For each metric, we
have a 80 X 39 score matrix. We then carry out significance tests for
the metrics. In our experiment, we use a distribution-free, random-
ized version of the paired Tukey HSD test with 1,000 trials [12, 39]
via the Discpower tool 3. The algorithm to obtain Achieved Signifi-
cance Level (ASL) is given by Carterette [12].

Figure 2 is an ASL curve showing the result. Since ReDeMs
perform similarly in the experiment, we only draw the curve of
ReDeM-Avg. Metrics whose curves are close to the origin are the
ones with high discriminative power, which means that they pro-
duce smaller p-values for many run pairs than other metrics do.

3http://research.nii.ac.jp/ntcir/tools/discpower-en.html
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Figure 2: Discriminative power curves of Precision, DCG,
RBP, INST and ReDeM-Avg on NTCIR-WWW3 (Randomized
Tukey HSD tests for paired data with 1,000 trials).

As it is shown in Figure 2, DCG, RBP and INST perform similarly
in terms of discriminative power and the performance of ReDeMs
is similar to them. Thus, ReDeMs perform far better than ERR in
terms of discriminative power. For example, if a significance level
of a = 0.05 is required, ReDeMs can discriminate 259 pairs (35% of
all) while ERR can only discriminate 186 (25% of all) pairs. The dis-
criminative power of Precision is slightly weaker compared to DCG,
RBP, INST and ReDeMs, but is also far higher than ERR. The result
shows that ERR has a patently lower discriminative power, which
is consistent with what Sakai has observed [40]. Sakai [40] argued
that this is caused by the “diminishing return” property of ERR,
which assumes that if there is a highly relevant document near the
top of the SERP, few users will continue inspecting. Although INST
and ReDeMs also have similar property, in their models the impact
of a highly relevant document on the continuation probability is
relatively smaller.

With respect to RQ3, our result indicates that the discriminative
power of ReDeMs is far stronger than ERR, slightly stronger than
Precision and similar to DCG, RBP and INST.

5 CONCLUSION AND DISCUSSION

This section summarizes the main findings and identifies potential
directions for further expanding bias-aware IR studies.

In this study, we propose a new evaluation metric framework
incorporating the effect of reference points into user browsing mod-
els. Our findings suggest that, to build more effective evaluation
metrics better reflecting actual user behavior and experience, cogni-
tive factors like the relative gain to a reference point should also be
considered besides widely used factors like absolute gain and cost.
With growing research efforts on examining algorithmic biases and
fairness, our work demonstrates the practical value of integrating
the insights from cognitive psychology on user biases into user
models and evaluation metrics and may inspire future research to
keep pushing the boundary on this problem.

The framework proposed can be applied to various scenarios
for evaluating search systems and recommender systems, in order
to inspire system designs with the awerness of enhance both the
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effectiveness in online debiasing and the usefulness to boundedly
rational users engaging in information-intensive decision-making.

For instance, our model assumes that users will leave earlier due
to loss aversion effect if current perceived gain is lower than the ref-
erence level. In recommendation scenarios, systems can proactively
analyze the item list to be recommended and estimate the potential
loss of utility for users because of the cognitive bias triggered by the
reference dependence effect. Based on metric scores, systems can
adaptively adjust in-situ recommendation strategies accordingly,
in order to let users achieve their globally optimal utility.

5.1 Main Findings

With respect to the RQs, we have the following findings:

RQ1: The overall performance of ReDeMs. The proposed Re-
DeMs with a proper reference point can achieve better correlations
with user satisfaction than most existing offline metrics like Preci-
sion, DCG, RBP and INST across varying datasets, in some occasions
it can achieve better performance than ERR. On TianGong-Qref
dataset, ReDeMs outperform all baseline metrics except for ERR;
on THUIR 1 dataset, ReDeMs except ReDeM-Init outperform all
baseline metrics; and on THU-KDD19 dataset the ReDeMs outper-
form all baseline metrics. The best performing reference point may
vary among different datasets and search study environments.

Although we did not observe huge gains in the experimental
result, it is worth noting that the gains are obtained under the con-
dition that DCG, RBP and INST have already been fine-tuned. With
these strong baselines, we can confirm the overall effectiveness of
our framework in terms of capturing query-level user satisfaction.

RQ2: The performance of ReDeMs under different task
states. Experiment 2 shows that compared to baselines, ReDeMs
achieve relatively better performance under the tasks that require a
high-level cognitive load. This result shows that the actual impacts
of reference dependence differ across different search scenarios,
and that it is important to investigate user characteristics and task
factors in bias-aware search evaluation.

RQ3: The discriminative power of ReDeMs. Experiment 3
shows that the discriminative power of ReDeMs is far stronger than
ERR, slightly stronger than Precision and similar to DCG, RBP and
INST. As a metric with high discriminative power is preferred in
offline evaluation tasks, Experiment 3 shows that ReDeMs with a
similar discriminative power to widely used metrics like DCG and
RBP could be practically valuable for offline evaluations and may
help narrow the gap between simulation-based evaluations and the
behavior of boundedly rational users.

In general, the proposed ReDeMs have favorable performance in
terms of reflecting users’ levels of search satisfaction and discrimi-
nating system pairs, which demonstrates the value and potential
of our interdisciplinary approach on integrating cognitive bias fea-
tures into user models and offline evaluation metrics.

5.2 Further Discussion

For the current model, to apply it to a given task, the idea is to
adaptively estimate and employ the reference point according to
task and user characteristics, which can to some extent be inferred
from online behavior features. However, there may be cases where
the full details of a search dataset are hard to access beforehand in
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evaluation practices, or researchers are conducting evaluations on
early points of interaction or on new search tasks with very limited
interaction data (i.e., cold-start problem in evaluation). Under such
cases, choosing theory-informed simulated references [7] might be
an acceptable initial solution.

5.3 Limitations and Future Work

Overall, our work illustrates a promising approach to leveraging the
insights about user biases from cognitive psychology in better eval-
uating users’ search interactions and demonstrates the importance
of modeling cognitive biases for constructing truly person-centered
IR systems. There are still many limits remain in this work, which
calls for future research efforts on this direction.

The user browsing model we propose is only a preliminary model,
which still needs to be improved in order to better reflect users’
search behaviors and satisfaction. For example, we did not assign
any parameter to the proposed framework. This keeps the simplicity
of the framework, but the lack of parameter also limit its adaptability
to comprehensively capture diverse user biases, cognitive variations
and other contextual restrictions under different task states and
user natures. The parameters in DCG, RBP and INST allow them to
modify the user model under different task backgrounds and user
natures, and thus provide them with a resilience to reflect users’
behavior. One direction for the future researches is to incorporate
more factors into the model, such as vertical type, browsing order
and the interaction effects among different reference points, to make
the model more elaborated and realistic in terms of reflecting actual
browsing strategies and user perceptions. To empirically support
this exploration, more user studies are required in order to explore
the impacts of reference points and user biases in general [26, 28].

Experiment 2 shows that ReDeMs have relatively better perfor-
mance when the cognitive load is high. One of the possible reasons
is that cognitive biases are more likely to take place when people
facing tasks requiring high-level cognitive load. Thus, reference
dependence effect might be more manifest under this case. Future
research can continue exploring how the impact of human biases
vary across tasks of varying types and the extent to which different
biases are correlate with user characteristics and contextual factors.

The proposed framework is designed for and implemented in
evaluating query-level search interactions only. Liu and Han [27]
also showed that the reference dependence effect has influence on
the user behavior and the user satisfaction at session level. Based
on the measure design and findings from our experiments, future
research can further explore session-level bias-aware user modelling
and search evaluation, and leverage reference dependence effects
in understanding and predicting search strategies, transitions of
search tactics and cognitive states, as well as overall user experience.
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