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ABSTRACT

As artificial intelligence (AI) assisted search and recommender sys-

tems have become ubiquitous in workplaces and everyday lives,

understanding and accounting for fairness has gained increasing

attention in the design and evaluation of such systems. While there

is a growing body of computing research on measuring system

fairness and biases associated with data and algorithms, the impact

of human biases that go beyond traditional machine learning (ML)

pipelines still remain understudied. In this Perspective Paper, we

seek to develop a two-sided fairness framework that not only charac-

terizes data and algorithmic biases, but also highlights the cognitive

and perceptual biases that may exacerbate system biases and lead

to unfair decisions. Within the framework, we also analyze the

interactions between human and system biases in search and rec-

ommendation episodes. Built upon the two-sided framework, our

research synthesizes intervention and intelligent nudging strategies

applied in cognitive and algorithmic debiasing, and also proposes

novel goals and measures for evaluating the performance of sys-

tems in addressing and proactively mitigating the risks associated

with biases in data, algorithms, and bounded rationality. This pa-

per uniquely integrates the insights regarding human biases and

system biases into a cohesive framework and extends the concept

of fairness from human-centered perspective. The extended fair-

ness framework better reflects the challenges and opportunities in

users’ interactions with search and recommender systems of vary-

ing modalities. Adopting the two-sided approach in information

system design has the potential to enhancing both the effectiveness

in online debiasing and the usefulness to boundedly rational users

engaging in information-intensive decision-making.
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1 INTRODUCTION

Artificial Intelligence (AI) assisted search and recommender systems

have become ubiquitous in workplaces and everyday lives, and play

a significant role in human decision-making activities. However,

the underlying algorithms and data could be unfair and skewed

toward a particular community or group of people, leading to biased

judgments and problematic decisions. For instance, COMPAS, a

software used by the courts in the United States to estimate the

risk of a person to recommit another crime, is more likely to have

higher false positive rates in predicting the recidivism of African-

American offenders 1. Also, AI systems built upon medical and

usage data mainly collected from men could falsely underestimate

the risk of heart attack faced by women, which aggravates gender

inequality in health 2. The AI-assisted retrieval algorithms (e.g.

BERT [12, 22]) behind Web search engines face similar problems as

they could be picking up on biases from data providers, algorithm

designers, and users "in the way a child mimics the bad behavior

of his parents" 3. Given these sociotechnical challenges, a growing

body of computing research strives to measure system-side fairness

andmitigate the risks of biases embedded in algorithms and training

data [56]. These increasing research efforts give rise to a series of

relevant workshops, grants, and emerging communities (e.g. ACM

FAccT 4).

1.1 Biased Systems and Boundedly Rational

Users

While existing research has achieved significant progresses in mea-

suring and mitigating system bias in a broad range of application

scenarios, the impact of human bias that goes beyond traditional ma-

chine learning (ML) pipelines still remains understudied. According

to Kahneman [39], human bias refers to the systematic deviations of

human behavior from the predictions of rational normative models.

In contrast to the assumptions of many simulated user models, peo-

ple are boundedly rational and their decisions are often affected by

a series of biases and mental shortcuts [72]. Thus, when interacting

1https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-
sentencing.
2https://www.forbes.com/sites/carmenniethammer/2020/03/02/ai-bias-could-put-
womens-lives-at-riska-challenge-for-regulators
3https://www.nytimes.com/2019/11/11/technology/artificial-intelligence-bias.html
4https://facctconference.org/.

236



CHIIR ’23, March 19–23, 2023, Austin, TX, USA Liu, J.

with search and recommender systems, a user may be dispropor-

tionately impacted by the retrieved results or recommended items

that trigger the behavioral impact of their existing cognitive biases

and heuristics, causing unexpected unfair outcomes. For example,

users who have certain misleading beliefs regarding vaccines are

more vulnerable to related misinformation presented on search

engine result pages (SERPs), leading to ill-informed, undesired med-

ical decisions. Online shoppers tend to quickly accept immediate

mediocre recommendations after encountering several bad-quality

products recommended by the system (as low reference levels).

Differing from data and algorithmic biases, human biases tend to be

individualized, context-dependent [40, 75], and closely associated

with people’s previous similar experiences (e.g. case-based decision

making [29]). However, both system bias and human bias could

result in unfair decisions and negative societal impacts. How to

identify and mitigate the risks of potential biases from both sides

is a fundamental open challenge to information retrieval (IR) and

recommender systems (RS) communities.

1.2 Two-sided Fairness Perspective

To address the gap above, we re-conceptualize fairness in AI from

a user-centered perspective and propose a two-sided fairness frame-

work that deconstructs the impact of both system bias and human

bias in interactive search, recommendation, and AI-assisted de-

cision making. Aligned with the objectives of CHIIR Perspective

Paper Track, our work seeks to present novel insights and iden-

tify open questions at conceptual, methodological, and evaluation

levels:

• We extend the concept of fairness to cover the effects and

measurements of both human bias and system bias embedded

in data and algorithms, as well as the possible interactions

between them.

• We propose new two-sided evaluation methods that

can examine the performance of search and recommender

systems in addressing and proactively reducing the impacts

of both human and system biases.

• We synthesize empirically tested re-ranking, interven-

tion and nudging techniques that could potentially miti-

gate the risks of one or both types of biases.

Through accomplishing the above goals, this paper makes three-

fold contributions: (i) It integrates the interdisciplinary insights

from IR and recommendation, AI fairness, and cognitive psychol-

ogy and offers a more balanced, psychologically realistic approach

to measuring and evaluating fairness in users’ interactions with

intelligent information systems; (ii) It highlights the available tools

(e.g. recommendation and re-ranking, system intervention, intel-

ligent nudging techniques) for mitigating the risks of system and

human biases in information-intensive tasks; (iii) It proposes novel

evaluation metrics that measure the performance of systems in re-

ducing both system and human biases and could be employed and

tested in a broader scope of search and recommendation scenarios.

In addition, this paper also identifies new fundamental and em-

pirical issues that emerge from the extended fairness concept and

have the potential to inspire substantive discussions and significant

progresses in the field.

2 EXTENDING THE SCOPE OF FAIRNESS

Going beyond the mainstream studies on algorithmic fairness, this

section presents an extended definition of fairness that sets con-

straints on both system bias and human bias in users’ interactions

with systems. Under the extended concept, the fairness of a system

will be evaluated based on not only its performance in reducing

the biases inherited from data and algorithms, but also its ability in

protecting users from the risks and contextual triggers of cognitive and

perceptual biases. Our two-sided fairness framework incorporates

the features of biases from both sides and speaks to new challenges

in understanding and supporting boundedly rational users inter-

acting with potentially biased systems.

2.1 Notions of System Fairness

Search and recommender systems have been employed by a grow-

ing user population as the main channel for information access in

varying tasks, including the ones in sensitive environments, such as

health information seeking [1], hiring and job application [63, 80],

and financial decision making [7]. Thus, the underlying biased

data and unfair algorithm would not only affect information pre-

sentation, but also lead to unfair distributions of economic and

socio-technical resources.

To address this, inspired by classic research on fairness from

psychology and philosophy [e.g. 14, 37], researchers proposed a

series of fairness definitions focusing on varying levels and fac-

tors, and employed them as constraints to mitigate the bias and

discrimination in retrieval and recommendation algorithms. Ac-

cording to [56], the existing fairness definitions can be grouped

into three categories: Individual fairness, group fairness, and sub-

group fairness. Individual Fairness requires that systems should

give similar predictions to individual users and content genera-

tors with similar characteristics, regardless of their differences in

protected sensitive attributes, such as gender, ethnicity, and popu-

larity [13, 23, 45]. Group Fairness concept focuses on the potential

biases against sensitive groups or communities and emphasizes

that all groups should be treated equally [23, 24, 45]. Subgroup Fair-

ness combines the features of both fairness concepts above and

measures whether a fairness constraint holds over a large set of

subgroups [41, 42]. Existing fairness concepts and measures seek

to mitigate and prevent varying types of observable unfairness in re-

trieved contents and recommended items, especially with respect to

certain protected attributes. However, the potential risks of implicit

unfairness generated through the combination of system output

and user biases still remain unclear.

2.2 Human Bias and Bounded Rationality

Differing from (over)simplified simulated agents seekingmaximized

utility, real-life users often operates under the impact of cognitive

and perceptual biases, and attempt to satisfice or achieve good-

enough results, rather than optimize [6, 39, 72]. Human biases and

satisficing strategies, covered under the theoretical umbrella of

bounded rationality, could drive users to unconsciously make bi-

ased judgments regarding retrieved information and recommended

items and unfair decisions in sensitive environments. Current fair-

ness metrics and constraints focusing on the biases in data, retrieval

algorithms, and recommendation mechanisms are widely applied
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in standardized offline experiments and are independent from user

characteristics by design. Thus, extending existing fairness con-

cepts to cover human biases would be essential, especially for the

scenarios where algorithmically fair systems still result in prac-

tically unfair information use and decisions. For instance, users

may click and save search results that are consistent with their

pre-search expectations and opinions of certain cognitive author-

ities, despite the diverse set of topics, perspectives and content

generators included on the SERP (Confirmation Bias [70]). In ad-

dition, diverse recommended items ranked on similar positions

may receive significantly different amounts of actual attention due

to the divergence in users’ remembered experiences with similar

products (Reference Dependence [51]). Given this challenge, it is

critical to enrich the fairness concept with user dimensions and

evaluate the performance of search and recommender systems in

identifying, preventing, and mitigating the negative effect of hu-

man bias. At methodological level, adopting certain intervention

and nudging techniques for cognitive debiasing may not only ad-

dress immediate biased judgments in current interactions, but also

generate sustained impacts on future information searching and

recommendation assessments [52, 53, 87].

2.3 Interaction between Human Bias and

System Bias

Human bias and system bias can interact with each other at dif-

ferent stages of users’ interactions with IR and recommender sys-

tems [6], such as search initiation and query reformulation, brows-

ing and clicking, and evaluation of information items and products.

For instance, Ge et al. [28] studied the interactions between users’

interests as anchoring level and personalized e-commerce recom-

mendations. In particular, based on the interaction logs gathered

from Alibaba Taobao transactions, researchers measured the self-

reinforcement effect on users’ interests caused by the narrowed

exposure of recommended product types. This mutual reinforce-

ment between users’ initial preferences and the customized rec-

ommendations tailored according to in-situ behaviors could lead

to echo chamber effect. In IR evaluation, Scholer et al. [69] inves-

tigated the dynamic thresholds in external assessors’ document

judgments and their associations with the sequence of presenting

documents of varying relevance. The results indicate that initially

encountered high-quality documents may heighten a user’s refer-

ence level of relevance, leading to underestimated relevance levels

in subsequent document judgments. In addition to human-system

interactions, Azzopardi [6] also argues that information searchers

may experience mixed effects of multiple cognitive biases in search

and evaluation.

When interacting with the same set of algorithmically fair re-

sults, different users may have significantly different chances of

making biased judgments due to their differences in pre-interaction

references and expectations, remembered experiences, and in-situ

perceived gains and efforts. Users’ biases and system biases may re-

inforce each other through implicit feedback, learning to rank (LTR),

and personalized recommendation processes. While human biases

are difficult to observe and often act unconsciously, they could

still cause unfair decisions and tangible consequences for people

with different beliefs, knowledge bases, and prior experiences. To

Figure 1: Two-sided bias structure in users’ interactions with

search and recommender systems.

make matter worse, users’ biases are often purposely exploited for

increasing engagements and profits, especially in online shopping,

social media feeds, and marketing promotions [33, 77, 86], leading

to unseen unfairness. Compared to widely discussed protected at-

tributes [cf. 18], factors associated with human biases are usually

hidden in fast judgments and intuitive decisions, and are closely re-

lated to local contexts (e.g. search intention, domain knowledge, cog-

nitive load) and individual characteristics (e.g. short-term memory

span). Thus, understanding and achieving human-centered fairness

would be more empirically challenging but also equally important

to reaching system fairness (especially the AI/Machine Learning

components [e.g. 5, 19]) in an era of information ubiquity.

3 A TWO-SIDED FAIRNESS FRAMEWORK

Built upon above discussions, this section proposes a two-sided

fairness framework that takes into consideration the features, ef-

fects, and measurements of both human bias and system bias. The

extended fairness concept can inspire and inform a more balanced,

user-aware approach to evaluating the fairness of search and rec-

ommender systems.

Figure 1 illustrates the biases from both human and system sides

that may operate at different stages of user interactions. Given that

themainstream fairness research focusing on algorithmic fairness in

AI/ML, our framework presents a balanced approach to addressing

two-sided biases at different stages (i.e. pre-interaction, interaction,

post-interaction), with an emphasis on the impacts of human biases.

Note that our work discusses the major types of human and system

biases, especially the ones that are empirically examined in search

and recommendation contexts [e.g. 6], and is not able to exhaust all

possible biases. A more comprehensive list of human bias is offered

by Benson 5.

3.1 Pre-Interaction Stage

Many of the conditions and triggers of human bias and system bias

are formed long before users’ interactions with systems actually

occur. On the system side, biases in the data employed in training

5Cognitive bias cheat sheet: https://betterhumans.pub/cognitive-bias-cheat-sheet-
55a472476b18.

238



CHIIR ’23, March 19–23, 2023, Austin, TX, USA Liu, J.

ML-based algorithms (e.g. LTR, adaptive recommendation) may re-

sult in biased algorithmic outcomes. The biases in training data may

originate from the biased sampling and curation processes (which

creates non-representative samples), as well as the existing histori-

cal bias and socio-technical problems in reality [74]. Data bias and

unfairness may also occur due to human prejudice and stereotyping

based upon sensitive attributes [56]. In addition, part of the data

bias could result from biased behaviors during interactions across

varying recommendation platforms and search interfaces [61]. For

instance, users may spend more time and clicks on the results and

items that are ranked on the top of SERPs or consistent with their

expectations, which could generate skewed feedback data and rein-

force existing biases in relevance and usefulness estimations [2, 55].

On the human side, Users’ pre-search expectations, interests and

preferences, as well as beliefs and knowledge base are affected by

their remembered prior experiences under similar scenarios (or

"cases" in CBDT [29]) and individual characteristics. For example,

users may choose to avoid certain information sources or vendors

due to previous negative experience under similar scenarios. Also.

users who lack certain domain knowledge may skip unfamiliar or

seemingly ambiguous results on SERPs [60]. These cognitive factors

usually shape the reference levels based on which users evaluate

available options during interactions, such as retrieved results, rec-

ommended queries and products, as well as search continuation or

stopping (Reference Dependence bias [79]). With divergent reference

levels, users interacting with similar result lists tend to perceive

and evaluate information gains and search efforts differently, re-

sulting in distinct search tactics, judgments, and decision-making

strategies [15, 51]. In addition, the pre-interaction factors could

also affect the extent to which a user is vulnerable to the negative

impact of other potential biases during interactions. For instance,

a medical expert may be less likely to be influenced by the vac-

cine misinformation ranked on top positions of SERPs compared to

novice searchers in the field. A computer scientist who is familar

with personalized recommendation algorithms may possess a high

level of algorithm awareness [cf. 34] and could be more sensitive to

biased recommendations from (over)personalized systems. Inves-

tigating pre-interaction factors and associated human biases will

allow researchers to better understand why users with different

backgrounds and prior interaction experiences may have signifi-

cantly different likelihood of achieving optimal utility or desired

outcomes when facing similar sets of information and recommen-

dations.

3.2 Interaction Stage

On the system side, a biased algorithmic decision (e.g. music recom-

mendations that do not provide fair representation of new artists;

global economy search results that mainly focuses on a small set

of developed economies) could happen because of both data biases

inherited through training and built-in biases embedded in algo-

rithms [56]. In existing research on system and algorithmic fairness,

fairness is often broadly defined as the "absence of prejudice or fa-

voritism towards an individual or a group based on their intrinsic or

acquired traits in the context of decision-making" [67]. According

to [35], this general rule of fairness can be written as:

𝑃 (𝑌 = 1|𝑀 = 0, 𝑌 = 𝑦) = 𝑃 (𝑌 = 1|𝑀 = 1, 𝑌 = 𝑦), 𝑦 ∈ {0, 1} (1)

Where 𝑌 represents the predicted results, and 𝑀 as a binary

variable indicates if the data point represents a protected group

member. The goal of this Equalized-Odds fairness constraint is that

the probability of an item in the positive category being correctly

assigned a positive label and the probability of an item from the

negative class being incorrectly put into positive category should

stay the same regardless of the protected membership labels [56, 81].

For instance, with the same level of actual relevance and quality, the

contents and products produced by both popular and new providers

should obtain equalized likelihood of exposure on similar rank

positions. Also, when searching under a controversial topic, users

should have access to fairly distributed information sources with

diverse perspectives.

The Equalized-Odds fairness measure has also been adjusted ac-

cording to specific application scenarios and fairness requirements.

For example, Equalized-Opportunity fairness focuses on the positive

labels and requires that the probability of an item in a positive class

being labeled with a positive outcome should be equal for both

protected and unprotected group members [35]. This constraint

can be written as:

𝑃 (𝑌 = 1|𝑀 = 0, 𝑌 = 1) = 𝑃 (𝑌 = 1|𝑀 = 1, 𝑌 = 1) (2)

Similar rules can also be applied to group and subgroup fairness

research, where equal true positive and false positive rates should

be achieved in ML-based predictions for groups with different pro-

tected attribute labels. Mitigating and restricting behind-the-scenes

algorithmic biases could result in a fairer presentation of infor-

mation and recommendations accessed by users. Apart from the

abstracted biases in predictions, researchers have also explored

potential system biases in interface design and information pre-

sentation [60, 68] that could trigger some users’ misapplication of

mental shortcuts and heuristics [39, 75] and thereby cause obstacles

in inferential thinking and information evaluation.

Differing from data and algorithmic biases for which external la-

beling is relatively straightforward, human biases that emerge from

and operate in interactions are often difficult to measure. While re-

searchers could design diverse experimental conditions as assigned

triggers of cognitive biases in controlled lab settings [39, 85], it is

challenging to measure biases in users’ real-time interactions with

search and recommender systems under ill-defined, complex tasks.

However, it is critical to study human bias and incite discussions

on human-side fairness as some users may end up in implicitly

disadvantaged positions in their interactions with systems due to

their cognitive and perceptual biases being triggered by certain

contextual factors, system outputs, and individual traits.

Figure 2 presents a hypothetical example of search/recommendation

iteration under query or question i to illustrate the interrelated hu-

man biases that operate during interaction sessions. For instance,

when interacting with retrieved products and information items,

users may prefer to examine and click the ones that confirm their

pre-interaction expectations and beliefs or are less likely to chal-

lenge their existing status quo in mind (Confirmation and Status

Quo Bias [66]), which could reduce the probability of cognitive dis-

sonance [4, 47] or knowledge restructuring. In addition, the initially
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Figure 2: Interrelated human biases within interactions.

encountered results and recommended items could be used as ref-

erence or anchoring points in users’ evaluation of following items,

especially in terms of the perceived gains and costs involved in

browsing and examination (Reference Dependence). Thus, when a

user encounters a high-quality item at the beginning of the iter-

ation (e.g. a highly relevant document or five-start product with

good price), the user may form a relatively high reference level or

in-situ expectation in mind. As a result, a slight drop in item qual-

ity or small increases in efforts (e.g. dwell time, number of clicks,

and recommendations examined) may lead to a major decrease of

interaction satisfaction in following browsing and clicking activ-

ities (Loss Aversion Bias and Threshold Priming [51, 69, 79]). Also,

users may choose to avoid the search results that are framed as an

ambiguous or unfamiliar, risky option (Risk Aversion and Framing

Effect [43, 54, 62]). However, when the user starts with a low ref-

erence level or expectation, their perceptions and evaluations of

subsequent items may change completely despite that the nature

of the items stay the same.

Decoy Effect refers to the scenarios where people change their

preference between two existing options when presented with a

third option (i.e. the decoy) that is asymmetrically dominated [78,

88]. In IR and Crowdsourcing labeling, Eickhoff [25] examined the

impact of decoy document on users’ thresholds and strategies in

standard relevance judgments. For instance, in a convenient store,

a customer may find it difficult to decide between an apple and a

banana for afternoon snack. However, when a rotten apple (the

decoy) is placed next to the existing apple, the customer may find

the apple to be a more favorable option as there is a perceived gain

compared to the decoy reference. As Figure 2 shows, it may be

difficult to predict a user’s preference between document K and

document K+1 as they are associated with two different subtopics,

𝑇𝐾 and 𝑇𝐾+1, respectively. However, when a symmetrically dom-

inated document 𝐷𝑑𝑒𝑐𝑜𝑦 is presented and the topic is similar to

𝑇𝐾+1, it is likely that the user will give a higher score to the target

document K+1. In IR, a user may compare the target and decoy

results over multiple dimensions, such as relevance, usefulness,

perceived credibility, and readability. The essence of decoy effect is

that a person’s preference between two or more options could be

altered completely by adding a decoy option, without changing the

nature of existing options. Similar impacts of decoy has also been

empirically confirmed in online recommendation and e-Commerce

settings [e.g. 71, 86].

Differing from the human biases introduced above, Rank Position

bias [83] is easier to observe on the surface of interactions and

has been discussed in a wide range of IR (particularly unbiased

LTR [3]) and RS experiments [20, 32]. The knowledge regarding

rank position bias has been widely applied in simulating user mod-

els underlying offline evaluation metrics, where users’ attention

and likelihood of clicking and examination are often assumed to be

decreasing by rank in SERP and recommendation evaluations [e.g.

17, 58]. However, the actual effect of rank position bias may be

moderated by the form and modality of search results and rec-

ommendations. For instance, researchers found that compared to

organic search results, vertical results and recommendations (e.g.

News, images) may appear to be more visually salient and reduce

the impact of rank positions on the probability of examination and

clicking [82].

As it is discussed above, human biases could be triggered by a

series of pre-interaction factors and within-interaction factors (e.g.

rank position, decoy items, initially encountered items, distance

and similarity between results). Once triggered, human biases could

lead to significant deviations of users’ behaviors and judgments

from optimal or desired results. Consequently, unfair decisions and

outcomes may occur between users who are more vulnerable to

certain biases and contextual triggers and the ones who are not.

By extending existing fairness concepts, our two-sided fairness

framework seek to highlight, characterize, and assess this human-

side unfairness in search and recommender systems.

3.3 Post-Interaction Stage

At the post-interaction stage, the mixed effect of system biases and

human biases may result in biased information evaluation and use,

unfair decisions and undesired outcomes. On the system side, a bi-

ased algorithmic decision could come from a black-box re-ranking

or recommendation model where the training data (generated at

pre- and within-interaction stages) and learning algorithms could

not be modified or scrutinized. On the human side, in addition to

the within-interaction biases, users may subject to the influence of

other whole-session cognitive biases when making decisions based

on remembered experiences. For instance, when evaluating and

comparing the performances of multiple queries and systems, users

are heavily influenced by the peak point and end or most-recent

point of experience during the sessions being evaluated and are

not sensitive to the actual time duration of the interaction (Peak-

End Rule and Duration Neglect [36, 51, 64]). These memory-related

biases may lead to significant divergence between users’ retrospec-

tive satisfaction-based judgments and the assessment from system

designers and lead to unfair evaluations of systems and interaction

experiences from whole-session contexts.

3.4 Two-Sided Fairness Goals

The system-side fairness goal can be adapted from current fairness

objectives in AI/ML fairness, as it is indicated in sub-section 3.2.

Despite the difference in specific measures, the common underlying

goal is to achieve equal true positive and false positive prediction

rates for both protected and unprotected group members identified

with pre-defined protected attributes. The prediction results are
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usually associated with critical decisions and societal impacts, such

as healthcare, hiring, and house mortgage approval [48, 56].

Regarding human-side fairness, we can adopt similar approach

and write it as:

𝑃 (𝑌 = 𝑌 ∗ |𝑀 = 0, 𝐴 = 𝑎) = 𝑃 (𝑌 = 𝑌 ∗ |𝑀 = 1, 𝐴 = 𝑎) (3)

Where 𝑌 ∗ represents the desired or accessible optimal outcome for

an individual or group, A represents the set of attributes and contex-

tual features that are not associated with human biases.𝑀 indicates

if the user belongs to the protected group that is more vulnerable

to certain cognitive and perceptual biases. 𝑌 represents the actual

outcome or utility of information use and decision-making. The

human-side fairness goal is that users with similar intentions of in-

teracting with search and recommender systems and backgrounds

should have similar chance of obtaining desired outcomes from the

interaction, regardless of their actual vulnerability to the human

biases that could be triggered. The group membership variable M

can be written as:

𝑀 = 𝑀ℎ𝑏1 , 𝑀ℎ𝑏2 , 𝑀ℎ𝑏3 ...𝑀ℎ𝑏𝑚 (4)

𝑃 (𝑀ℎ𝑏1 = 1) = 𝑓
ℎ𝑏1
𝑀

(𝐼𝑖 , 𝐸𝑖 ,𝑇𝑠 ) (5)

Where 𝑀ℎ𝑏𝑚 represents a user’s estimated vulnerability to a

potential human bias ℎ𝑏𝑚 . Without loss of generality, here we as-

sume that every 𝑀ℎ𝑏 is a binary variable. The probability that a

user is vulnerable to ℎ𝑏1 is determined by the function, 𝑓
ℎ𝑏1
𝑀

, of

three variables: individual characteristics of the user 𝑖 (𝐼𝑖 ), prior

experiences, expectations and beliefs 𝐸𝑖 , and the triggers from sys-

tem outputs𝑇𝑠 . As it is explained in previous sub-sections, different

human biases may involve diverse mechanisms and probabilities of

being triggered [39] and thus should be represented with separate

functions. In addition, researchers and system designers should also

explore the interplay of varying biases at different stages and inves-

tigate if addressing certain human biases would mitigate or increase

the risk of encountering other biases in query reformulation, judg-

ment of results and recommendations, as well as post-interaction

decision-making.

3.5 Two-Sided Fairness in Human-Centered

System Evaluation

Based on the goals defined above, researchers can evaluate the

performance of search and recommender systems in fulfilling as-

sociated fairness constraints [e.g. 27, 81, 84]. Regarding system

fairness, the predictions and output (e.g. ranked results, customized

recommendations) of systems can be evaluated according to the

measures specified in sub-section 3.2. For instance, when making

algorithmic decisions on music recommendations, it is critical to

assess if the probabilities and rank positions of recommending rele-

vant musics are equal across artists from varying backgrounds [57].

In addition to this active approach, the system fairness constraint

may also be achieved through Unawareness: an algorithm can be

considered fair if no protected attribute is explicitly adopted in

making decisions [31].

On the human side, the evaluation needs to be built upon a series

of preparation work. Specifically, one have to complete following

tasks before assessing human-centered fairness:

• T1: Predicting desired outcomes or estimating optimal out-

comes based on the nature of tasks and problems that moti-

vate users to engage with systems.

• T2: Estimating the real-time risk of cognitive and perceptual

biases for individuals and groups based on the knowledge of

user characteristics and features of system outputs.

• T3: Learning bias-aware user models to characterize users’

information evaluation, use, and decision-making patterns

under the impact of biases.

Among the above tasks, T1 will offer ground truth labels for eval-

uating the fairness in the probability of obtaining desired or optimal

outcomes. In well-structured tasks with clearly-defined goals, the

labels could also be extracted from users’ annotations of their task

goals. T2 will generate the protected attribute labels and classify

individuals into multiple categories among which human-centered

fairness needs to be achieved. Accomplishing T2 and developing

bias-aware interventions will enhance equal access to quality infor-

mation and facilitate unbiased judgments of encountered informa-

tion, and thereby contribute to the completion of T1. Models built

under T3 will allow us to predict potential biased judgments and de-

cisions based on the estimated risks of biases, individual traits, and

in-situ contextual triggers. With these models, researchers could

proactively identify biased behaviors before problematic decisions

actually occur. Under these human-centered fairness constraints,

when evaluating SERPs and ranked list of recommended items, we

should not only measure the explicit biases associated with pro-

tected sensitive attributes, but also estimate the risk of them in

triggering varying types of human biases introduced in Figure 2.

Depending on the specific systems a user interacts with and the

nature of motivating tasks, the weights of human-side fairness

and system-side fairness could be tailored to varying evaluation

preferences.

3.6 Two-sided Fair Ranking, Intervention and

Intelligent Nudging

In previous IR, ML, and Human-Computer Interaction (HCI) studies,

a series of re-ranking, intervention and nudging techniques have

been developed for system bias mitigation and cognitive debiasing,

which could help enhance two-sided fairness. On the system and

algorithmic side, most bias mitigation methods are developed in

ML pipeline and can be grouped into three categories or stages: Pre-

processing, in-processing, and post-processing [56]. Pre-processing

category covers the techniques used in reducing and removing

bias and discrimination in datasets employed for training ranking

and recommendation algorithms [10]. For instance, researchers can

apply preferential sampling methods to address discrimination in

search and recommendation logs and ensure fair representation of

samples from diverse communities and populations before training

rankers. In-processing group includes the techniques for modifying

learning algorithms and removing biases during interaction and

model training processes [11]. For instance, IR researchers can ad-

just LTR algorithms (e.g. with counterfactual methods) and mitigate

the possible biases and noise learned from historical data and user

behaviors during search sessions (e.g. rank position bias) [3, 38].
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Figure 3: Enhancing Two-Sided Fairness.

Post-processing methods are applied after training and allow sys-

tems to reassign labels created by potentially biased black-box

models [21].

On human-centered fairness side, a series of intelligent interven-

tion and nudging techniques have been proposed and empirically

tested in search, recommendation, and a diverse set of HCI sce-

narios. For instance, systems could transform digital information

and add visual aids on interfaces to reduce the perceived ambiguity

and increase saliency of certain information [16, 73]. Also, effective

nudging and debiasing could be achieved through changing the de-

cision structure, such as altering the starting and anchoring options,

proactively adjust the ranking structure that could lead to negative

decoy effects, and re-arranging evaluation sequences to prevent

potential priming effects and reference dependence bias [16, 69, 76].

In addition, researchers could leverage the power of cognitive au-

thority and query priming techniques in designing in-situ inter-

ventions and nudging users toward more effective search terms

and paths [52, 87]. Apart from individual-level factors, researchers

have also explored the effect of social factors on users’ attitudes

and behaviors (e.g. friends and colleagues know about the deci-

sion) [59]. Adding and changing social consequences has been

demonstrated as an effective technique in promoting green lifestyle

and health diet [30, 46], and may also be leveraged in encouraging

critical thinking, active reflection on possible biased judgments

on recommendations, and the acceptance of diverse opinions and

perspectives. Due to the diverse nature of human biases, the spe-

cific intervention and nudging methods need to be customized and

adjusted in real-time according to involved user characteristics and

the in-situ estimated risks of individual biases. Also, the possible

interactions and mutual-reinforcements between multiple biases

need to be considered in designing a set of nudging techniques.

Based on the discussions above, Figure 3 summarizes the tasks

associated with enhancing two-sided fairness. Similar to the three-

stage structure of data and algorithmic debiasing, human-side fair-

ness can also be achieved and enhanced at multiple stages. Specifi-

cally, systems could proactively estimate the potential risks of biases

based on the knowledge about users learned from previous interac-

tion data and the structure of current SERP and recommendation

list. With the estimated risk levels, systems can decide the specific

actions (e.g. re-ranking, adaptive intervention, digital nudging) to

take in following interactions. In addition, when biased behaviors

and judgments occur, systems can adjust the ranking algorithms

and recommendation strategies accordingly, correct the biased re-

sults, and remove contextual triggers that could cause other biases

for the user. Once the interaction is completed, the system may still

provide post-interaction interventions (e.g. summarize and present

possible biases extracted from whole-session interactions and im-

plicit feedback) in order to at least partially address human bias in

decision-making (e.g. making personal health decision, choosing

recommended products to purchase, deciding which applicant to

interview or hire).

4 PRACTICAL APPLICATIONS AND

POTENTIAL CHALLENGES

When interacting with information systems and making decisions

under uncertainty, users should be protected from the bias and

discrimination that emerge from both system biases associated

with sensitive attributes, but also the negative impact of human

biases triggered by both individual traits and contextual factors.

Our two-sided fairness framework could be applied in a broad range

of search and recommendation interaction scenarios.

4.1 Practical Applications

The two-sided fairness concept offers a new perspective for evalu-

ating users’ interactions with systems of varying modalities. For

instance, when evaluating the fairness of Conversational Search

and Recommendation systems, apart from the observable biases in

system responses, researchers should also investigate the signals of

cognitive biases in utterances and interactions. In addition, systems

can predict and clarify potential biases (e.g. misleading beliefs and

unrealistic expectations regarding certain products) with users by

promoting recommended questions, asking clarifying questions,

and analyzing users’ reactions. Once a potential bias is identified,

the system could push certain reminders or alerts to the user before

an unfair decision is made. Similarly, in traditional recommenda-

tion scenarios, systems can proactively analyze the item list to

be recommended and estimate the risk of cognitive biases being

triggered by an individual item (e.g. reference dependence, confir-

mation and status quo bias) or combination of biases (e.g. loss and

risk aversion, decoy effect). With the information about both the

user and built-in recommendation algorithms, systems can develop

and adaptively adjust the models that predict users’ vulnerability

to different types of biases and provided personalized solutions.

For instance, a system could apply a reinforcement learning (RL)

based approach that can offer iteratively optimized ranking and

recommendations based on identified bias states, which could be

represented as varying estimated risks of biases at the moment.

Similarly, the two-sided fairness approach could also be em-

ployed in measuring and mitigating algorithmic and human biases

in social media platforms. For instance, systems should include the

affordance and components that allow them to proactively identify

the triggered cognitive biases that may increase a user’s chance

of receiving and accepting certain health misinformation. Predict-

ing and identifying biased behavior and judgments may need to

involve two models: 1) a global model that captures and dismantles

the structure of recommendations triggering biases in information

evaluation (e.g. identifying and removing potential decoy results

that could trigger the acceptance of low-quality or irrelevant infor-

mation); 2) a personalized model that covers individual character-

istics for assessing the risk of human bias (e.g. extracting in-situ

reference points and expectations from past similar experiences
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and on-going interactions and estimate perceived gains and costs

from interactions).

Apart from system-initiated intervention and intelligent nudg-

ing, addressing two-sided biases, particularly human biases, could

also be achieved through enhancing users’ algorithmic literacy and

awareness [8, 44, 65]. For instance, librarians as the traditional

information gatekeepers can design and implement education pro-

grams and tools for community members who are not familiar with

search and recommendation algorithms or are vulnerable to the

bias and discrimination emerging from both system and human

biases. Library and Information Science (LIS) professionals may

provide proactive support for users engaging in complex, black-box

recommender systems and help them understand the decisions of

algorithms and the impacts of their own real-time behaviors and

feedback on the scope and focus of recommendations. In addition,

incorporating the two-sided fairness framework and practices into

Information Search Education could improve users’ awareness of

their potential biases when interacting with the results from search

and recommender systems and facilitate effective, fair decision-

making.

4.2 Potential Challenges

While the two-sided fairness framework can extend the scope of

promoting fairness in IR, RS and beyond, applying the approach

also involves additional challenges that need to be studied and

addressed. Many of the potential challenges are associated with the

preparation tasks to be completed for estimating human biases (see

Section 3.5).

Specifically, regarding T1, the prediction results will serve as

the ground truth label for measuring the fairness of equal probabil-

ity in achieving desired or optimal outcomes. This is challenging

mainly for three reasons: 1) predicting desired outcomes requires

the knowledge about user intentions and the nature of motivating

task, both of which are difficult to obtain in real-time interactions

according to existing relevant research [49]; 2) In some scenarios

where the motivating tasks are complex and ill-defined, users them-

selves may not have a clear goal or desired outcome, leading to

difficulty for evaluating fairness from human side; 3) In contrast to

the pre-defined protected attributes and fairness goals in algorith-

mic side, users’ intentions and desired outcomes may change over

time, which calls for an adaptive, context-dependent approach to

assessing fairness. Apart from the technical difficulties, predicting

desired outcomes and estimating the risks of biases (i.e. T2) would

require the information about users’ background and prior expe-

riences under similar problems, which may lead to ethical issues

and privacy concerns. To address this challenge, system designers

have to 1) protect and restrict the usage of interaction history data

and human bias data in model training and fairness evaluation, and

2) enable users to be aware of and have control over the collec-

tion, usage, and processing of the data regarding their potential

cognitive and perceptual biases. In addition, certain restrictions

and regulations should be implemented for better managing the

data reuse and replication experiments in human-centered fairness

evaluation.

With respect to T3, learning accurate, useful bias-aware user

models may require data regarding user behaviors both within and

outside interactive information systems (e.g. users’ offline purchase

decisions in supermarkets under the effect of changing reference

prices and decoy options; users’ existing understanding and pref-

erences on a foreign policy topic after reading a political science

textbook). In addition to the challenges in data collection, users

themselves may have difficulty in labeling their own biased behav-

iors in naturalistic settings as most of the cognitive biases operate

unconsciously in information evaluation and decision-making sce-

narios, causing obstacles for training and testing bias-aware user

models. Also, since the fairness of decisions may also be affected

by the factors outside search and recommendations (e.g. users’ ex-

isting biases and beliefs, available support from domain experts,

time constraints), changing ranking algorithms, recommendation

mechanisms, and interface presentations only may not guarantee a

successful transition of information fairness to the tangible fairness

in task performances and decision-making.

5 NEW QUESTIONS AND DIRECTIONS

Under the two-sided fairness framework, we propose a series of new

questions and directions for encouraging discussions on related

problems and inspiring future research on user-centered fairness

evaluation.

5.1 Understanding Biases from Different

Sources

As the basis for measuring and promoting fairness, researchers

need to investigate biases from varying sources and characterize

the implicit interactions among them. We can start with addressing

following research questions (RQs):

• RQ1: How are different user biases triggered by their previ-

ous experiences, system outputs, and individual character-

istics in users’ interactions with search and recommender

systems?

• RQ2: How do user biases interact with system biases at dif-

ferent phases of interactions, such as query reformulation,

browsing and examination of search results and recommen-

dations, clicking and evaluation?

• RQ3: To what extent does the distribution of user biases

vary across different tasks and systems?

Addressing the first three RQs would require researchers to con-

duct extensive user studies and carefully examine the connections

of individual biases to users, tasks, and systems. Particularly, it is

critical to differentiate individual biases from in-situ natural pref-

erences and enhance users’ awarenss of potential risks without

intervening their tasks. This could be challenging especially when

different types of biases are correlated with each other, generat-

ing a mixed effect on judgments of information items and post-

interaction decision-making. Knowledge learned under these RQs

will offer an empirical basis for estimating the risks of biases in

real-time interactions.

5.2 Evaluating Two-Sided Fairness

On human-sided fairness evaluation, our work defines the fairness

goal without specifying individual fairness measures. Determining

the specific measures would require answers to at least two RQs:
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• RQ4: How do different user biases lead to biased judgments

and unfair decisions?

• RQ5: How can we evaluate system fairness in addressing

the negative impact of human biases under different desired

outcomes and intentions of varying types?

Differing from algorithmic debiasing where the goal can be quan-

tified beforehand once the protected attributes are defined, different

human biases may be coupled with varying types of behaviors and

desired outcomes, which require customized fairness measures and

constraints on system training and evaluation. Therefore, RQ4 and

RQ5 highlight the connections of human fairness measures to user

behaviors, decisions and goals of interactions, aiming to clarify the

role of human biases in interaction processes. Findings under the

two RQs may result in a bias-aware user model that characterizes

user search behavior and decision-making patterns under varying

biases, and separate fairness metrics for evaluation under varying

intentions and desired outcomes.

5.3 Enhancing Two-Sided Fairness

Moving towards enhancing two-sided fairness, researchers need to

examine the usefulness and appropriateness of the available tools

at hand. Aligned with the discussions presented in Section 4.1, we

propose following two RQs as a starting point for this direction of

research:

• RQ6: How can we enhance two-sided fairness and address

varying types of biases using re-ranking, intervention, and

intelligent nudging techniques?

• RQ7: How can we we enhance two-sided fairness and ad-

dress varying types of biases through improving users’ algo-

rithmic literacy and awareness of human and system biases?

Differing from previously asked causal-inference questions (e.g.

RQ1, RQ4), RQ6 and RQ7 are closely related to application-oriented

practical questions and may yield highly contextual-dependent

answers in field studies. For instance, the effectiveness of specific

interventions, nudging techniques, and algorithmic literacy ed-

ucation programs may vary significantly across different types

of systems and populations from varying background. Therefore,

studying these two RQs may also involve fairness issue - the unique

traits, needs, and challenges of different community members and

groups should be fully considered and equally represented when

testing intervention tools and education programs. Also, in practical

application, researchers and system designers should balance the

autonomy of users and the role of recommendations, and evaluate

a broad range of approaches to enhancing two-sided fairness with

users (e.g. from in-situ reminders of possible biased judgments and

suggestions of search tactics to proactive re-ranking and recom-

mendations based on estimated risks).

5.4 Ethical Challenges and Data Reusability

Similar to other user-centered evaluation studies, research on two-

sided fairnesswill involve the sensitive, expensive, and time-consuming

process of collecting labels and signals regarding user features (in

this case, human-side biases and fairness). As a result, researchers

need to face a set of ethical and practical challenges. The exploration

on this problem space may start with two RQs:

• RQ8: How can we measure and promote two-sided fairness

and also protect users’ private information regarding indi-

vidual biases and previous experiences?

• RQ9: How can we effectively reuse the data regarding two-

sided biases and fairness and amortizing the true cost of user

experiments?

RQ8 could be address by adding additional privacy protection

constraints on model training and system outputs, and design pun-

ishments (e.g. significantly reducing the evaluation score) when the

risk of bias data leakage is captured. Regarding RQ9, researchers

need to develop a standard framework for guiding data curation and

sharing and assessing the reusability of behavior and annotation

datasets collected from individual user studies [26, 50]. Effective

data reuse would allow researchers to develop and meta-evaluate

the effectiveness of two-sided fairness measures across varying

dtasets, systems, and populations.

5.5 From User to People Interacting with

Information

Apart from the specific RQs and new directions presented above,

our long-term vision is to studying users as people interacting with

information, rather than as agents operating in systems discon-

nected from specific tasks and socio-technical contexts. The main

idea behind this vision is that we cannot expect people to leave

their specific contexts for interacting with search and recommender

systems and act as "users" in the way we assumed [9]. Instead, peo-

ple’s interactions with information systems should be characterized

and evaluated in contexts.

Aligned with this idea, our two-sided fairness framework goes

beyond traditional system fairness measures that sets clear bound-

aries between algorithms and users, and investigate the concept of

human-centered fairness that reconnect users and their biases with

factors from their contexts and problematic situations. In this sense,

studying and implementing the two-sided fairness evaluation will

not only expand the scope of research on fairness in IR, RS and

Human-AI interaction in general, but also contribute to the general

efforts on bringing users interacting with information and systems

back to their contexts in human-centered computing research.

6 CONCLUSION

As artificial intelligence (AI) assisted search and recommender sys-

tems have become ubiquitous in workplaces and everyday lives,

understanding and accounting for fairness has gained increasing

attention in the design and evaluation of such systems. While there

is a growing body of computing research on measuring system

fairness and biases associated with data and algorithms, the im-

pact of human biases that go beyond traditional machine learning

(ML) pipelines still remain understudied. To address this challenge,

our study extends the concept of fairness to cover the effects and

measurements of both human bias and system bias embedded in

data and algorithms, as well as the possible interactions between

them. Also, we propose new two-sided evaluation goals and meth-

ods that can examine the performance of search and recommender

systems in addressing and proactively reducing the impacts of both

human and system biases. In addition, our paper synthesizes rele-

vant re-ranking, intervention and nudging techniques that could
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potentially mitigate the risks of one or both types of biases, and

identifies technical and ethical challenges as well as new directions

for future fairness-oriented evaluation research in IR and RS.

We hope that the new insights, perspectives and questions we

presented on the two-sided fairness problem can incite fruitful

discussions in CHIIR community and also encourage information

researchers and scientists to further push the boundaries of fairness

evaluation research from a human-centered perspective.
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