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ABSTRACT

There is substantial evidence from behavioral economics and deci-

sion sciences demonstrating that in the context of decision-making

under uncertainty, the carriers of value behind actions are gains and

losses defined relative to a reference point (e.g. pre-action expecta-

tions), rather than the absolute final outcomes. Also, the capability

of early predicting session-level search decisions and user expe-

rience is essential for developing reactive and proactive search

recommendations. To address these research gaps, our study aims

to 1) develop reference dependence features based on a series of sim-

ulated user expectations or reference points in first query segments

of sessions, and 2) examine the extent to which we can enhance the

performance of early predicting session behavior and user satisfac-

tion by constructing and employing reference dependence features.

Based on the experimental results on three datasets of varying

types, we found that incorporating reference dependent features

developed in first query segments into prediction models achieves

better performance than using baseline cost-benefit features only in

early predicting three key session metrics (user satisfaction score,

session clicks, and session dwell time). Also, when running sim-

ulations by varying the search time expectation and rate of user

satisfaction decay, the results demonstrate that users tended to ex-

pect to complete their search within a minute and showed a rapid

rate of satisfaction decay in a logarithmic fashion once surpassing

the estimated expectation points. By factoring in a user’s search

time expectation and measuring their behavioral response once the

expectation is not met, we can further improve the performance of

early prediction models and enhance our understanding of users’

behavioral patterns.
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1 INTRODUCTION

Understanding how users behave and evaluate their experience

in search sessions is a central topic for interactive information

retrieval (IR) research. A large body of IR research have devel-

oped and tested a series of process-oriented behavioral metrics and

outcome-oriented offline metrics, aiming to predict users’ search

decisions and levels of satisfaction and evaluate the performance

of interactive search systems [5, 19]. There is substantial evidence

from behavioral economics and decision sciences demonstrating

that in the context of decision-making under uncertainty, the car-

riers of value behind actions are gains and losses defined relative

to a reference point (e.g. pre-action expectations), rather than the

absolute final outcomes [8, 25]. Although this Reference Depen-

dence Effect has been tested and confirmed by a series of behavioral

experiments [25], it has been largely ignored by most formal IR

models built upon oversimplified assumptions on user rational-

ity [23]. This mismatch between ideal assumptions and bounded

rationality causes difficulties for understanding and predicting hu-

man behavior and post-interaction experience in many domains

and scenarios [24], including prolonged search sessions [15].

In addition to advancing science in understanding users, it is also

critical to leverage the knowledge about users in providing adaptive

and ideally proactive supports for users at early stages of search

sessions [3, 11, 18, 22]. [21] found that users’ search behaviors in

first query of a session can achieve the same level of accuracy in

search task prediction as using whole session search data. This

finding suggests the possibility of early predicting different aspects

of search interactions and providing proactive supports and inter-

ventions for struggling users. Leveraging the insights from user

behaviors associated with the first query will allow us to go beyond

traditional whole session approach [13, 14, 16] and connects user

modeling with intelligent search recommendation development.

To address the above research gaps in IR user modeling and

improving the practical value of prediction models, our study em-

ploys three datasets of varying types (see Table 1) which jointly

provide 1,840 search sessions, simulates a variety of empirically

confirmed reference points based on dwell time and click features,

and develops reference dependence features to support session be-

havior and user satisfaction prediction. To support early prediction

(as a preparation for proactive search recommendation), this study

extracts search behavior and reference dependence features only

from the first query of each search session. These first query mea-

sures and estimated reference dependent values are used to develop



early prediction models and to estimate users’ search decisions (e.g.

session dwell time, total page clicks) and levels of satisfaction.

Our study makes threefold contributions: 1) it demonstrates that

employing reference dependence features can improve the perfor-

mance of predicting session-level behaviors and user satisfaction;

2) it indicates that the reference dependence models built upon

simulated reference points can partially overcome cold-start prob-

lems (i.e. not knowing users’ actual pre-search expectation in terms

of search gain and efforts) and facilitate early prediction of Web

search interactions; 3) the early prediction models and the associ-

ated reference dependence features pave the path towards adaptive

and proactive search recommendations, especially for struggling

searchers under complex, intellectually challenging tasks.

2 RESEARCH QUESTIONS

To achieve the goals introduced above and develop a reference

dependence approach to enhancing early search prediction, this

study addresses two research questions:

• RQ1: To what extent can we improve the performance of

early predicting session behavior and user satisfaction with

reference dependence features?

• RQ2: To what extent can we further improve the predictive

power of reference dependence models with varying types

of dwell time expectation and rate of satisfaction decay?

To answer RQ1, we compared basic reference dependence model

with the baseline cost-benefit model developed based on traditional

outcome based features in predicting whole session behavior and

satisfaction. RQ2 incorporated more advanced parameters char-

acterizing different aspects of user expectations to the reference

dependence model, aiming to better leverage the knowledge about

reference dependence in understanding search interactions.

3 METHODOLOGY

In this analysis, we will be using three datasets: TREC session

track 2013 (https://trec.nist.gov/data/session2013.html), TREC ses-

sion track 2014 (https://trec.nist.gov/data/session2014.html), and

KDD19 [17]. In the associated user studies where the three search

datasets were collected, participants were asked to search for rele-

vant information in order to complete assigned search tasks. The

participants would perform several search queries sequentially until

they had gathered enough information to satisfy their assigned task

therefore completing a search session. During the searches, users’

search interaction signals and document features (e.g. title, snippet,

relevance) were collected for facilitating evaluation experiments. In

the KDD19 study, participants were also asked to give usefulness

feedback on each clicked document and overall satisfaction rat-

ing for every individual query segment as well as each completed

whole session. Participants were asked to record their answers with

a 5-point scale, ranging from unsatisfied to very satisfied. The TREC

session 13 dataset and TREC session 14 dataset consist of 133 and

1257 search sessions respectively. The KDD19 study resulted in 450

unique search sessions generated under 9 predefined search tasks.

The descriptive statistics about the employed information retrieval

datasets are presented in Table 1.

Table 1: Dataset characteristics

Datasets Sessions Queries Tasks

TREC Session 2013 133 401 69

TREC Session 2014 1257 3276 60

KDD19 [20] 450 1548 9

Table 2: Cost Benefit metrics

Data set CB Metric Formula

TREC 2013 Relevant Doc Pct. Total Relevant Docs/Total Docs
TREC 2013 Relevant Clicks Pct Total Relevant Clicks/Total Clicks

TREC 2013 Relevant Doc Click Avg.
(Relevant Doc Pct + Relevant Click Pct)/ (Total Docs +

Total Clicks)

TREC 2014 Relevant Doc Pct. Total Relevant Docs/Total Docs
TREC 2014 Relevant Clicks Pct Total Relevant Clicks/Total Clicks

TREC 2014 Relevant Doc Click Avg.
(Relevant Doc Pct + Relevant Click Pct)/ (Total Docs +

Total Clicks)

KDD Relevant Satisfaction Avg. Query Satisfaction Score * Avg. Query Relevance
KDD Relevant Clicks Avg Query Clicks * Avg Query Relevance
KDD Relevant Satisfaction Clicks Relevant Satisfaction * Relevant Clicks

Note: Metrics were computed on a per query basis for the first query. Avg. Relevance is the avg.
relevance score of the documents retrieved and Total docs is the total number of documents

retrieved per query.

3.1 Baselines: Cost Benefit Models

To facilitate early prediction of session behavior and satisfaction

levels, we extracted a series of widely employed search interaction

signals for further analysis, such as query length, clicking, and rel-

evance levels of clicked documents. These basic features were used

as raw features for developing baseline and reference dependent

models. Note that we limit the predictor features to the first query

of sessions in order to measure the feasibility, performance and

generalizability of early prediction across varying datasets.

To evaluate our reference-based approach and models, we de-

veloped three cost-benefit (CB) measures as the baseline measures

based on relevance labels, user satisfaction scores, and document

clicking activities. Following traditional approaches, these CB mea-

sures covers both the search efforts or costs and the benefits aspects

of searching and were built based on final outcomes and did not

incorporate reference dependent features. Based on the actual rele-

vant features available in each dataset, we developed a variety of

CB metrics (presented in Table 2) that gave us a combination of the

relevance and another key search metric across the data sets based

on availability and were of a similar fashion as those used in prior

research performed [17].

3.2 Reference Dependence Models

To answer the RQs, we simulated and evaluated five reference mod-

els in early predicting session behavior and satisfaction. Four of the

reference models are time based where we assumed a user starts

with a simulated satisfaction score of 10 and incorporates a specific

time expectation the user expects to complete their session. As

the search session exceeds the user’s expectation, the satisfaction

score begins to drop at a simulated rate. For example, assuming a

user expects to complete their query in 60 seconds and becomes

dissatisfied at a rate of 15 seconds. As the user’s query time meets

their expectation, 60 seconds in this case, their satisfaction score of

10 decrements by 1 based at the simulated rate of dissatisfaction

of 15 seconds. This score decrements by 1 every 15 seconds until

a score of zero is reached. We tested both a linear and logarithmic

rate of decay to simulate different satisfaction decay patterns that



users may have when interacting with search systems. The linear

rate of dissatisfaction would simulate a user becoming increasingly

dissatisfied at a constant rate while the logarithmic model would

model a user having a sharp decline in satisfaction once their ex-

pectation is exceeded and slowly leveling off. These time based

reference dependent models were also generated off the user’s total

dwell time on result pages using the linear and logarithmic decays

for a total of four time based models.

Apart from general model fitting purposes, we employ the log-

arithmic model as it also echoes another user trait confirmed by

behavioral research on reference dependence: people are more sen-

sitive to the variations near their reference points and become less

sensitive when the changes in perceived gains or efforts are far

away from their reference points [2, 26, 27].

Our last reference dependence model was a similar metric where

the users started at a neutral satisfaction score of zero and if they

clicked on a document deemed relevant the score would increase by

1 and if it was a non-relevant document the score would decrease

by 1. The final score was the summation on the clicks.

By incorporating these reference dependence features into the

modeling, our analysis can take into consideration varying expec-

tations and effort-based perceptual biases that user may have when

engaging in the search session. Lastly, to better represent individual

level differences in reference points, a sensitivity value was ran-

domly generated from a normal distribution for each search session

and multiplied by the CB and reference dependent features. This is

because users may have varying levels of sensitivity and may have

a higher tolerance for longer search sessions under complex tasks.

3.3 Analysis

For this analysis, we employed five mainstream prediction algo-

rithms (Linear, Random Forest, Gradient Boosting, Support Vector

Regression, and LASSO Regression) and implemented four evalua-

tion metrics (𝑅2, MAE, MSE, RMSE) to help us judge performance

across the three datasets. The datasets were split into 90/10 training

and testing sets for training the reference and baseline models.

For RQ1, we ran the models with the three CB metrics as shown

in Table 2 to generate a baseline on our evaluation metrics. Af-

terwards, we added the baseline features but added one of the

reference dependence feature to test if we see an increase in the 𝑅2

score and a subsequent decrease in the error metrics. For the query

and dwell time reference base models, the starting search time ex-

pectation was set at 0 seconds as well as a rate of dissatisfaction

of 15 seconds as a baseline. This was performed across only one

set of time parameters to provide an initial understanding if we

could see performance improvement by implementing a reference

dependent feature and the parameters will be expanded in RQ2.

This was performed for each target variable with all five models

performance being recorded on all data sets where the data was

available to determine if we see consistency. In addition, we also

tested the Pearson correlation for the cost benefit metrics and the

reference dependence features on each target variable.

For RQ2, we enriched our analysis by simulating various starting

time expectations and rates of dissatisfaction or satisfaction decay to

determine what mix of parameters returned the best results. Three

features from the datasets, the cost benefit metric with the highest

Table 3: RQ1: CB and CB + Ref comparison

Data set Target CB vs Best Model
Best
Model

𝑅
2 MAE MSE RMSE

TREC 2013 Session Time CB SVR 0 4.74 37.58 6.13
Session Time CB + Query Lin Ref Lasso 0.15 4.34 31.91 5.65

TREC 2013 Session Clicks CB Lasso 0 0.59 0.59 0.77
Session Clicks CB + Dwell Time Lin Ref Lasso 0.04 0.56 0.56 0.75

TREC 2013 Session Dwell Time CB Lasso 0 4.95 38.77 6.23
Session Dwell Time CB + Dwell Time Lin Ref SVR 0.15 4.63 29.04 5.39

TREC 2014 Session Time CB Linear 0 2.35 17.04 4.13
Session Time CB + Query Lin Ref GB 0.27 2.22 12.52 3.53

TREC 2014 Session Clicks CB GB 0.17 0.62 0.49 0.7
Session Clicks CB + Click Ref Score GB 0.46 0.49 0.32 0.57

TREC 2014 Session Dwell Time CB Linear 0.06 1.71 7.45 2.73
Session Dwell Time CB + Dwell Time Log Ref RF 0.43 0.94 4.55 2.13

KDD Session Time CB Linear 0.22 70.46 8227.62 90.71
Session Time CB + Query Log Ref RF 0.44 58.78 5848.64 76.48

KDD Session Clicks CB Linear 0.33 0.56 0.47 0.69
Session Clicks CB + Query Log Ref Linear 0.34 0.56 0.47 0.68

KDD Session SAT Score CB RF 0.25 0.72 0.66 0.82
Session SAT Score CB + Query Log Ref RF 0.25 0.69 0.67 0.82

Note: SAT: satisfaction.

correlation to the target variable, and the reference dependent

model was used for prediction of each target variable. Three of

the previous models (Linear Regression, Gradient Boosting, and

Random Forest) were run as they tended to perform the best under

RQ1 in evaluation metrics. The simulation was run across each

target variable using the linear and logarithmic model. For the

starting search time expectation, we tested 0, 30, 60, and 90 seconds

and tested rates of dissatisfaction at 15, 30, and 45 seconds.

4 RESULTS

For RQ1, Table 3 below shows the performance of cost benefit

baseline evaluation metric and that of the best performing reference

dependent model joined with the cost benefit metrics. This gives us

a sense of the performance improvement by adding in a reference

dependent feature compared with the traditional model.

Results show that in nearly every target variable and dataset,

we saw an improvement in the 𝑅2 score and a reduction in error

metrics from the reference dependence model compared to the

baseline models. We also found that the logarithmic model tended

to be the better performing model over the linear model. This may

be because the logarithmic model better captured the variation in

users’ sensitivity to the changes in costs and benefits relative to

the reference points. In addition, we also evaluated the Pearson

correlation with the target variables. Table 4 shows the correla-

tion results and how we tended to see higher correlations to the

target variables with our reference dependent features when com-

pared to the cost benefit metrics. This result indicates that users’

whole session behavior (e.g. total dwell time and clicks) and satis-

faction level are highly associated with the reference dependent

values in early search stages (i.e. first query segment), and that

it is feasible and promising to conduct early prediction with the

psychology-informed simulated reference points in multi-round

search interactions. Note that in most cases, the reference depen-

dent value in first query segments were negatively associated with

whole session behavioral measures (e.g. session dwell time, total

clicks), indicating that when a user spend more search efforts than

expected in the first query segment, it may discourage them from

actively interacting with search systems in the session.

Regarding RQ2, Table 5 shows the best parameters (i.e. simulated

starting time expectation and rate of satisfaction decay) for our



Table 4: RQ1: Pearson correlation

Target Metric TREC
2013

TREC
2014

KDD

Session Time Baseline CB -0.142 -0.001 0.034
Session Time Lin Ref -0.296 -0.381 -0.357
Session Time Log Ref -0.226 -0.34 -0.519
Session Time Dwell Time Lin Ref -0.37 -0.103
Session Time Dwell Time Log Ref -0.095 -0.021
Session Time Clicks Ref Score -0.106 -0.01

Session Clicks Baseline CB 0.019 0.097 0.369
Session Clicks Lin Ref -0.138 -0.02 -0.109
Session Clicks Log Ref -0.127 -0.076 -0.298
Session Clicks Dwell Time Lin Ref -0.332 -0.374 -0.208
Session Clicks Dwell Time Log Ref -0.278 -0.59
Session Clicks Clicks Ref Score -0.098 -0.09

Session Time Baseline CB 0 0.077
Session Time Lin Ref -0.298 -0.252
Session Time Log Ref -0.254 -0.278
Session Time Dwell Time Lin Ref -0.528 -0.405
Session Time Dwell Time Log Ref -0.29 -0.376
Session Time Clicks Ref Score -0.096 -0.09

Session SAT Score Baseline CB -0.033
Session SAT Score Lin Ref 0.117
Session SAT Score Log Ref 0.247
Session SAT Score Dwell Time Lin Ref
Session SAT Score Dwell Time Log Ref
Session SAT Score Clicks Ref Score

Note: p < 0.05 is indicated by the boldfaced underlined numbers. SAT: satisfaction.

Table 5: RQ2: Reference parameter simulation

Data set Target Ref. Model
Starting

Expectation
(s)

Rate of
Decay
(s)

Prediction
Algorithm

TREC 2013 Session Time Logarithmic 60 30 Linear Regression
TREC 2013 Session Clicks Logarithmic 90 15 Linear Regression
TREC 2013 Session Dwell Time Logarithmic 90 15 Linear Regression

TREC 2014 Session Time Logarithmic 60 30 Random Forest
TREC 2014 Session Clicks Linear 0 45 Gradient Boosting
TREC 2014 Session Dwell Time Linear 0 15 Random Forest

KDD Session Time Logarithmic 30 15 Gradient Boosting
KDD Session Clicks Logarithmic 30 15 Random Forest
KDD Session Score Logarithmic 60 15 Random Forest

session time and query dwell time reference based features. We

observed best performance in session time prediction when we

assume that the user expected to complete their session within 30-

60 seconds with a dissatisfaction rate of 30 seconds. In most cases

across the target variables this held true, showing the user often

expected to find their results rather quickly. The best performing

reference model whether being the linear or logarithmic model was

also listed. The logarithmic model was overwhelmingly the better

performing model across the target variables, indicating that the

user tended to have a rather steep decline in satisfaction once their

expectation is exceeded rather than a linear constant decline. This

also suggests that once a user exceeds their expectation over time

their dissatisfaction did not drop dramatically or in a strictly linear

manner. For example, If the user exceeds their expectation by a

minute their dissatisfaction is not that dissimilar from a minute

and a half. These results echo the findings on reference dependence

from behavioral economics experiments [9, 26] and demonstrate

the value of incorporating a reference dependence approach.

5 DISCUSSION AND CONCLUSION

Users’ search interaction and evaluation are affected by not only

algorithmic biases [6], but also cognitive and perceptual biases [1].

This study seeks to leverage the insights about reference depen-

dence bias from behavioral experiments in enhancing early pre-

diction of session behavior and user satisfaction. To achieve this,

we simulated reference based behavioral models where users had

a search time expectation and a rate of satisfaction decay as their

search efforts exceeded their expectations in two different rates.

RQ1. In our first research question, we looked at whether by

taking traditional cost-benefit metrics as a baseline and adding in a

reference based feature with those traditional cost benefit features

increased our predictive results. In nearly every data set and target

variable, we observed significant improvements in our evaluation

metrics when incorporating a reference based feature. This provides

additional support that we can increase the predictive power of

behavioral models by employing reference dependent approach

and incorporating users’ expectations when performing a search

session and therefore increasing ability for early prediction. This

aligns with prior research incorporating different reference points

into whole session experience prediction [15].

RQ2. In our second research question, we examined the expected

search time reference based feature and ran a simulation varying

the parameters to help us find which parameter set achieved the

highest results across our evaluation metrics. We varied this across

both a linear and logarithmic reference dependent model simulating

different behaviors the user may experience when engaging in a

search session. We found that the parameters with the highest

performance was when the user expected to find a result in 30 to

60 seconds and tended to use a much quicker rate of dissatisfaction

( 15-30 seconds). The logarithmic model performed better in nearly

every case providing evidence that the user became dissatisfied very

quickly after exceeding their search time expectation and leveled off

rather than a constant rate of dissatisfaction. The results echo the

finding [10, 17] that incorporating user expectations can increase

our early predictive capabilities as well as help us understand that

users expect to complete their searches quickly and become rapidly

dissatisfied once their expectation is exceeded.

This papeer represents an initial attempt and novel approach to

incorporating the insights from reference dependence theory in

addressing user modeling and IR evaluation problems. For future

research, other parameters representing different user expectations

and cognitive biases could be trialed as well as other adaptive mod-

els. This research has limitations as the reference dependent models

were chosen based on time signals and further research could ex-

plore expanding these models based on other factors and features,

such as knowledge states, cognitive loads, and other relevant neuro-

physiological measures [7, 29]. Also, task source (i.e. authentic task

vs. simulated task) and search environment (e.g. controlled lab, natu-

ralistic setting) may affect the way in which users’ reference points

and expectations affect their search decision-making [4, 12, 28].

With more empirical evidences on the role and impact of reference

dependence effects in searching, researchers will be able to build

computationally solid and behaviorally realistic user models for

developing and evaluating user-oriented intelligent search systems.
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