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ABSTRACT

Genomic data have been used for trait association and disease risk
prediction for a long time. In recent years, many such prediction
models are built using machine learning (ML) algorithms. As of
today, human genomic data and other biomedical data suffer from
sampling biases in terms of people’s ethnicity, as most of the data
come from people of European ancestry. Smaller sample sizes for
other population groups can cause suboptimal results in ML-based
prediction models for those populations. Suboptimal predictions
in precision medicine for some particular group can cause serious
consequences limiting the model’s applicability in real-world prob-
lems. As data collection for those populations is time-consuming
and costly, we suggest deep learning-based models for in-silico
data enhancement. Existing Generative Adversarial Network (GAN)
models for genomic data like Population scale Genomic conditional-
GAN (PG-cGAN) can generate realistic genomic data while trained
on fairly unbiased data but fails while trained on biased data and
encounters severe mode collapse. Our proposed model, Offspring
GAN, can resolve the mode collapse issue even when trained in
strongly biased genomic datasets. Our results demonstrate the abil-
ity of Offspring GAN to generate realistic and diverse label-aware
data, which can augment limited real data to alleviate biases and
disparities in genomic data. We also propose a privacy-preserving
protocol using Offspring GAN to protect the privacy of genomic
data.
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1 INTRODUCTION

Recent availability of large-scale genomic, epigenomic, transcrip-
tomic, proteomic, and clinical data have opened up an opportunity
for building robust predictive models toward genomic medicine
utilizing those abundant datasets. Within this scope, researchers
have developed various models to predict disease risks and clinical
outcomes built upon analyzing and integrating such rich data. The
complexity of this prediction problem arises due to the underlying
complex interactome agglomerated in a hierarchical organization
from the molecular level to the organ system level, which gives rise
to a disease phenotype. Due to the non-linear interactions between
each component, the reductionist approach for predicting disease
phenotype fails in system-level applications. Machine learning (ML)
algorithms such as deep learning algorithms effectively capture the
effects of all linear and non-linear interactions for all components
and are thus of great interest in predictive modeling.

Deep learning models are readily used in genomics and biomedi-
cal informatics to predict disease sub-type [13], disease susceptibil-
ity or treatment outcome for complex diseases such as cancer or
autism spectrum disorder [50], and predicting other phenotypes
using genomic[19], transcriptomic, clinical and imaging[40] data.
Despite recent advances, deep learning models, similar to other
ML models, are vulnerable to data biases. Training a deep learn-
ing model with a biased dataset results in sub-optimal prediction
accuracy.

As of today, most biomedical data in publicly available data sets
are sampled from people of European ancestry, and the sample size
of other populations (e.g. Africans, Asians), is considerably low
[14]. As these data sets are heavily biased towards Caucasians, deep
learning models may lead to non-optimal or even wrong predictions
for non-Caucasians. In precision medicine, this can cause serious
undesired consequences for people of those ethnicities which have
lesser representation in the training dataset when building a pre-
dictive model. For instance, researchers have used ML algorithms
to identify six Single Nucleotide Polymorphisms (SNPs) as crucial
contributors to Parkinson’s disease[17]. As the individuals in their
datasets were predominantly of European descent, they identified
the limitation of their model being relevant for only one ethnic
group[17]. Similarly, a lack of genomic data for particular ethnici-
ties might affect the performance of genotype imputation, causing
sub-optimal results for those specific ethnicities.However, it is a
time-consuming and costly process to collect more diverse genomic
data (and sometimes it may become infeasible due to various con-
straints). To overcome data inequality, transfer learning has been
proposed [14].

In this study, we tackle this data disparity problem using a Gener-
ative Adversarial Network (GAN) to produce realistic synthetic data
for minority groups, which can later be augmented with the real
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data to increase sample size and mitigate biases in the dataset. GANs
have become a successful method for image and video generation
in the field of computer vision [23]. Augmenting GAN synthetic
medical images improves Convolutional Neural Network (CNN)
based classification task for predicting skin cancer [39].

With regard to augmenting or synthesizing genomic data, mul-
tiple studies have reported different approaches with distinct re-
search objectives. In one study, researchers used both GANs and
Restricted Boltzmann Machine (RBM) for synthetic haplotype data
generation and experienced overfitting with the RBM model and
underfitting with the GAN model [48]. Another group developed pg-
gan which combines the isolation-with-migration model to recover
some evolutionary parameters to produce labeled haplotypes[45].
Additionally, a Population scale Genomics conditional Generative
Adversarial Networks (PG-cGAN) [9] was developed to generate
realistic synthetic genotype data from real data to increase the sam-
ple size. Nonetheless, PG-cGAN was trained on unbiased Single
Nucleotide Polymorphism (SNP) data of Human Leukocyte Antigen
(HLA) region from the 1000 genome project. Although PG-cGAN
fails to prove that it would work with heavily biased datasets and
generated datasets would not reinforce existing data biases, it pro-
vided a proof of concept for translating GAN into the realm of
genomic data augmentation.

An ideal GAN would have high data fidelity and variation. How-
ever, it is observed in real life that most GANSs fail to achieve both
at same time. Sometimes the generated data distribution fails to
synthesize daUniversity of Géttingenta with variation with respect
to any certain feature present in real data. Such scenarios are called
mode collapse[18, 38]. The n— dimensional histogram of synthetic
data misses one or more modes than the real data distribution,
hence the name mode collapse. In GAN literature, particularly in
computer vision, we have recently witnessed the development of
various new methods to mitigate the problem of mode collapse
while taking care of data quality. Those methods (summarized in
Table 1) utilize a variety of strategies including the regularization
of discriminators [4, 30], changing loss functions [4, 29, 29], adding
an autoencoder[5, 6, 34], replacing the discriminator with a classi-
fier [33] or using more than two players[7, 12, 24, 47] in the GAN
model.

Biased training data sets can intensify the mode collapse issue.
Hence we have developed a 4-player GAN with a hinge loss to tackle
this issue. Besides using one generator and one discriminator, two
Mendelian hybridizers are added to the architecture. We call the
input of a Mendelian hybridizer the genotype of parental generation
(P1) and output to be the genotype of offspring generation (F).
Hence the name Offspring GAN.

The first Mendelian hybridizer is applied to increase the sample
size for the populations with lower representation. The generator
of a trained Offspring GAN is capable of data generation, which
is passed to the second Mendelian hybridizer, and it can produce
offspring generation of synthetic data with a lower computational
cost than the generator.
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Strategy GANs
Regularizing | W-GAN[4, 42] (Weight constrains),
discriminator | SNGAN([30] (Spectral normalization)
Semi Supervised GAN[33]
Adding R3 ¢GAN [25]
classifier Triple GAN[24],
Enhanced Triple GAN[47]
Changing loss W-GAN[4] (Wiloss)
function MHGANT[20] (Hinge loss)
Bures GAN[29] (Bures metric)
Adding BEGAN([5], CS-BEGAN[6],
autoencoder BEGANvV3[34]
Triangle GAN[12],
Including >2 Triple GAN[24],
players Enhanced Triple GAN[47],
Microbatch GAN[31], SGAN[7]

Table 1: Existing strategies used in recent GAN architectures
to mitigate mode collapse while preserving high data fidelity.

2 METHODS

2.1 Data

We evaluated our proposed Offspring GAN and PPO-GAN against a
previously published PG-cGAN model to generate realistic data for
Human Leukocyte Antigen (HLA) genotypes within a 3 Mbp stretch
at chromosome 6p21.31. extracted from the 1000 Genome Project
[1]. Studies have correlated some of those polymorphisms with vari-
ous disease phenotypes like non-small cell lung cancer (NSCLC)[21],
multiple sclerosis[46], Parkinson’s disease [35], Takayasu arteritis[46];
prevalence and susceptibility of various infectious diseases[36] like
leprosy [3]. HLA region is also strongly correlated with autoim-
mune diseases like type 1 diabetes melitus[37]. In the HLA dataset,
there are 504 East Asian (EAS),504 American (AMR), 503 European
(EUR), 504 African (AFR), and 489 South Asian (SAS) samples. Since
the whole data set is fairly unbiased across continental populations,
we trained our model with subsampled biased data and compared
generated data with the whole unbiased data to check the model’s
applicability in the real world where larger unbiased data is not
available.

We subsampled East Asian (EAS), African (AFR), and South
Asian (SAS) genotypes to 20% of each from this fairly unbiased HLA
dataset while keeping all samples of American (AMR) and European
(EUR) populations to create a biased HLA dataset (illustrated in Fig.
1) which would imitate existing data bias in the most biomedical
dataset. Unlike PG-cGAN[9] we used this biased data set to train
Offspring GAN, PPO-GAN, and PG-cGAN. In the final subsampled
biased real data, sample from EAS, AFR, and SAS comprise only
around 7.6% each. This final data is one hot encoded for being used
in the training process.

2.2 Model Architecture

In this study, we develop a novel population-scale genomic augmen-
tation method for biased genomic data, named as Offspring GAN.
Offspring GAN uses four main components, two novel Mendelian
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Figure 1: Data preprocessing for creating biased HLA data:
Pictorial representation of subsampling scheme for creating biased
real HLA dataset from the whole real dataset. For the training
purpose of all GAN models, we will use the biased data only, but
during evaluation, we will compare synthetic data with the whole
unbiased dataset.

hybridizers, a traditional generator G : (R?, R¢) — R* , and a tradi-
tional discriminator D : (R* e{Xg, Xs}) — [0, 1] from cGAN. Here,
z, ¢, x are the dimensions of noise vector, condition parameter and
real data respectively. Xp is set of real data and X is set of synthetic
data from the generator. In our case, the discriminator is modified
to D : (R* e{Xgr, Xs}) — [0,1], where Xg is the output of first
Mendelian hybridizer. We used only the samples’ ethnicity as the
conditional parameter c. One can use necessary disease phenotypes
(e.g. subtypes) along with ethnicity as the conditional parameter
according to the desired downstream prediction tasks.

Given a set of real genotypes, Mendelian hybridizers produce a
subset of possible genotypes for offspring generation for each pop-
ulation group by block-wise in-group (same ethnicity) reshuffling
of the dataset. First, the Mendelian hybridizer is used for only the
populations with smaller sample sizes. Generated F; generation
genotype augmented with real data is fed into the discriminator
as real data Xg'. During training the discriminator (D) tries to dis-
tinguish synthetic data X from real data Xg/, while the generator
(G) tries to fool the discriminator by generating realistic data. The
second Mendelian hybridizer generates F; generation genotypes of
synthetic data generated by a trained generator (illustrated in Fig.
2). The second Mendelian hybridizer increases the robustness of
our model by producing some data points which might have been
missed by the generator due to mode collapse.

Along with that, we propose a privacy-preserving version of
the Offspring GAN, namely Privacy-Preserving Offspring GAN
(PPO-GAN). In PPO-GAN the first Mendelian hybridizer does not
augment real data with the F; generation genotypes. Instead, for
populations with lower data, only F; generation genotypes are used
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for training. Individual labs can share only the F; genotype with
a central server where the rest of the model can be trained; and
hence this strategy would protect the privacy of their real data.
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Figure 2: Architecture of Offspring GAN: Pictorial represen-
tation of the architecture of Offspring GAN. Real data is passed
through the Mendelian hybridizer, and it generates genotypes off-
spring generation, which is passed to the discriminator as real data.
On the other hand, the generator takes an input of a conditional
label (which determines the ethnicity) and a noise vector and gener-
ates a synthetic genotype for the respective ethnicity. After training
generator is capable of label-aware realistic data generation, which
is passed to a second Mendelian hybridizer, and it produces F; gen-
eration genotype of synthetic data with a lower computational cost
than the generator itself.

For the generator, we started with an input of a Gaussian noise of
dimension 100 and a population label as the conditional parameter.
We used one dense layer and two blocks of batch normalization,
Leaky ReLU, 1- D convolution, 1-D Upsampling layers, and an-
other block of batch normalization, Leaky ReLU, 1— D convolution.
Discriminator contains two blocks of Leaky ReLU, 1- D convo-
lution, and drop out and another block of Leaky ReLU, and drop
out followed by a dense layer. Our rationale behind using dropout
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layers ( with a dropout rate of 0.3) is to regularize the discrimi-
nator. Better regularization of the discriminator is shown to be
helpful in mitigating mode collapse[4, 30, 42]. It is also shown that
weight capping for the discriminator (which is heavily exploited in
W-GAN) helps regularise the discriminator. This stops the discrimi-
nator from over-performing the generator, saving it from the mode
collapse[18, 22]. Till very recently, it is the W; loss function as an
approximation of earth mover’s distance (EMD) which was thought
to be the reason behind the success of W-GAN in generating high-
quality data without mode collapse. A latest study proved it is
the weight constrain used in discriminator which helps to achieve
good data quality and variation and not the wq loss[42]. Hence for
further regularization of the discriminator, we used weight con-
straints in the discriminator, although we used Hinge loss, unlike
PG-cGANI9].

2.2.1 Mendelian hybridizer. Mendelian hybridizer takes an integer
as a scaling factor and samples from one certain class label, here
either of population EAS, AMR, EUR, AFR, or SAS as inputs. It
partitions the samples along the feature axis in small blocks, then
randomly reshuffled and joined back. Mendel’s law of independent
assortment (the Second law of inheritance) allows us to perform
this task. To maximize the ability of the Mendelian hybridizer, one
should use smaller blocks, but very small blocks might cause disrupt
the linkage blocks and correlation between SNPs. As the biggest
block of highly correlated SNP was of 895 SNPs, we decided to
take boundaries of length 1000 SNP, so the highly correlated SNPs
stay in one same block.For n input samples with f scaling factor
Mendelian hybridizer yields total f X n samples. The Mendelian
hybridizers yield the output of F; genotypes augmented with P;
genotypes (illustrated in Fig. 3).

Although offspring genotype samples differ from parental geno-
type samples, for a large number of samples, F; samples follow
the same probability distribution of P;’s distribution. Utilizing this
fact, we also propose a privacy-oriented protocol for Offspring
GAN namely PPO-GAN (Privacy-Preserving Offspring-GAN). As
the goal of GAN is to learn the underlying probability distribu-
tion, it’s enough to train the GAN on F; samples. Researchers can
share their F; generation samples of real data to a central server
instead of sharing the real data directly, preserving the privacy of
their genomic data; on the central server, those F; genotype data
can be augmented with other data and trained in Offspring GAN
to generate synthetic data. As the Mendelian hybridizer does not
require learning parameters during training, PPO-GAN provides
a new privacy-preserving solution to providing GAN models on
genomic data.

In federated learning, the private data never leaves the user’s
device; instead, intermediate results from training on that private
data, such as gradients, are shared with the server. Nevertheless,
this makes federated learning models vulnerable to Deep Leakage
from Gradient (DLG) attacks, where one of the users can recon-
struct the private data of others by using gradient matching with
the shared gradients[26, 52]. Besides the gradient matching mech-
anism, others have suggested solving model inversion problems
from shared parameter gradients, and their inverting gradients
model is capable of reconstructing separate private data of the user

Das2022

from average gradient over bigger batch sizes in real life deep non-
smooth architectures[15]. These studies prove the vulnerability
of the gradient sharing method used in various distributed learn-
ing systems. As PPO-GAN does not require gradient sharing, it
is safe from DLG[52], improved DLG (iDLG) [49] and inverting
gradients[15] attacks. Not using real genotypes directly and using
offspring genotypes of real data opens a new path towards privacy
protection in genomics data for deep learning.

First F1 generator output for Offspring GAN
A

[ 1
EAS AMR EUR AFR SAS

First F1 generator output for PPO GAN

|
EAS AMR EUR AFR

[ SAS

Figure 3: Difference in First Mendelian hybridizer generated
output for Offspring-GAN and PPO-GAN: Pictorial representa-
tion of first Mendelian hybridizer generated output for Offspring
GAN and PPO-GAN. Blocks with lighter colour represents F; geno-
type, darker colour blocks represents P; genotypes. For both of
the models, Mendelian hybridizer is only applied for EAS,AFR, and
SAS samples to balance the sample size with AMR and EUR pop-
ulation size. In PPO-GAN real data (i.e. P; generation data) is not
augmented. Unlike the second Mendelian hybridizer, the first one
does not affect AMR and EUR samples for our experiments.

2.2.2  Activation Function. : As discussed earlier we used Leaky
relu as the activation function. Instead of setting all negative values
to 0 like ReLU, Leaky relu [27] multiplies them by a coefficient « in
between [(0,1)]. For @ = 0, Leaky Relu turns into a normal ReLU,
and for a = 1, Leaky ReLU turns into a linear function. Equation
for Leaky relu is given as:

R = wDTy w@Tx >0
axwDTx else, where ais the a hyper-parameter

1)

2.2.3  Loss function and optimizer. : Unlike PG-cGAN, we used a
hinge loss instead of the Wasserstein loss function. For a given
predicted label § (e.g. discriminator’s output of real vs fake) and a
real label y (e.g. real or fake data); the hinge loss is calculated as
follows:

Lhinge(ya §) =max((1 -9 xy),0) )
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We used Adam optimizer for training our model.

2.3 Benchmark against PG-cGAN

We compared our models with PG-cGAN using biased genomic
data. For training the PG-cGAN[9] we used exactly the same code
given in their GitHub repository [8]. Their model includes one
generator and discriminator with Wasserstein’s loss function and
RMSprop as the optimizer. For fair comparison, we trained both
PG-cGAN and our models for the same number of epochs with the
same biased dataset.

2.4 Study Design

After creating strongly biased data subsampled from the HLA data,
we used these biased datasets to train Offspring GAN, Privacy-
Preserving Offspring GAN (PPO-GAN), and PG-cGAN. This implies
that none of the models ever gets to see around 80% of East Asian
(EAS), African (AFR), and South Asian (SAS) samples. After gener-
ating synthetic data from all 3 GANs, we compare those synthetic
data with the whole unbiased HLA data to evaluate the capability
of each model to handle data biases. For comparison, we used the
evaluation metrics discussed in the next section.

2.5 Evaluation

While developing a data evaluation metric for GANs, our evaluation
metric should indicate both

1) Data Fidelity : the quality of each sample generated. We want
the generated data to look realistic; and

2) Data Diversity : the distribution of generated data should cap-
ture the diversity of the real data. We want the generated data set
to have all possible realistic data[22].

Some of the most widely accepted metrics to evaluate the syn-
thetic data generated in computer vision are Inception score[18]
and Maurie Fréchet distance or Fréchet inception distance (FID)[18]
for multiple desired features. For both of them, a pre-trained classi-
fier is needed to classify the generated data to check if it looks like
real data. In computer vision, we have lots of commonly used pre-
trained image classification models such as VGG[41] and ResNET
[16] trained on large datasets like ImageNet[11]; however, that is
not available in the realm of genomic data. To address the inco-
herence among the desired features which can not be captured
by FID or IS, another metric was developed termed as HYPE [51],
which uses human perception to classify images instead of using
pre-trained model classification. As our psychophysics can not dis-
tinguish heat-map plots of genomic data, HYPE can not be applied
in our case either. Rather, we use the following metrics to compare
the similarity of the real and synthetic datasets.

2.5.1  Comparison of underlying Gaussian components . The goal of
any GAN is to learn the underlying data distribution of real data. To
compare the underlying data distribution of real and synthetic data,
we fit a Gaussian Mixture Model (GMM) with two components
(illustrated in Fig. 4). Our rationale for fitting two components
is the existence of 2 major clusters in real data, one of AFR and
another of EUR, EAS, SAS, while the data points of AMR are spread
across both clusters.
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In a hypothetical scenario of a perfect GAN, the GMM analysis
should yield two underlying components in synthetic data distri-
bution with the same means and weights as that of real data for
each SNP. Weights of a Gaussian component correspond to the
probability of a randomly sampled data point being explained by
that Gaussian distribution.

—— Real multimodal data distribution
Gaussian components of Real Data
Gaussian components of Synthetic Data

Component 2
Component 2 of Real and
Synthetic data

Component 1
of Real and i
Synthetic data -

Number of samples.
Number of samples.

Component 1

-

Values Values

Figure 4: Pictorial representation of Comparison of Gauss-
ian components in ith dimension: At first, a Gaussian Mixture
Model is used to find the underlying Gaussian components of 7160-
dimensional data distribution and calculate means (for each dimen-
sion) and weights of those components or real data and synthetic
data. Later, for both of the component differences between means
in real and synthetic data distribution for each SNP was used to
calculate total EMD.

As the Earth Mover’s distance (EMD) corresponds to the total
amount of shifting required for getting a data distribution from
another, it is a perfect metric to calculate how far our synthetic data
distribution is from that of real data. For each Gaussian components,
we calculated the SNP-wise normalized EMD, the average normal-
ized EMD and the total root mean square error (RMSE) between
the real data distribution and the synthetic data distribution.

2.5.2  Minor allele frequency. In classic genomics literature, Mi-
nor Allele Frequency (MAF) has been a key metric to describe
underlying population structure[2]. Allele frequency of different
loci describes the underlying population structure caused by var-
ious evolutionary factors like reproductive isolation[2], selection
pressure[32, 43], migration or gene flow[2, 43] and genetic drift.
MAF for a population at a single SNP locus is simply a calculated
frequency of the minor allele at the locus. We compare the MAFs
of real and Offspring GAN generated synthetic data for all loci and
plot the MAF distribution. In an ideal scenario, a GAN should be
able to preserve the MAF distribution of the real data confirming a
similar population structure.

2.5.3  Pearson correlation matrix. We plot the Pearson correlation
matrix to compare underlying correlations between any two SNPs
for both real and synthetic data. Correlation patterns of SNPs reveal
underlying biological relationships between them in a large popu-
lation. In an ideal scenario, the GAN-generated data distribution
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should reproduce similar inter-SNP correlation yielding the same
correlation patterns.

2.5.4  Principal component analysis . Principal component analysis
(PCA) is a common dimension reduction tool for stratification and
visualization of high-dimensional data. PCA uses linear feature
combination, where the high dimensional data set is transformed
into this new feature space called principal components. These
principal components explain the most variation among samples.
The first principal component explains the most variation and then
the second, and so on. We visualize the data in the first three prin-
cipal components for real and synthetic data from both offspring
GAN and PG-cGAN . We also plotted PCA plots for synthetic data
combined with real data in a single plot to visualize the overlap
between synthetic and real data.

Although we train all our models with sub-sampled biased data,
we compare our synthetic data with whole unbiased real data to
check if the bias in training data is reinforced in the generated
sample.

3 RESULTS AND DISCUSSIONS

3.1 Comparison of underlying Gaussian
components

GMM model reveals the underlying two distinct 7160-dimensional
Gaussian components. Synthetic Data generated by Offspring GAN
and the privacy-preserving version of it (PPO-GAN) yields com-
ponents with a very similar mean (averaged over all SNPs) and
weights to that of real data. Comparison of mean and weights for
real and synthetic data (summarized in Table 2) shows the ability
of offspring GAN and PPO-GAN to capture the underlying real data
distribution without being exposed to the whole unbiased dataset
during training. On the other hand, PG-cGAN fails to handle biased
data.

Model Comp 1 | Comp1 | Comp 2 | Comp 2

name mean | weight | mean | weight
Real Data 0.999 0.29 0.897 0.71
Offspring GAN 0.988 0.29 0.878 0.71
PPO-GAN 0.980 0.28 0.875 0.73
PG-cGAN 0.741 0.19 0.628 0.80

Table 2: The Gaussian component average mean and weight
comparison. Gaussian components with closer means are com-
pared for real data and synthetic data from different GANs. Both in
terms of average mean and weight of the component of Offspring
GAN and PPO-GAN outperform PG-cGAN.

From the calculation of normalized Earth movers distance (EMD)
(summarized in Table 3) and root mean square error(RMSE) (sum-
marized in Table 4) in means of Gaussian components, we can see
the same trend. Small normalized EMD and RMSE for offspring
GAN suggest all SNP-wise means for both the component of gener-
ated data is close to that of real data. We also see that PPO-GAN
reproduces results very close to Offspring GAN without sacrificing
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the privacy of real data for populations with lower representation
in the biased dataset.

Model Comp 1 Comp 2
name Norm. EMD | Norm EMD
Offspring GAN 0.064 0.042
PPO-GAN 0.065 0.043
PG-cGAN 0.095 0.093

Table 3: Comparison of normalized EMD from Real Data
distribution. Average normalized EMD was calculated from the
Gaussian components of real data to that of synthetic data for all 3
GAN models. The lower EMD is the better the model we have.

Model Comp 1 | Comp 2
name RMSE RMSE
Offspring GAN || 0.00099 | 0.00064
PPO-GAN 0.00100 | 0.00065
PG-cGAN 0.00135 | 0.00131

Table 4: Comparison of RMSE (root mean square error) from
Real Data distribution. RMSE between Gaussian component of
real and synthetic data was calculated for all 3 GAN models. The
lower RMSE is the better the model we have.

3.2 Minor allele frequency

From the SNP loci-wise comparison of minor allele frequency (MAF)
and MAF distribution plot, we can see synthetic data of offspring
GAN reproduces the MAFs fairly well and encapture the MAF
distribution nicely. Most of the data points in the scatter plot of
MAF comparison of real and synthetic data fall into a tight range
of x = y line (see Fig. 5) ; this implies that for a given SNP, the
MAF value of synthetic data is closer to that of the real data. Both
real and synthetic dataset has a higher number of SNPs, where the
alternate variant is rare (low MAF). Similar MAF in synthetic data
suggests the ability of Offspring GAN to preserve the underlying
population structure of real data.

3.3 Pearson correlation matrix

Heat map of Pearson correlation matrix reveals the inability of PG-
cGAN to encapture underlying relationship between each SNPs,
while Offspring GAN and PPO-GAN successfully encapture most of
the large correlation patterns of real data(see Fig,. 6). The large block
of high correlation around the middle is seen from 3182* h to 4082th
biallelic SNP locus, offspring GAN, and PPO GAN encapture this
large block while PG-cGAN does not. If we see along the secondary
diagonal of the matrix, we can see even offspring GAN and PPO
GAN fail to reproduce a few of the small blocks as well. The ability
of our model to reproduce most of the correlation patterns suggests
that synthetic data has similar inter-SNP relationships as real data,
and the application of the Mendelian hybridizer did not perturb the
inter-SNP correlations.
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3.4 Principal component analysis

We compared PCA plots of real and synthetic data generated by all
3 GANs. We also plotted PCA plots of real and synthetic combined
data for visualization of the overlap between real and synthetic data
for all 3 models. The HTML files for interactive visualization of the
same plots are made available in our GitHub repository [10]. From
the PCA plot of the real data, it’s clear that European, East Asian,
and South Asian samples form a large cluster and samples from the
African population form another distinct cluster, while data points
of the American population are spread across both the clusters. This
same pattern is also preserved in the synthetic data of Offspring
GAN as well as of PPO-GAN(see Fig. 7). Clustering of African
Samples in a separate group can be explained by the “Out of Africa"
dispersal models [28] and the spread of samples of the American
population across both the cluster might be a result of its past mi-
gration of a diverse people into America. Offspring GAN preserves
relative position and a good spread of data for all of the populations,
but for the East Asian population, there is some heterogeneity in
the spread of the population, which might be caused by a difference
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in mode weights in n— dimensional histogram of feature space.
However, Offspring GAN and PPO-GAN’s PCA plots show that
both have similar relative positions and spread of the cluster, while
PG-cGAN fails to reproduce either of those two characteristics in
its PCA plots.

4 CONCLUSION

In summary, we have developed a new model called Offspring
GAN that is capable of generating realistic data while trained on
biased data. Offspring GAN accomplishes this by using a hinge loss
and including two Mendelian hybridizers in the model to increase
its robustness to biased data in terms of producing higher data
fidelity and resolving mode collapse issue. Moreover, Offspring
GAN utilizes weight constraints to the discriminator that help with
regularizing the discriminator to achieve robustness in the model.
Our experiments on the 1000 Genomes Project genotype data shows
the capability of offspring GAN for data augmentation in a heavily
biased dataset. Novel techniques employed in the Offspring GAN
can be applied to deal with biased genomic datasets to improve the
efficiency of other deep learning based solutions.

As discussed earlier, to examine the potential of our model to
produce balanced synthetic data without inheriting any archetype
of bias from the training data, we created a biased training dataset
from an unbiased dataset of HLA data from the 1000 genome project
using random sub-sampling. When comparing synthetic data, we
compared it against the unbiased dataset. Unfortunately, this HLA
dataset does not have disease phenotype data associated with those
genotypes. In the future, we want to apply our methods to various
genomic datasets where disease phenotypes are available. Currently,
our model only takes ethnicity as a conditional parameter; in the
future, we want the conditional parameter to encompass disease
phenotype along with ethnicity and perform disease phenotype
prediction tasks.

In the meanwhile, using PPO-GAN, we demonstrated that using
only offspring genotype of real data is as good as real data in terms
of training the GAN model, which opens a new path in privacy
preservation of genomic data without sharing the gradients from
training the real data or the real data itself. Although federated
learning is a popular model for preserving user-level privacy of
training data, in recent studies, researchers have shown the vul-
nerability of gradient sharing techniques in distributed learning
systems. It is now possible to reconstruct the private data of one
user from its shared gradients. We suggest another strategy for
protecting the privacy of models or genomic data by using the off-
spring generation of real data instead of using real data for training
a deep learning model.

Although we observe the privacy-preserving protocol of the
Offspring GAN to yield fairly similar results without ever seeing the
real data of the populations with lower representation in biased HLA
dataset, we have not tested it against existing privacy-oriented GAN
models. In future, we plan to further explore privacy preserving
GAN models to build a privacy-preserving distributed learning
system that would be resilient to gradient leakage attacks. Currently,
both of the Mendelian hybridizers are not involved during the
training phase. We will use the second Mendelian hybridizer during
training for a better regularization of the discriminator.
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generated data.

Although our model was developed using SNP genotype data
at a large population level with 5 classes (East Asian, American,
African, European, and South Asian), the same can be used in sub-
population levels classified in counties. As we have demonstrated
the capability of Offspring GAN to handle biased datasets using sub-
sampled biased dataset and comparing it with the whole unbiased
dataset, this can now be used in various gneomic datasets where the
genomic data is already biased. For instance, we can apply Offspring
GAN to cancer genomics data in the widely-used dataset such as The
Cancer Genome Atlas (TCGA) [44] that are heavily biased towards
populations with European ancestry, to generate unbiased datasets
for model development and evaluation. In addition to genomic
data, we plan to adapt Offspring GAN to augment other omics data
including epigenomic and transcriptomic data.

While developing Offspring GAN, we introduced the novel idea
of using offspring genotypes for training GANs. Mendelian hy-
bridizer uses the principle of independent assortment to increase
the sample size at a low computational cost as no training process
is involved in this step. Hence this can be coupled with other deep
learning architectures, such as CNN and transformer, to increase
the sample size of training dataset.

Our offspring GAN model is capable of generating realistic data
with good variation. These synthetic datasets have a much bigger
sample size and are not biased to particular ancestry. Therefore,
it can be used for training existing genotype imputation models
to reduce the effect of bias in the training data. In the future, we
also intend to examine the difference in training the same geno-
type imputation model with real and augmented genomic data,
and investigate including synthetically generated data to enhance
genotype imputation on unbalanced and biased data.

5 DATA AND CODE AVAILABILITY

All interactive PCA plots, code for our models and training data
can be accessed via our git hub repository [10].
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