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ABSTRACT

Current license plate recognition systems struggle with image noise
reduction and license plate feature detecting processes. This paper
presents an efficient and highly accurate license plate detection and
character detection program based on the YOLO neural network
[11], which is a simplified CNN-based neural network frame for
robust image processing systems. Different than most approaches,
the system we proposed simply requires a prioritized analysis of the
dataset in order to evaluate potential noises inside images so that
program implementations could be more effective and more tar-
geted to design and optimize with YOLO neural network. With our
presented system, the accuracy of license plate detection improves
from 63% which is performed by traditional image processing meth-
ods to 90.3%.
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1 INTRODUCTION

Vehicle License Plate Recognition is highly demanded nowadays
with the growth of people‘s daily motor transportation. With future
considerations, the license plate recognition function is also critical
for monitoring self-driving systems, implementing smart cities,
etc. As Anagnostopoulos et al. [3] researched, however, there are
limited methods for commercial use of license plate recognition,
and optimizations of such image processing programs are hard to
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implement. One big challenge of accomplishing the system is to
reduce noises in images, as the noises that appear in the image could
be various and cause issues for feature detection. Usually, license
plate recognition systems are set up with a general image feature
frame detection algorithm [3], and then researchers will optimize
the programs depending on datasets. While such an approach is
truly feasible, it requires a lot of experimentation and optimization,
and there is a certain degree of randomness. Once the optimization
effect is not ideal, testers may even overturn the entire program.
Considering the remaining issue, we attempted to analyze our
license plate dataset before implementing the system and thus
made highly effective progress in our experiments.

Other than analyzing datasets, our license plate detection pro-
gram was improved with a simplified Convolutional Neural Net-
work (CNN). The common ways to extract license plate features
from images are based on image processing algorithms to reduce
essential noises and emphasize license plate frames [7, 15]. As we
mentioned before, however, noises that exist in all images through
a dataset remain erratic, and without deep learning models, the
program can hardly adjust its approach to processing input im-
ages properly. Therefore, we implement a single neural network
on training the license plate detection dataset based on the YOLO
framework [11].

Also, when approaching the character recognition process, the
common way is to calculate black and white pixels from a binary
image, thus getting potential outputs as single characters for the
next step recognition [9]. Although efficient, such an approach
could not easily achieve perfect accuracy in a large number of
datasets. If the cropped outputs, which are generated by pixels
calculating only, went wrong, it would be nearly impossible for the
character recognition program to do the work correctly. Therefore,
inspired by the same method we used in license plate detection, we
implement a training model as we did the same in the character
recognition system, and use the model twice to traverse through
images, look for potential features, and thus crop and evaluate each
output.

In summary, the contributions of this paper present as follows:

e An approach of optimizing noise reduction by analyzing the
dataset’s general features;

o An efficient convolutional neural network used for license
plate detection, which improves the common feature detec-
tion accuracy from 63% to 90%;

e An improved character segmentation process which is based
on the same training model as character recognition, using
such a model could greatly improve the accuracy out of
cropping characters through binary pixels.
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This paper will be organized as follow: in Section II we summarize
the existing License Plate Detection, Character Segmentation, and
Recognition processes. In Section III we present the contributions

in detail with our license plate and character detection system.

In Section IV we evaluate the proposed system with experiments
and present comprehensive results and comparative results of the
existing methods. Section V concludes the paper.

2 RELATED WORK

As deep learning is in general use in recent years, there are a lot of
new methods to accomplish the license plate recognition system.
Before deep learning, one of the most common ways to detect
license plates is using image processing [3]. The implementation
is to use general image processing to reduce noise and emphasize
the edges of license plates in the image. In Figure 1, a data image
is converted into a binary scale, and the program used a Gaussian
filter to reduce noise and emphasize edges with opening and closing
operations. License plates could be extracted with a highlight box,

Figure 1: Image Processing Algorithms Extract Plate Features
with Gaussian Noise-reducing Filter, Opening, and Closing
Operations for Edge Emphasizing

and can be detected with certain aspect ratios. Some programs will
also implement a strong aspect ratio model which conducts possible
features of a license plate. For example, as Bulan et al. [16] proposed,
if the license plate in an image shows as tilted, the program could
detect certain possibilities and thus process the image and try to
covert the license plate back.

Other than image processing, Bulan et al. [16] implemented an
automatic detection system with failure identification based on
the CNN classifier. The program will locate potentially identified
regions along with their failure rankings. One problem that remains
is that the program would require two CNN-based classifiers to
detect potential regions and analyze failure scales. Even though the
accuracy improves, the efficiency of the program lowers greatly.

Also, with three classes of images that contain no vehicle, and re-
main a dark or bright background, the program requires three kinds
of different training models. Efficiency could be optimized through
a simpler implementation created by Xie et al. [13]. With YOLO -
a state-of-the-art object detection system based on a single neural
network, we referenced and simplified some ideas from [13], and
increased some efficiency while remaining the accuracy scale. In-
sightful ideas such as implementing character-segmentation-based
plate detection [7], also have great potential for improvements.

For further implementation, license plate recognition could also
be optimized into a real-time detection system. As Giannoukos
et al. presented [8], the same procedures repeat in each frame of
the video captured so that the program will be able to find related
features among frames and extract number plates. However, since
live videos contain more content than images, a real-time detection
system should not only detect number plate features but also have
functions to detect vehicle features in order to increase the total
accuracy.

Character segmentation and recognition are usually considered
separate processes. The current segmentation process has vari-
ous approaches to achieve. A binary scale image processing is
generally proposed [3, 4, 7, 14] to use add-up columns and rows
which evaluate horizon and vertical vectors to detect regions that
are valid for character segmentation. Simple Artificial Neural Net-
works(ANN)are common ways to train a character recognition
model [2]. While this method is very efficient as it simply calculates
possibilities with binary pixels, its accuracy on cropping charac-
ters is not always promising. Therefore, another approach worth
mentioning is the gray-level thresholding and transformations in-
troduced by [3]. Such an approach calculates a threshold that is
extracted through a constant ¢ from the mean gray level inan mXxn
window centered in the pixel. As shown in Figure 2, with an im-
proved adaptive threshold from Lee et al. [17], there would be a .05
improvement in the binary scale image mentioned previously.
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Figure 2: Image Output of General Binarization Image Pro-
cessing (Bottom Right) and with An Adaptive Threshold (Bot-
tom Left)

Character recognition systems had become very mature and
effective at current days. It is evident that one of the most effi-
cient ways to accomplish such functions is using feed-forward
neural networks (ANN) [5]. According to reports made by Anag-
nostopoulos et al. [3], some accuracy performances from differently
structured feed-forward neural networks along with their output
class structures are shown in Table 1. An accuracy performance



Table 1: Multilayered Feed-forward Neural Networks for
Character Recognition [3]

Output Class Structure Topology  Performance
9 digits 16-20-9 95%
26 English letters + 10 digits 24-15-36 98.5%
26 English letters + 10 digits ~ 209-104-36 95%
8 digits of binary ASCII code 15-10-8 96%
25 letters + 10 digits 108-50-35 95%
26 letters + 10 digits 50-60-100-36 92.5%
36 alphanumeric classes 420-26-38 98.2%

in such programs is defined by true positive, false positive, and
false negatives, which in terms can be expressed as (1), in which we
define a True Positive as features that are correctly identified, and
False Negative as features that are incorrectly identified or failed
to identify at all.

TruePositive
Per formance = — . (1)
TruePositive + FalseNegative

This paper [3] also presents the character recognition process
with a feed-forward ANN, which implements 24 input, 15 hidden,
and 36 output neuron layers. However, please notice that the differ-
ence is that no ANN is implemented into segmentation so far. In our
following content, we will discuss how to enforce such a network
into character segmentation in order to improve its performance.

In general, the biggest bottleneck for license plate recognition
systems so far remains in optimizing accuracy within license plate
detection. Compared with traditional image processing such as [1],
our YOLO-based license plate detection reduced the average pro-
ceeding time to half of the original and optimized a total detection
accuracy from 64% to 90.2%.

3 IMPLEMENTATION OF LICENSE PLATE
DETECTION SYSTEM

3.1 Evaluate and Artificially Generate Training
Dataset

As mentioned above, while most optimizations are implemented
after evaluating the program’s performance of certain datasets, we
prioritize analyzing our dataset’s noise and design a CNN-based
training program depending on the analysis. Moreover, we gener-
ated 3,000 fake license plate boxes according to our noise analysis,
as the current dataset cannot provide enough information for our
training model to reach satisfying accuracy. Figure 3 shows our
dataset, which contains up to 500 images taken under different
times and weathers. There are also images whose license plates
show as tilted. We analyzed potential banding noises generated
from the camera within our dataset accordingly and decided to
implement a Wiener filter [18]. A Wiener filter is a linear filter that
can process images that are degraded by degenerate functions and
contaminated by noise. The filtering method is based on that the
image and noise are both random variables. It fits the condition
well considering the variance within all the images. The Fourier
domain of the Wiener filter presents as (2).

H # (u,0)Sf(u,v)

H w0 P+ 5y wo)

1G(u, 0) @)

In the equation, H(u, v) represents a degenerate function, where
H*(u, v) represents its complex conjugate; |H(u,v)|? = H(u,v)H *
(u,0); Sy (u, v) represents image’s original noise power spectrum,
and Sy (u, v) represents the power spectrum of ungraded image;
G(u,v) is the Fourier transform of the degraded image.

In order to realize the noise-reducing function, and further im-
plement our detection neural network for training, we artificially
created the training dataset with SUN database [10]. SUN database
is to provide researchers in computer vision, human perception,
cognition, neuroscience, etc., with a comprehensive collection of
annotated images covering a large variety of environmental scenes,
places, and objects within. We generate 3,000 random license plate
boxes with 8 strings, which are composed of 26 letters, 10 digital
numbers, and 1 space. The plates can be tilted up to 45 degrees, and
each training image has highly simulated textures as in our origi-
nal testing dataset. Figure 4 shows an overlook of our generated
training dataset.

3.2 License Plate Detection Neural Network
Based on YOLO

The License Plate Detection program is one of the trickiest parts of
the whole project. Simple image processing functions cannot prop-
erly handle image sets with a large number of different variables.
Inspired by the Multi-Directional YOLO neural network [11, 13],
we created the neural network for license plate feature detection,
and train the program with our 3,000 generated images. YOLO is
a real-time object detection algorithm that is both very efficient
and accurate. Other than usual works on image detection, which is
based on predicted high potential regions, YOLO uses a single neu-
ral network to the full image and separate images into regions. With
such an approach, the efficiency improves greatly than traversing
the entire image and predicting possibilities for each region. Our
program proceeded on an RTX 2080 GPU, the procedure shown in
Figure 5. With deep learning virtual machines provided by Google
[6] and data set provided from COCO train 2014, 2080Ti can per-
form 81 images per second, with 32 x 2 batch size. The testing data
contains up to 500 images with license plate features. The general
test result from the training model reaches up to .89. More details
should be revealed in Section IV.

3.3 Character Segmentation and Recognition

After detecting the license plate out of an image, the license plate
should be cropped and extracted as a new output so that the next
program can process with characters. The final step of the project,
the Character Recognition program, would require characters to
be separated and divided. Any image with more than one charac-
ter would be identified as noise and would cause errors. Although
we used a more efficient method in our license plate detection
program, we were inspired by the approach which was generally
used to traverse through images and look for high-scored regions
and simulate the procedure in our character detection program.
As Figure 6 shows, the orange box represents the region that the
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Figure 3: Part of Images within The Dataset, Including License Plates Taken During Daytime, Nighttime, and Different Weathers.

Some of The License Plates Were also Taken Tilted
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Figure 4: Each Generated Gray-scale Image Contains A Random License Plate with Eight Total Strings. In Addition, All Images
are Added With Potential Noise that We Analyzed With The Original Dataset

machine is processing. Each time the program will process a spe-
cific region out of the image, and look for potential patterns of any
character. For each region, the program calculates its probability
of character features. Finally, the program will list all the regions
which represent character features with a high score, and crop
those regions from the original image. This idea requires a trained
model of character recognition. As we discussed in Section II, mod-
els of character recognition are now very mature. However, there
is another detail that is worth discussing. Some other character
training programs [7] would use handwriting character datasets for
license plate recognition, expecting a higher accuracy when doing
the character recognition process. Considering the fact that most
license plates contain well-printed characters only, some abstract
handwriting forms of characters could in contrast affect recognition
performance negatively. Therefore, we suggest considering certain
textures of license plate characters and filtering out data that is not
highly similar to printed styles. The dataset we used to train the
program is the MNIST dataset [12], which includes a training set

of 60,000 examples, and a test set of 10,000 examples. As Figure 7
shows, we extracted 900 data from each English and digital number
and filtered out about 400 well-written data for each character.
Figure 8 shows a general procedure of our character segmenta-
tion and recognition program, the structure of character recognition
is basically a simple ANN, which applies a 24-15-36 topology as
[3] referred. Because recognize characters with some uncertain tex-
tures within our images, the accuracy of our character recognition
program reached about 95.9%, which is a bit lower than Brugge et
al. [3] originally reported. And because we cover both the character
segmentation and recognition system together, the efficiency of
the combined program did not decrease even though we use the
region-by-region approach in order to increase our accuracy.

4 EXPERIMENTS AND EVALUATIONS
4.1 Experiment Setting

The entire experiment was done in a computer with an RTX 2080
graphic card and Intel 8-Core i7-8700K CPU. we generally tested
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500 images from our dataset. In order to better featured each im-
age’s noise, we categorized all images into 10 groups, each group
contains images with different backgrounds, such as rainy weather,
tilted license plate, nighttime image, etc. Table 2 shows detailed
information about each group that we featured. In groups 4 and 5,
license plates within images remain a light (5-15 degrees) or heavy
(15-40 degrees) rotation; in group 9, some images have high con-
trasts, which means the color scale in the image is not obvious, and
similar colors in clear pictures would be converted into a same scale.
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Figure 7: In Order To Improve Accuracy on Character Recog-
nition for License Plates, We Only Use Well-printed Exam-
ples for Our Character Recognition Program

Before testing, we trained the program with our artificial training

Table 2: With Categorized Image Group, Each Group Can
Present More Specific Scenarios In Order To Show The Pro-
gram's Performance More Accurately

Data Group Group Feature
50 Clear Pics
30 Clear Pics + 20 Pics with light fog
10 Clear Pics + 40 Pics with rainy weather
15 Clear Pics + 35 lightly tilted Pics
20 Lightly tilted Pics + 30 heavily tilted Pics
15 Clear Pics + 35 Low quality Pics
20 Clear Pics + 30 dark background Pics
5 Clear Pics + 45 dark background Pics
15 Clear Pics + 35 high contrast Pics
10 Clear Pics + 40 high contrast Pics
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dataset with 30 batch-size and 100 epochs, the model would update
parameters each time it activates the learning algorithm depending
on its errors. In our testing process, Figure 9 shows some output
results with the YOLO-based method, and the detection is robust
as it can output most license plates that contain dark or bright
textures.

4.2 Comparing License Plate Detection
Algorithm with Traditional Image
Processing Methods

We compared the YOLO-based algorithm with a traditional image
processing and CNN algorithm proposed by Smara et al. [1] With
the same dataset, we trained the program and implemented a test,
and record the performance of each algorithm. Table 3 and 4 show
the efficiency and accuracy of both algorithms. Figure 10 shows
the two algorithms’ regional and total performance with the entire
testing dataset.
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Table 3: Comprehensive Performance of YOLO-based License
Plate Detection Program

Table 4: Comprehensive Performance of Image Process and
CNN License Plate Detection Program

Data Group Time Regional Accuracy Total Accuracy Data Group Time Regional Accuracy Total Accuracy
1 208.73 sec 90% 90% 1 530.5 sec 68% 68%
2 229.42 sec 98% 94% 2 547.2 sec 74% 81%
3 224.8 sec 94% 94% 3 537.5 sec 68% 70%
4 220.45 sec 88% 92.5% 4 525.8 sec 70% 70%
5 243.06 sec 90% 92% 5 492.2 sec 60% 69%
6 202.93 sec 92% 92% 6 522.2 sec 64% 68%
7 209.06 sec 86% 91% 7 515.7 sec 62% 67%
8 189.45 sec 84% 90.3% 8 398.8 sec 52% 66%
9 214.56 sec 88% 90% 9 442 sec 58% 65%
10 200.39 sec 92% 90.2% 10 452.5 sec 60% 64%
Total 2442.85 sec - 90.2%

Please note that all performances are evaluated based on equa-
tion 1. Regional performance represents the accuracy that each
algorithm performed within each featured group, and total per-
formance represents the current total accuracy combined with all
former regional accuracy. We evaluate our program with the perfor-
mances of each group, as different groups contain similar textures
so that we could easily see whether the program is good or not
at dealing with certain types of images. As the report shows, we
receive a total of 90.2% accuracy with an average time required
for each image is about 4 seconds. Compared to the traditional im-
age process and CNN algorithm, where the total accuracy reaches
about 63%, and the time spent for each image is about 15.27 sec, the
efficiency of the YOLO-based algorithm is considered good. Most

groups received an accuracy above 90%, while some others such
as Groups 8 and 9, these groups contain images with huge noises,
such as foggy weather, extremely dark backgrounds, high image
contrast, and so on.

4.3 Evaluation of ANN Character Recognition

Our character segmentation and recognition program are based
on output data of the license plate detection‘s performance. In our
experiment, we totally received 451 cropped license plates out of
500 data. We also classify all output data with the same groups
we used previously, as the cropped license plates contain identical
textures to their original images. Table 5 and Figure 11 show our
total performance of the character segmentation and recognition
program. As the character recognition program can only process
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Figure 9: License Plates Can Be Perfectly Detected with Conditions Such As Dark, Bright Environments, Huge Noises, and

Some Even Tilted

with image output by a former license plate detection program, we
evaluate its performance differently. Instead of calculating the accu-
racy of each group, we set the number of each group‘s successfully
detected license plates as the input of character recognition.
Originally presented by Anagnostopoulos et al. 3], although we
did not reach a 98.5% accuracy in our progress, as the data which our
program processed contained more textures than a binary dataset
for character recognition, a total accuracy of 95.9% also proved
that such character recognition system is robust. However, the
same issue remains as in our license plate detection program; for
example, in Group 8, in which the images are mostly taken at
nighttime and contain very dark environments, the performance
of both license plate detection and character recognition programs

remain lower than most other groups. Therefore, we suppose that
image processing algorithms might require additional training for
dark contexts. Bulan et al. [16]’s approach of using different datasets
to train dark and bright classifiers also support this assumption.

5 CONCLUSION

In this paper, we discussed the potential improvement of designing
algorithms with prioritized dataset analysis and proposed a simpli-
fied YOLO-based CNN approach for license plate detection. With a
specified optimization of our dataset, the program could improve
its efficiency while still reaching a 90.2% performance accuracy.
Also, the entire character segmentation and recognition programs
can be simplified by combining them together. The approach of
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Figure 10: A Line Chart Representing Regional and Total
Accuracy of Both YOLO-based License Plate Image Process,
and CNN algorithms

Table 5: Multilayered Feed-forward Neural Networks for
Character Recognition [3]

Data Group Regional Accuracy Total Accuracy

1 0.955555556 0.955555556
2 0.959183673 0.957369615
3 1 0.971579743
4 1 0.978684807
5 0.933333333 0.969614512
6 0.97826087 0.971055572
7 1 0.97519049
8 0.880952381 0.963410727
9 0.931818182 0.959900444
10 0.956521739 0.959562573

implementing the ANN system to segmentation program also im-
proves its performance and reaches a satisfying result. However,
as we discussed in Section IV, there are still bottlenecks remaining
in our recent works. It is not easy for our programs to deal with
dark images without specific training for a certain texture. Also,
as such images could possibly contain much more complex noises
and some features may appear undetectable, methods of processing
such images might be beyond image feature detection.
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