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PROPER MAPPINGS BETWEEN INDEFINITE HYPERBOLIC
SPACES AND TYPE I CLASSICAL DOMAINS

XTAOJUN HUANG, JIN LU, XIAOMIN TANG, AND MING XIAO

ABSTRACT. In this paper, we first study a mapping problem between indefinite
hyperbolic spaces by employing the work established earlier by the authors.
In particular, we generalize certain theorems proved by Baouendi-Ebenfelt-
Huang [Amer. J. Math. 133 (2011), pp. 1633-1661] and Ng [Michigan Math.
J. 62 (2013), pp. 769-777; Int. Math. Res. Not. IMRN 2 (2015), pp. 291—
324]. Then we use these results to prove a rigidity result for proper holomorphic
mappings between type I classical domains, which confirms a conjecture formu-
lated by Chan [Int. Math. Res. Not., doi.org/10.1093/imrn/rnaa373] after the
work of Zaitsev-Kim [Math. Ann. 362 (2015), pp. 639-677], Kim [Proper holo-
morphic maps between bounded symmetric domains, Springer, Tokyo, 2015,
pp. 207-219] and himself.

1. INTRODUCTION

The purpose of the paper is twofold. The first part of the paper establishes
rigidity results for proper holomorphic maps between indefinite hyperbolic spaces.
The second part of the paper is devoted to studying rigidity problem of proper maps
between classical domains by using results in the first part and the machinery
established by Ng and Chan. To present our main results, we first recall some
standard notions in literature. Given integers n > 2 and 0 < [ < n — 1, the
generalized complex unit ball is defined as the following domain in P™:

B = ({20, 2a] € B¢ [z0f® - 4 20 > [eia 2 4+ [zal)e

For 0 < k < m, let I ,, be the m x m diagonal matrix, where its first & diagonal
elements equal —1 and the rest equal 1. Denote by SU(l + 1,n + 1) the spe-
cial indefinite unitary group that consists of matrices A € SL(n + 1,C) satisfying

AIlH,nHZt = Ii11n+1. Then the generalized ball B} is indeed an open orbit of
the real form SU(I + 1,n + 1) of the complex simple Lie group SL(n + 1,C) when
acting on P". The generalized ball B} possesses a canonical indefinite metric wgp
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that is invariant under the action of its automorphism group SU(l + 1,n + 1):

l n
wap = —vV/=10910g(>_|z;[> = > [2°).
J=0 j=l+1
The generalized ball equipped with the above indefinite metric is often called an
indefinite hyperbolic space form. It is reduced to the standard hyperbolic space
form (up to a normalization of metric) in the special case [ = 0.

Under the action of SU(I 4+ 1,n + 1) on P", the topological boundary 0B} of
B}*, is the unique closed orbit. It is often called the generalized sphere of signature
[. Much attention has been paid to the study of holomorphic mappings between
generalized spheres. And striking rigidity phenomena have been discovered due to
the distinct CR geometric structure of the generalized spheres. In this paper, we will
concentrate on the case [ > 0 (The readers are referred to [Hul,Hu2,HJ,DX,NTY]
and references therein for the case [ = 0). Local holomorphic mappings that send
an open piece of OB}’ into a higher dimensional generalized sphere 8183{Y with [ > 0
were first studied by Baouendi-Huang [BH] and Baouendi-Ebenfelt-Huang [BEH].
We recall the following rigidity result from [BEH].

Theorem 0.1 (Baouendi-Ebenfelt-Huang [BEH]). Let N > n, 1 < | < 251
1<l < % and 1 <1 <1U' < 2l. Let U be an open subset in P™ containing
some p € OB with UNB} being connected, and F a holomorphic map from U into
PN. Assume F(UNBP) C BY and F(UNOBY) C IBYY. Then F is an isometric

embedding from (U N B}, wpy ) into (B{Y,wﬂlzy).

Here we say F' is isometric if it preserves the indefinite hyperbolic metrics:
F*(wBlA’r) = wpp on UNB}. By using a different approach from [BEH] that utilizes
structure of the moduli space of linear subspaces contained in generalized balls, Ng
establishes the global version of Theorem 0.1.

Theorem 0.2 (Ng [Ngl]). Let1 <1< 2,1 <1' < and f : B} — B be a proper
holomorphic map. If " < 21 — 1, then f extends to a linear embedding of P™ into
PN,

In a recent paper [HLTX], the authors gave a complete characterization for local
holomorphic isometric embeddings between indefinite hyperbolic spaces in terms
of a boundary invariant of the maps—their geometric rank (see [HLTX] for more
details).

In the first part of this paper, we further investigate holomorphic maps between
generalized balls by making use of the characterization established in [HLTX]. We
prove Theorem 1.1 and Corollary 1.3, that generalize Theorem 0.1 and Theorem
0.2, respectively.

Theorem 1.1. Let N > n > 3,1 < <n—-21<U < N-1. Let U be an
open subset in P" containing some p € OB and F' be a holomorphic map from U
into PN, Assume U NB} is connected and F(U NBY) C BYY, F(U NIBY) C OB .
Assume one of the following conditions holds:

(). ' <21, <n—1;
(2). ' <2l,N —1' < n;
(3). N—l'<2n—20—1,I'<n—1;
(4). N-l'<2n—-21—-1,N -1 <n.
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Then F is an isometric embedding from (U "B, wsp ) to (B{Y,W]RIJ\II).

Note Theorem 1.1 implies Theorem 0.1 as a special case. Indeed, the assumption
in Theorem 0.1 yields that the condition in (1) in Theorem 1.1 holds. We now pause
to introduce Definition 1.2.

Definition 1.2. Let F be a holomorphic rational map from P" to PV. Write
I C P" for the set of indeterminacy of F'. We say F' is a rational proper map from
B? to BY, if F maps from B} \ I to B and maps 9B} \ I to OB}).

Theorem 1.1 can be immediately applied to study rational proper maps between
generalized balls.

Corollary 1.3. Let N>n>3,1<1<n—-2,1<1l'<N —1. Assume one of the
conditions in (1)—(4) of Theorem 1.1 holds. Let F be a rational proper map from
B to IBSIJY. Then F is a linear embedding from P™ to PN . Moreover, there exists
h € Aut(BY) such that

hoF([z]) = [205--+,21,0,...,0, 2141, -, 2n,0,...,0],

for [z]) = [z0, ---, 21, Z141, ---, 2] € P™, where the first zero tuple has I' — 1
components.

Remark 1.4. Note if [ > 1, then every proper holomorphic map from B} to IBSZJY
extends to a rational map from P" to PV (see [Ngl]). Thus Corollary 1.3 still holds
if we assume F is a proper holomorphic from B? to B instead of assuming it is a
rational proper map from B? to B}Y. Hence Corollary 1.3 has Theorem 0.2 as its
special case. (Notice that the assumption in Theorem 0.2 yields that condition (1)
holds). It also has Corollary 1.6 in [BEH] as its special case. (One verifies that the
condition in (1) or (4) holds in the setting of Corollary 1.6 in [BEH].)

Remark 1.5 shows that Theorem 1.1 and Corollary 1.3 are optimal in a certain
sense.

Remark 1.5. Theorem 1.1 is optimal in the sense that it fails if none of the conditions
(1)=(4) holds. Indeed, suppose all of the conditions (1)—(4) fail. Then one of the
following two cases must hold: (A) ' >2land N—1U'>2n—-2l-1; (B) N—-1I'">n
and I’ > n — 1. The next two examples show the conclusion in Theorem 1.1 fails
in each of the cases. Example 1.6 corresponds to the case (A) with I’ = 2l and
N — 1" = 2n — 2] — 1. Example 1.7 corresponds to the case (B) with N —1I' =n
and I’ = n — 1. Furthermore, the map in Example 1.6 is indeed a rational proper
map between the generalized balls in the sense of Definition 1.2. Thus it also shows
Corollary 1.3 fails if none of the conditions (1)—(4) holds.

Example 1.6 (Generalized Whitney map from IBB%Jrk to Bgﬁ%fl). Letl > 1,k > 1.
Write [w, 2] = [wo, w1, ..., wy, 21, ..., 2] for the homogeneous coordinates of P!*+*
and

l k
B = {[w, 2] € PET > w2 > > |22
i=0 j=1

Write U = P\ {wo = 2, = 0}. Consider the following map G : U — P?k+2-1.
G([w,2]) = [wd, wows, ..., wowy, w1 2x, WaZk, . . . , W2k,

2
W21, W2, -+ -, WORk—1, 212k, 222k, + - -y Rk—1%k, Zk]~
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Write the above components on the right hand side as G1, ..., Gapyo and set
20+1 2k+21 .
IG5 = =2t |G+ i=2lt2 |G;|?. Notice that

l k
G131 = (Jwol” + |26 ) | =D lwil® + > 12/
i=0 j=1

Consequently, G maps U N IB%%'HC to B§§+2k_1 and maps U N 8B§+k to 6B§§+2k_1.
Hence the statement in Theorem 1.1 fails in this case.

Furthermore, the set of indeterminacy of G is given by {wy = z; = 0}, and
G is a rational proper map from Bﬁ*k to Bgﬁwk*l in the sense of Definition 1.2.
Therefore it shows Corollary 1.3 fails in the case (A). When [ = 1 and k = 2, it
also gives a counterexample for Corollary 1.3 in the case (B).

Example 1.7 (Generalized Whitney map from IB%§+k to Blzf,ikl_l). Letl>1,k>1.
Let the homogeneous coordinates [w, z] and Bﬁ'”“ C P'** be the same as in Example
1.6. Let V = PR\ {wy = w; = 0} and H : V — P2k+2=1 he defined as follows:

H([w,2]) = [w3, wown, . .. Wow;_1, W21, WiZa, - - -, Wi 2k,
wgzl,wozg,...,wozk,wlwl,wgwl,...,wlz].
Write the above components on the right hand side as Hy, ..., Hogto; and set
[H 2 = = S0 [H 2+ 5752 [Hy[?. Notice that

l k
[H 7k = (wol® = [wil?) [ =D Jwil> + ) |z
i=0 j=1

Thus H maps V NIB, T to 8183?_?_22_]“171. In particular, set V., = {[w,z] € V : |wg| >

|wi|}. Then H maps Vi N IB%?Hc to B?ii{kfl and maps V, N 8B§+k to 818%12_122_]“{1.
Hence the statement in Theorem 1.1 fails in this case. This map H is, however,

not a rational proper map from IBB%H€ to B?ii{kfl in the sense of Definition 1.2, as
it maps some point in B;*k to P2i+2k—1 \B%izakfl.

In the second part of the paper, we apply Theorem 1.1 and Corollary 1.3 to
study a mapping problem between type I classical domains. The study of proper
holomorphic maps between bounded symmetric domains of high rank goes back to
the work of Tumanov-Henkin [TH] (see also Henkin-Novikov [HN]). They proved
that any proper self-mapping of an irreducible bounded symmetric domain of rank
at least two is an automorphism. Since then, rigidity and classification problems
for holomorphic proper maps between bounded symmetric domains have attracted
much attention. Let F : Q1 — €5 be a proper holomorphic map between two
bounded symmetric domains €2; and €. Tsai [Ts] proved the total geodesy of F'
under the assumption that rank(£2;) > rank(€22) > 2 and §2; is irreducible. Much
less is known about the remaining case when rank(£2;) < rank(€2) and the studies
so far are mainly focused on the type I classical domains. Many interesting results
along these lines can be found in [M1, T1, T2,Ng2,KZ1,KZ2,K,S1,Se2, Ch]. We
pause to recall the definition of the type I classical domains. Let r and s be positive
integers. Write M (r,s;C) for the set of all » x s complex matrices and I for the
s x s identity matrix. The type I classical domain D! _ is defined by

7,8

DI, ={ZeM(r,sC):I,~Z Z>0}.
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An important step toward understanding proper maps between type I classical
domains was due to Ng [Ng2] where he first found its deep connection with mapping
problems for proper maps between generalized balls. In such a way, he would be able
to apply results in CR geometry to mapping problems between bounded symmetric
domains. Among other things, he proved that every proper holomorphic map f :
Diys — D!, is standard (i.e., totally geodesically isometric embedding, up to
normalization constants, with respect to the Bergman metrics) if s > r > 2 and r’ <
min{2r — 1, s}. In a recent nice paper of Chan [Ch], he posed Conjecture 1.8, that
was inspired by the work of Kim-Zaitsev [KZ2], Kim [K] and his own investigation in
[Ch]. The statement in the conjecture would generalize the aforementioned theorem
of Ng when ' < s.

’
,S

Conjecture 1.8. Let f : Déq — Dé,’q,,p > q > 1 be a proper holomorphic map.
Assume q¢' < p and one of the following conditions holds: (1) p' < 2p — 1; (2)
q <2q—1. Then

D). p">p, ¢ >4q.
(IT). Moreover, after composing with suitable automorphisms of Dzlnq and Dé,yq,, f
takes the following form.:

(1.1) Fiz—o (é h?Z))

Here h is a certain holomorphic (p' — p) x (¢’ — ¢)—matriz valued function on Déq

satisfying that Iy, — 7'h s positive definite on Dé’q.

In the remaining context of the paper, as in [Ch], if a proper map f : Dzlnq —

D{,,yq, satisfies the conclusion of Conjecture 1.8 (i.e., it takes the form (1.1) after
composing with automorphisms), then we say f is of diagonal type. It is known
that Conjecture 1.8 holds under the additional assumption that f extends smoothly
to a neighborhood of a smooth boundary point. This is a consequence of results
obtained by Kim-Zaitsev [KZ2] and Kim [K]. (See Corollary 1 in [KZ2] for case (1),
and Theorem 1.2 in [K] for case (2).) Moreover, the assumption in (1) or (2) of
Conjecture 1.8 cannot be weakened. Indeed, Seo (see page 445 in [S1]) constructed
a proper holomorphic map (generalized Whitney map) from D,{’s to Dér—l,Qs—lv
which is not of diagonal type.

By further developing the double fibration ideas introduced in [Ng2], Chan him-
self [Ch] confirmed part (I) of Conjecture 1.8. He also proved part (II) of Conjecture
1.8 under the condition in (2), while still left open part (II) under the condition in
(1). See Theorem 1.3 in [Ch].

In the second part of this paper, we give a complete affirmative answer to Con-
jecture 1.8 under the condition in (1). Thus our result together with the work of
Chan [Ch] leads to Theorem 1.9:

Theorem 1.9. Conjecture 1.8 holds.

The paper is organized as follows. Section 2 recaps some notions and results
from [HLTX], and proves Theorem 1.1 and Corollary 1.3. In Section 3, we recall
some preliminaries from [Ng2, Ch|, and give a proof of Theorem 1.9. Corollary 1.3
will play a crucial role in the proof. At the end, we prove a rigidity theorem for

proper maps from Di s to D; s, which generalizes a result of Tu [T2].
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2. PROOFS OF THEOREM 1.1 AND COROLLARY 1.3

We will prove Theorem 1.1 in Section 2.1, and prove Corollary 1.3 in Section
2.2.

2.1. Proof of Theorem 1.1. Lemma 2.1 plays an important role here. For z =
. 1
(21, - vy 2m) € C™, write |z]? = — > =1 2% + Z;@:lﬂ |2;]2.

Lemma 2.1. Letl,m,a,b be nonnegative integers such that m > 2,1 <l <m—1.
Let o1, ..., @a, ¥1, ..., ¥y be homogeneous holomorphic polynomials of the same
degree in C™ (zero polynomials are allowed) such that

a b
(2.1) =S lei () + S W ()2 = Az D), z e T,
j=1 j=1

where A(z,Z) is a real polynomial. Assume one of the following conditions holds:
(I).a<lia<m-—1,
(2). a<lb<;
(3).b<m—1Il,a<m-—I
(4).b<m—-1b<l.
Then A(z,z) = 0.

Proof. We can assume a > 1 and b > 1. Indeed the conclusion follows easily by
checking the zero locus of both sides of (2.1) if a = 0 or b = 0. We can also assume
cp;-s and LZJ}S are not all identically zero, for otherwise the conclusion is trivial.

Denote by [z] = [z1, ..., 2m] the homogeneous coordinates in P!, and define
a rational map F : Pm—1 — patb—1.

F([2]) = [p1(2), - - a(2), ¥1(2), - - -, Yo (2)]-

It is a well-defined holomorphic map on P™~! away from the variety V, where
V' C P" denotes the complex analytic variety where ¢’s and ¢}s all vanish. Recall
the generalized sphere is defined as

33571 = {[wl,...,wN] € pN-L. |ZU1|2 + -+ |wk+1|2 = |wk+2|2 + -4 |ZUN|2}.

Since —> 7, lpi(2)> + 2221 [9j(2)|> = 0 when |z|? = 0, we see F' gives a holo-
morphic map that sends an open piece of 818%1”51 to GIB%ZJ:I{A.

Note the number of the negative and positive eigenvalues of the Levi form of
OB are ¢ — 1 and b — 1. If (1) or (2) holds, then a < I < m — 1 and thus
a—1<m—2.1f (3) or (4) holds, then b <m —1<m—1 and thus b—1 < m — 2.
In any case, by Lemma 4.1 in [BH] (or Theorem 1.1 of [BER)), it follows that one
of the following two mutually exclusive statements must hold: (I) There exists a
neighborhood V' C P™~! of some open piece of 8183?:1 such that F(V) C 818321“{71;
(I) F is transversal to 9B~ at F(p) for a generic point p € OB "

We claim that Case (II) cannot hold. Indeed, suppose (II) holds. Then by the
existence of such a generically transversal map F', we compare the number of the
negative and positive eigenvalues of the Levi forms of 9B ! and 9B2T~! to see
one of the following statements must hold:

(a). l—1<a—-1l,andm—-1-1<b-1;

(b).l—-1<b—-1l,andm—-1l—-1<a-—1.
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Indeed, if F' preserves the sides of 81831"51 and 81833;”{_1, then (a) holds. If F
changes the sides, then (b) holds (see, for instance, [BH]). But neither (a) nor (b)
can be true if one of the conditions (1)—(4) holds. This is a contradiction. Thus
we must have (I) holds. This implies A(z,z) = 0, and finishes the proof of Lemma

2.1. |
We are now at the position to prove Theorem 1.1.

Proof of Theorem 1.1. By Theorem 1.1 in [HLTX], F' is an isometric embedding
if and only if F' is CR transversal at F'(¢q) for a generic point ¢ € U N 0B} and
F' has zero geometric rank near q. The detailed definition of the geometric rank
was given in [HLTX] (see Section 3 there) for a CR transversal map from OB}
to OB}Y. Roughly speaking, the zero geometric rank at a point ¢ € F(U N IBY)

is equivalent to the condition that for any X; € T Cj(l’O)F (OB}'), the value at X,
of the CR second fundamental form [[(Xg, X;) € Tq(l’o)((‘?IB%l]Y)/dF(T(l’O)(8183}“))
of F : 9B — OB’ stays in the null cone of the Levi form L; of dB) at §:
Li(11(X4, X4), [1(X4,X4)) = 0. To give a more precise explanation for the notion
of geometric rank, it however requires some technical preparation. We will thus
postpone it to the end of Section 2.1 (see Remark 2.4).

Note by assumption of Theorem 1.1, we have either I’ <n—1or N—I'—1 < n—1.
Then by Lemma 4.1 of [BH], F' is CR transversal at a generic point ¢ € U N IB}.
Fix such a point ¢ = ¢g. It then suffices to show F' has zero geometric rank near
qo-

Proposition 2.2. The map F has zero geometric rank near qo along U N OB} .

Proof of Proposition 2.2. We first recall some notations from [BH] and [HLTX]
which will be needed in the proof. Given [ > 1, We denote by d;,; the symbol which
takes value -1 when 1 < j <1 and 1 otherwise. If [ = 0, ;¢ is identically one for
all j > 1. For fixed integers I’ > 1> 1 and n > 1, we denote by 0, , the symbol
which takes value -1 when 1 < j <lorn < j<n+!l'—1—1 and 1 otherwise. When

I'=1,0;11n is the same as 9,;. Let m > 1. For two m-tuples z = (21, - -, Zpm),
y = (y1," -, Ym) of complex numbers, we write (z,y); = Z;nzl 812595, and |z|? =
<$a j>l-

Recall for 0 <[ <n — 1, the generalized Siegel upper-half space is defined by
n—1
P ={(z,w) € C" ! x C: Im(w) > Z §i1l%i %}
j=1

Its boundary is the standard hyperquadrics: H* = {(z,w) € C"~! x C : Im(w) =
Z;:ll 8;1]27*}. Similarly for [ <1’ < N — 1, we define

N—-1
Sty ={(ZW) e CVN ' x C:Im(W) > > 6;000n 2517}
j=1

And SfY,H{Y,Hl]\”l,m are all defined in a similar manner. Now for (z,w) = (21, -
Zn—1,w) € C™, let ¥(z,w) = [i + w,2z,i — w] € P*. Then ¥ is the Cayley
transformation which biholomorphically maps S} and its boundary Hj* onto B} \
{[z0, -+, 2n] : 20 + 2 = 0} and OB} \ {[20, - - -, zn] : 20 + 25, = 0}, respectively.
Composing F' with automorphisms of B and B{Y if necessary, we assume that
g =[1, 0, ..., 0,1 € 9B and F(q) = [1, 0, ..., 0, 1] € IBY. Denote by
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U the aforementioned Cayley transformation from S} to B}, and ® the Cayley
transformation from SIN’Z,,” to IB%{Y. Then F := ® 1o F oV is well-defined in a small
neighborhood of 0 € H}'; and F is side-preserving (i.e., it maps S} to SzN,z',n near
0). Moreover, by the definition of the geometric rank (see Section 3 in [HLTX]), to
show F' is of geometric rank zero near qq, it suffices to prove the new map F has
zero geometric rank near 0. To keep notations simple, we will still write the new
map as F' instead of F. That is, F' is now a holomorphic map from a neighborhood
V of 0 € HI to CV, satisfying

FVNSH) CSYy, and FVAHY)CHY .

By shrinking V' if necessary, we can additionally assume M, := V NH} is connected
and F' is CR transversal along Mj.

Next for each p € M, we associate it with a map F), defined as in [BH] and
[HLTX]:

(2.2) F,= 7'15 oFoag.

Here o) € Aut(H}) and 7} € Aut(HlN’l,m) are as defined in [BH, HLTX]; see (3.2)
in [HLTX] and the paragraph below it. Then F), is a holomorphic map in a neigh-
borhood of 0 € C", which sends an open piece of H}' into HZN,Z’,n with F,(0) = 0.
Moreover, F,(UNS}) C S{\fl,’n. Let FJ, F7* be the first and second normalizations
of F,, respectively, as in [BH, HLTX]; see (3.9) and (3.13) of [HLTX]. Then as in
[HLTX], F;* map 0 to 0, and maps H} (respectively, S') to HlN’l/’n (respectively,
SlN’l,m) near 0. Write F;* = (f;*,¢;",9,"), where f;* has n — 1 components, ¢
has N — n components, and g;* is a scalar function.

We adopt the notations for functions of weighted degree from [Hul] and [BH].
Parameterize H* by (z,Z,u) through the map (z,Z,u) — (z,u + 2272—11 8;102i1?)-
We assign the weight of z to be 1, and assign the weight of u (and thus w) to be
2. For a smooth function h(z,z,u) defined in a neighborhood W of 0 in H}, we
say it is of quantity O, (s) for 0 < s € N, if w is bounded for (z,u) on
any compact subset of W and t close to 0. Furthermore, for a smooth function
h(z, 2, u) on W, we denote by h(¥)(z, Z,u) the sum of terms of weighted degree k in
the Taylor expansion of h at 0. And h(k)(z, Z,u) also sometimes denotes a weighted
homogeneous polynomial of degree k, if h is not specified. When h(k)(z, Z,u) ex-
tends to a holomorphic polynomial of weighted degree k, we write it as h(k)(z, w)
or h'¥)(2) if it depends only on z.

Under the notations above, by Lemma 2.2 in [BH] (which is also Lemma 3.1 in
[HLTX]), F,* satisfies the following normalization. Here recall (z,w) = (21, ...,
Zn—1, w) denotes the coordinates of C" = cr 1 xC.

Remark 2.3. We take the chance to point out that there is a typo in the equation
(3.14) in the paper [HLTX]. The right hand side of the equation should be raised
to the power 2 (the correct version is as in the following equation (2.3)).

Lemma (Lemma 2.2 in [BH]). For each p € My, F;* satisfies the normalization
condition: ' .
=2+ %a;*( )(z)w + Oy (4)
% k(2
=0y P (2) + 0w (3)
9p" = w+ Ouwi(5),
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with
(2.3) (z, a5V (2)l2l] = o3P (2)]2, 7=1—1.

T

Remark 2.4. We briefly recall the notion of geometric rank from [HLTX]. If we
write a;*(l)(z) = zA(p) for any (n — 1) x (n — 1) matrix A(p), then the geometric
rank of F' at p is defined as the rank of the matrix A(p). In particular, F' has

geometric rank zero at p if and only if A(p) is the zero matrix. See more details of
this definition in Section 3 of [HLTX].

Set A,(z,2) = (2, a;*(l)(z))l, which by (2.3) is a real polynomial. Then it follows

from (2.3) that
Ay, )21 = o @ ()2,

Write m =n—1l,a=7=10—1,and b= N —n — (I' = ). Note if one of the
conditions (1)—(4) in Theorem 1.1 holds, then one of the conditions (1)—(4) holds
in Lemma 2.1. Then by Lemma 2.1, we see Ay(z,2) =0, and thus F has geometric
rank zero at p. Since p is an arbitrary point close to 0, we conclude that F' has zero
geometric rank near 0 along M;. This proves Proposition 2.2. [ |

This finishes the proof of Theorem 1.1. [ |
2.2. Proof of Corollary 1.3. Lemma 2.5 will imply Corollary 1.3.
Lemma 2.5. Let F be a rational proper map from P* to PN with I its set of
indeterminacy and N > n. If F' is an isometric map from (B'\I,wpy) to (BY,wgn)
l/
with ' > 1> 1, then F is a linear embedding from P™ to PN . Moreover, there exists
h € Aut(B}Y) such that
ho F([z]) = [z0y--+,21,0,...,0, 2141, ..., 2,0,...,0],
for 2] = 20,21, 21415 - - - » 20| € P, where the first zero tuple has I — 1 compo-

nents.

Proof. By Theorem 2.1 in [HLTX], we conclude, by composing automorphisms of
B and B}, F equals to the following map:

[Z] - [zla"'azn] — [Zl,..-,Zl,¢7Zl+1,..-,Zn,’L‘ZJ],

where ¢ has I’ — [ components, 1) has N —n — (I’ —1) components and satisfy ||¢| =
|l at points where they are defined. Moreover, by the rationality assumption,
¢, are rational maps in z = (z1, ..., z,).

Thus we can write ¢ = %1, v = %2. Here p1, po are polynomial maps in z, such
that their nonzero components are all homogeneous polynomials with the same
degree. And g # 0 is a homogeneous polynomial maps in z. They satisfy the
following conditions:

(A). [lp1(2)[| = llp2(2)|l, Vz € C™;

(B). p1,p2 and g have only trivial common factors (< p; and ¢ are coprime, by
(A));

(C). degq =degp; —1 =degps — 1 if p; and po are not identically zero.

Note we can rewrite

(24) F([Z]) = [21Q7 <214, P15 214195 - - -y ZTLvaQ]-
The set of indeterminacy I of F' is given by

I={[z] € P":p1(2) =0,p2(2) =0,q(2) =0} = {[z] € P" : p1(2) = 0,q(z) = 0}.
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Note I is of codimension at least 2 in P" (which is indeed known as a general
fact without using the above explicit formula). We claim ¢ is a constant function.
Otherwise, recall [ > 1, we can find a point [2*] = [2§, 27, 0, ..., 0] € B} such that
q(z*) = 0. Since I is of codimension at least 2, we can find a point [Z] € B} close
to [2*] such that ¢(2) = 0, and [Z] ¢ I. By the equation (2.4), F([Z]) € 9B}’. This
contradicts with the definition of rational proper maps from B} to IB%{Y . Hence we
must have ¢ is a constant function. Consequently, we have either deg p; = degps =
1, or p; and ps are identically zero. Thus F is a linear embedding from P™ to PV. To
prove the last conclusion of the lemma, by the linearity of f, we write F([z]) = [2]A4
for some A € M(n+ 1, N + 1;C). Since F is a proper map from B} to B, we see
that AIl/JrLNHZt = Mj41,n+1 for some A € R. Since F' maps B} to IB%IJY, we have
A > 0. By scaling A if necessary, we can assume A\ = 1. Then it follows that there
exists some matrix U € M(N + 1, N + 1;C) such that UIlurLNHﬁt = Iy41,N+1
and AU takes the following forms (see, for instance, page 386 in [BH]):

0 O

I,.; O

_ ; _ (L1 O
AU=(C D), with C’—( 0o o

and D:<

>(n+1)><(l’+1) )(n+1)><(N—l’) '

Here the 0 symbols denote the zero matrices of appropriate (and possibly different)
sizes. This proves the last assertion of the lemma. [ |

Finally we prove Corollary 1.3.

Proof of Corollary 1.3. Let U = P™ \ I, where [ is the set of indeterminacy of F'.
Then we have UNBY is connected and F(UNBY) C BY, F(UNOBY) C OBY. Then
by Theorem 1.1, F is an isometric map from (U NB}, wpy) to (IB%{Y,wBlzy). Then the
conclusion follows from Lemma 2.5. |

3. PROOF OF THEOREM 1.9

In this section, to make the notations easier, we will use a different notation D, 4
to denote the generalized unit ball. More precisely, we write

r r+s
Dns = B:ti_l = {[7517 ey Zr+8] € PT+871 : Z ‘ZJ'P > Z ‘Zj’2}'
j=1 Jj=r+1

Furthermore, in the following, we will use the notation of [A, B], € D, ; to indicate
that A is a r—dimensional row vector, and B is an s—dimensional row vector. Note
they satisfy AA' > BB'. Before we proceed to prove Theorem 1.9, we first recall
some preliminaries about holomorphic double fibrations from [Ng2]. Consider the
following double fibration:

1 2
Trys mr—1 I Trs I
D, s <—P XD, — D, .

Here
m([X],2) = [X,XZ],, for [X] eP"",Z € D],.

T,8

And 72 is the standard projection onto D,. ;. For z = [A, B, € D, C prts—1

7,8

and Z € D,Iq’ <, their fibral images are defined, respectively, as the following:
xﬂ = [A7 B]?" = 7‘-7%,3((7(7%,3)71([147 B]T)) g Dv{,s; Zﬁ = 7771",8((777%,8)71(2)) g DT,S'
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As shown in [Ng2|, we indeed have the following formulas for the fibral images:
o' ={Ze D], AZ=B}; 7" ={[A,AZ], € D, : [A] e P"'}.

Let f: DI — DI,  be a holomorphic map. We say f is fibral-image-preserving
with respect to the double fibrations:

1
T 7r
D P mg—1 DI DI
P ]P X q;p q,p’

(3.1)

1

2
T 1 ot ’ T o1
q’,p q —1 I q’,p I
Dq/’p/ <— ]P X Dq/7p/ — Dq’,p”

if for any [A, By € Dgp, we have f([A, B]%) C [C, D]ﬁq, for some [C, D]y € Dy .
Furthermore, let U be an open subset of D, ,. We say a holomorphic map g : U —
Dy is a moduli map of f on U if f([A, B]?) C g([A, B]y)* for all [A,B], € U.

Proposition 3.1, which is based on Proposition 7.2 in [Ch], will be crucial for the
proof of Theorem 1.9.

Proposition 3.1. Let f : Dém — DCII,J,, be a proper holomorphic map where p >
g>2, and 3 < q < p. Then the following statements hold.

(a). Then f is fibral-image-preserving with respect to the double fibrations (3.1).
And there exists a holomorphic map g : U C Dy, — Dy such that g is a moduli
map of f on U, where U is a dense open subset of D, ,. Furthermore, g extends to
a rational map from PPT4=1 ¢o PP'Ha =L Write | for the set of indeterminacy of
g, we have

9(8Dq,p \I)C 0Dy .

And we have p' > p,q > q.
b). We have g maps D I to Dy . Consequently, g is a rational proper map
a.p q.p
from Dy, to Dy .
(c). If either p" <2p—1 or ¢ < 2q—1, then f is of diagonal type.

Proof. Note part (a) was already established in [Ch]. We remark that one can also
see p' > p,q' > q from the property of g. Indeed, g maps some open piece of D, ,,
to 0Dy . Since p > ¢', the number of negative eigenvalues of the Levi form of
0Dy, q' —1, is less than p+ ¢ — 2. Thus by Lemma 4.1 in [BH] (or Theorem 1.1
in [BER]), g is CR transversal at g(z) for a generic point z of 9D, ,. Furthermore,
g preserves the sides of the hypersurfaces, i.e., g maps U N Dy, to Dy, for some
small neighborhood U of z. Thus, by comparing the number of the positive and
negative eigenvalues of the Levi forms of dD,, and 0Dy ,/, we see p’ > p and
q >q.

To prove part (b), as in [S1] and [Ch], we extend the definition of double fibrations
to topological closures of the type I classical domains in complex Euclidean spaces
and topological closures of the generalized complex balls in complex projective
spaces. That is, consider the following double fibration:

~2

N 1 T,
(3.2) D, += P x DI - DI

Here 7!, and 72 ;s are defined similarly as ml ;s and 72

7t (X),2)=[X,XZ),, [X]eP ', ZeDI,

(] 7,89

Licensed to Rutgers Univ-New Brunswick. Prepared on Thu Jun 15 17:07:13 EDT 2023 for download from IP 128.6.45.205.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



8476 XIAOJUN HUANG, JIN LU, XIAOMIN TANG, AND MING XIAO

and 7?37 s is the standard projection onto D, ;. Under the double fibration (3.2), for
z=[A,B], € D,y CP"* tand Z € DI, their fibral images are again defined by

7,87

v = [A, Bl = 72, ((71.,) (A4, Bl.)) € DI; 2 =71, ((#2,)"\(2)) C Dy

] .87 (]

Similarly as before, we have the following formulas:
et ={ZeDl, :AZ=B}; Z* ={[A,AZ), € D, : [A] e P"'}.

We see from the above formulas that if € 9D, 5, then we have z* C 3D7{73;
while for Z € 9D}, Z* might not be contained in 0D, . Note by part (a), with
respect to (3.1) and the following double fibrations:

~1 ~2

— T4.p qfl T Tq,p T
Dgp P4 x Dy )y — Dy,
~1 ~2
_ T ’ —_— Ty /e
a’,p —1 q'p
Dy ¢ P17 x DL 2% DL

we have for all x € U,
J(a*) = f(@* A DL) C g(a)f = g()" N DL .

Fix y € Dy, — 1. Since U is a dense open subset of D, ,,, there exists a sequence
{y;}721 € U such that y; — y. Note we can choose Z; € y? C Déyp such that
Z; — Z for some Z € y* C D] ,. Note we have f(Z;) — f(Z). On the other
hand, since g(y;) — g(y), the limit set of any sequence {W;}%¢, C Dé,’p, with
W, € (g(y;))* must be contained in (g(y))* C Dé’,p“

By part (a), f(Z;) € f(yljj) C (g(y;))*. Thus the limit f(Z) of the sequence
f(Z;) must lie in (g(y))*. Suppose g(y) € 0Dy ,. Then as discussed above,
(g(y))* € GDé,m,. It will be a contradiction, as f maps Z € D] to Dé/,p" This
proves part (b).

Note the case ¢’ < 2¢ — 1 of part (c) was already proved in Chan [Ch]. We will
anyway give a unified proof for the two cases of part (¢) here. To do this, we use
the conclusion in part (b) that g is a rational proper map from Dy, to Dy, in
the sense of Definition 1.2. Recall D, = Bgf‘{_l. Write | :=q—1,n:=p+q—1,

and we have n > 3,1 <1 < n — 2. Similarly, recall Dy, = Bgif‘{,fl. Write
I'=¢ —1,N=p'+¢ — 1. By part (a), we have I’ > [, N > n.

Ifp <2p—1,then N-I'=p' <2n—-2l-1=2p—1landl'=¢ -1 <p—-1<n-—1.
Therefore the condition (3) in Corollary 1.3 (i.e., in Theorem 1.1) holds. Similarly,
if¢ <2¢—1,thenl' =¢ —-1<2¢—2=2landl' =¢ -1 <p-—-1<n-—1.
Therefore the condition (1) in Corollary 1.3 (i.e., in Theorem 1.1) holds.

Hence by Corollary 1.3, in either case of part (c), g is indeed a linear embedding
from PP+a=1 to PP'T4' =1 Then it follows from the argument in [Ch] (see Lemma
6.1 and Lemma 6.5 in [Ch]) that f is of diagonal type. This proves part (c) and
finishes the proof of Proposition 3.1. [ |

We are ready to prove Theorem 1.9.

Proof of Theorem 1.9. Once we have Proposition 3.1, the proof of Theorem 1.9 is
similar to that of Theorem 1.3 in [Ch]. We sketch the proof here. Note the rank
of Dip equals ¢ > 2. Suppose ¢’ < 2. Then the rank of Dé,’p, is at most 2. Then
by Tsai [Ts], F is a standard map (see [Ts|, in particular, F is of diagonal type.)
Moreover, ¢ = q = 2,p' > p. It remains to consider the case ¢ > 3. First by
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Proposition 3.1 part (a), we have p’ > p,q’ > ¢q. Then similarly as in Chan [Ch],
we define F': D! '— DL by FI(W) = (F(W"))" for W € D! . Here t denotes
the transpose of a matrix. Then f = F is a proper holomorphic map from Dém to
Dé/,p" By Proposition 3.1, FT is of diagonal type. Finally, by Lemma 4.2 in [Ch],
F is of diagonal type as well. This finishes the proof of Theorem 1.9. |

To conclude this section, we prove the following consequence of [Ng2, Ch|. The
result generalizes a theorem of Tu [T2]. Note when r = s — 1, Proposition 3.2 is
reduced to Theorem 1.1 in [T2]. It also generalizes Theorem 1.3 of [Ng2| in the
case 1’ = s.

Proposition 3.2. Let s > r > 2. Then every proper holomorphic map f : D,{s —
D;S is standard. That is, f is a totally geodesic isometric embedding (up to nor-
malization constants) with respect to the Bergman metrics.

The proposition has an immediate consequence on the non-existence of holomor-

phic proper maps.

Corollary 3.3. There exist no proper holomorphic mappings from D,{’sﬂ to Dg’s
fors>r>2.

Remark 3.4. Note Corollary 3.3 fails if » = 1 and s > 2. Indeed there is a proper
holomorphic map from D{ ,,; = B*™! to D! (see [T2]).

Proof of Proposition 3.2. As in Ng [Ng2], we let f: DI — D! be the induced
map defined by f1(Z) = (f(Z))!. Tt follows from Corollary 5.6 of [Ng2] that either f
or ftis fibral-image-preserving. Thus, replacing f by f! if necessary, we can assume
f is fibral-image-preserving. Then it follows from Theorem 6.11 and Proposition
6.12 in [Ch] that there are some ‘global’ moduli maps of f (the existence of the
local moduli map follows from Proposition 2.15 in [Ng2]) with respect to the double
fibrations:
7T1 7T2
Dy =P~ ' x Dl =3 D]

r,89

71'1 7'I'2
D, <= P! x D! =3 D .
More precisely, there exist a set of linearly independent holomorphic maps g; : U C
D, s — Dss,1 <j<ky+1, where U C D, 4 is the complement of some complex

subvarieties of D, s, such that every g; is a moduli map of f on U.
Indeed, as in [Ch], write for 0 <i < s—1,
U = {2z €D, : f(«*) liesin a (s —i — 1, s) — subspace of D,{S}.
By the argument of Chan (page 33-36, [Ch]), there exists some 0 < kg < r — 2
such that D,, = Uy, and Up,+1 C D, s is a proper complex analytic subvari-
ety. Set U = D, \ Ux,+1. This implies for every x € U, f(x*) lies in a unique
(s — ko — 1, s)—subspace of D! .. Denote by G(p,q) the complex Grassmannian of

p—dimensional complex linear subspaces of CP™4, and by M (p,q;C) the space of
p X g matrices with complex entries. Define

D! = {W' W" e G2 —1): WW' >W'W"}.

Here in the above, W/, W" € M(l, s;C). By Proposition 6.12 in [Ch], there exists
a meromorphic map g = [g7, ..., g, 41" from D, to D! ., with | = ko + 1, such
that f(2%) C (g;(2))? for all z € U,1 < j < ko + 1.
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Then by Hartog’s extension, each g; extends to a rational map from P""*~! to
P21 (see, for example, [Ngl, Ng2]).

Claim 3.5 follows from the arguments on page 320-321 of [Ng2| and in the proof
of Proposition 6.2 in [Ch]. Although the settings are not precisely the same, their
arguments still apply here. For the convenience of the readers, we sketch the proof
here anyway.

Claim 3.5. There exists some 1 < jo < ko + 1 such that g;, maps 9D, s \ I, to
0D s, where I; is the set of indeterminacy of g;,1 < j < kg + 1.

Proof of Claim 3.5. Suppose none of g;,1 < j < ko + 1, maps 0D, ¢ \ I; to 0D, .
Then every g; maps a generic boundary point p € 9D, s to D, . In what follows,
as in the proof of Theorem 1.3 in [Ng2], we will make use of the following double
fibration:

Al a2
_ 7,8 1 r,8
pris=l it ol 5 Gy s).

Here F.[ = {(J,K) € P+~ 1 xG(r,s) : J C K}. And 7} o, 77 are the projections
to the first and second factor, respectively. For any x € G(r,s), we write ¥ :=
fora((77,) 7 (). For y € Prot write yf := 7 ((7;,)7'(y))- As in [Ng2],
y* is called a (r — 1,s)—subspace of G(r,s). More generally, one can define the
(k,1)—subspace of G(r,s) for 1 < k <rand 1 <! < s in a similar manner (see
[Ng2]).

As in the proof of Theorem 1.3 of [Ng2], by using Fatou’s theorem and taking
radical limit, for almost every choice of p € 9D, 5, f can be extended to pin (‘?D,{ﬁ.
Fix such a point p € 0D, 5. Then as on page 320 in [Ng2], we choose a special one-
parameter family of (r — 1, s — 1)—subspaces A(t) C G(r, s) of a special form and a
curve A(t) C D, where t € C and [t| < 1, with the property that A(t) C (A(t))*
for every ¢, A(1) = p, and A(1) N 0D}, = p* N aD], = (A(1))* N dD],. By taking
limit as ¢ — 1 as on page 320 in [Ng2], we get

ko+1
(3.3) f*noDl ) < () (g;(p) N oD},
j=1
Recall g(z) = [¢1(2), ..., gk, +1(2)]" € DL for all z € U. Then by making p a

generic point on 0D, 5, we have ﬂf‘:{l (9;(p))* ﬂDi’ < 1s equivalent, under the action

of SU(s, s), to the subspace

0 .. 0
0 .. 0 Dl
€ s,8 ’
Zko+2,1 " Rko+2,s
Zs,1 e Zs,s

)
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where there are (kg + 1) rows of zeros. On the other hand, the closure of every
maximal holomorphic boundary component of the above subspace is, up to auto-
morphism, the following subspace:

(/0 0 0
0 0 0
(3.4) 1 0 0 € oD},
0 Zre+32 “*°  Zko+3.s
0 25,2 o Zs,s

Again there are (kg + 1) rows of zeros in the above. As in [Ng2|, note for any
holomorphic map from a complex manifold to a Euclidean space such that the
image lies inside the boundary of a bounded symmetric domain €2, the image must
lie in the closure of a maximal holomorphic boundary component of 2. Hence
by (3.3) and (3.4), f maps the boundary (r — 1,s — 1)—subspace p N oD, into
YNOD! | for some (s—ko—2, s—1)—subspace Y of G(s, s). By a standard maximum
principle argument (see [MT]), we see f maps the (r—1, s—1)—subspace A(t)N0D}.
into some (s — kg — 2,5 — 1)—subspace of DI for every [t| < 1,¢ € C. Note every
(r—1,s—1)—subspace of D], is equivalent to some A(t) VD] , under the action of
SU(r,s). And the boundary point p we fixed at the beginning can be a generic point
on 0D, ;. It follows that a generic (r—1, s—1)—subspace of D/ ,, and by continuity,
!, is mapped to a (s — ko — 2,5 — 1)—subspace
of D! ,(The readers are referred to [Ng2] for more details of the above arguments).
This is, however, a contradiction with Lemma 3.6.

every (r — 1, s — 1)—subspace of D

Lemma 3.6. Let r,s and f : D,{s — Dés be as in Proposition 3.2 and ko be
as above. Let X,_15 be a (r —1,s)—subspace of D] such that f(X,_1s) lies in

a unique (s — ko — 1,s)—subspace Ys_g,—1.s C Dis. Then f cannot map every
(r—1,s — 1)—subspace contained in X,_1 s into an (s — ko — 2, s)—subspace.

Proof of Lemma 3.6. The proof is essentially the same as that of Lemma 6.3 in
[Ch]. We omit the proof. ]

Hence we must have g := g;, maps 0D, ; \ I, to D, s for some 1 < jo < ko+1.
This finishes the proof of Claim 3.5. [ |

We continue to prove Proposition 3.2. Once we know ¢ is a rational map from
U C D, to Ds s and sends 0D, 5 \ I to 0D 5. It follows from Baouendi-Huang
[BH] (see Theorem 1.4 in [BH] or Theorem 4.5 in [Ng2|. Note this result indeed also
follows from the case (4) of our Theorem 1.1) that g extends to a linear embedding
of Pr*=1 into P2*~1. Then by the same argument as in [Ng2| (see page 322 in
[Ng2]), f is standard. This proves Proposition 3.2. |

The proof of Corollary 3.3 is similar to that of Corollary 1.2 in [T2].

Proof of Corollary 3.3. Suppose there exists a proper holomorphic mapping f from
D! ., to DI, Fix any (r,s)—subspace X,, ~ D[, of D ;. Then f[x,, :
D,{ys — Dgys is a proper and by Proposition 3.2, f|x,  is standard. This implies

f: D,{s 11 D; s maps every minimal disc (see [T2] for the definition) to a minimal
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disc. By [Ts] (see Proposition 2.2 in [T2]), f is standard. In particular, f induces
a standard embedding from B*+! C D,{s 41 to Dis. This is impossible and thus

gives a contradiction.
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