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Abstract. Inspired by the construction of the Cuntz semigroup for a C∗-algebra,
we introduce the matrix Malcolmson semigroup and the finitely presented module
Malcolmson semigroup for a unital ring. These two semigroups are shown to have
isomorphic Grothendieck group in general and be isomorphic for von Neumann
regular rings. For unital C∗-algebras, it is shown that the matrix Malcolmson
semigroup has a natural surjective order-preserving homomorphism to the Cuntz
semigroup, every dimension function is a Sylvester matrix rank function, and there
exist Sylvester matrix rank functions which are not dimension functions.
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1. Introduction

The Cuntz semigroup and dimension function for C∗-algebras were introduced by
Cuntz [14] as means to study simple C∗-algebras. For unital C∗-algebras A, the
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Cuntz semigroup WC(A) is a partially ordered abelian monoid with a fixed order-
unit and the dimension functions are suitable R≥0-valued functions defined on the
space M(A) of rectangular matrices over A and can be identified with the states
of the Cuntz semigroup, i.e. semigroup homomorphisms WC(A) → R≥0 preserving
the order and order-unit. Toms used the Cuntz semigroup to distinguish two simple
separable nuclear unital C∗-algebras with the same Elliott invariants [38]. Ever since
then the Cuntz semigroup has played a vital role in the Elliott classification program
[2, 7, 11, 13, 37, 40].

The Sylvester rank functions for unital rings were introduced by Malcolmson
[33]. It can be defined equivalently at several levels: at the matrix level as suitable
R≥0-valued functions on the space M(R) of rectangular matrices over R [33], at
the module level as suitable R≥0-valued functions on the class Mfp(R) of finitely
presented left R-modules [33], at the homomorphism level as suitable R≥0-valued
functions on the class of homomorphisms between finitely generated projective left
R-modules [36], and at the pair of modules level as suitable R≥0 ∪ {+∞}-valued
functions on the space of pairs of left R-modules M1 ⊆ M2 [30].
The Sylvester rank functions have various applications in ring theory and L2-

invariants theory. The classical result of Cohn on epimorphisms from R to divi-
sion rings [12] can be stated as that there is a natural 1-1 correspondence between
Z≥0-valued Sylvester rank functions on R and isomorphism classes of such homo-
morphisms [33]. Schofield further showed that for algebras R over a field, there
is a natural 1-1 correspondence between 1

n
Z≥0-valued Sylvester rank functions on

R for some n ∈ N and equivalence classes of homomorphisms from R to simple
Artinian rings [36, Theorem 7.12], where two such homomorphisms ϕ1 : R → S1

and ϕ2 : R → S2 are called equivalent if there are a simple Artinian ring S and
homomorphisms ψi : Si → S for i = 1, 2 with ψ1 ◦ ϕ1 = ψ2 ◦ ϕ2. Ara, O’Meara,
and Perera used Sylvester rank functions to establish Kaplansky’s direct-finiteness
conjecture for free-by-amenable groups [6], which was later extended by Elek and
Szabó to all sofic groups [17]. Sylvester rank functions also played a vital role in the

recent work of Jaikin-Zapirain and López-Álvarez on the Atiyah conjecture and the
Lück approximation conjecture [24, 25]. See also [3–5, 15, 16, 23, 26, 27, 39].

For a unital C∗-algebra A, the most important dimension functions and Sylvester
matrix rank functions are induced from tracial states. In fact, when A is exact, all
lower semicontinuous dimension functions of A are induced from tracial states of
A [9, 22]. In this work we give a systematic study of the relation between dimen-
sion functions and Sylvester matrix rank functions for A. It turns out that every
dimension function is a Sylvester matrix rank function (see Proposition 5.2), while
not every Sylvester matrix rank function is a dimension function (Examples 5.4 and
5.5). On the other hand, certain nice properties of the dimension functions still hold
for all Sylvester matrix rank functions (Proposition 5.7). From any Sylvester matrix
rank function for A, one can construct a lower semicontinuous dimension function
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(Proposition 5.12). In particular, if A is exact and has a Sylvester rank function,
then A has a tracial state (Corollary 5.13).

The analogy between dimension functions and Sylvester matrix rank functions
motivates us to introduce an algebraic counterpart of the Cuntz semigroup, called the
matrix Malcolmson semigroup and denoted by WM(R), for any unital ring R. This
is also a partially ordered abelian monoid with a fixed order-unit. For a unital C∗-
algebra A, there is a natural surjective order-preserving homomorphism WM(A) →
WC(A) (Proposition 5.2), which may fail to be injective (Remark 5.3).

As the Sylvester rank functions can be defined at both the matrix and the module
levels, we also introduce a finitely presented module version of WM(R), denoted by
VM(R), for any unital ring R. The Grothendieck groups of WM(R) and VM(R) are
naturally isomorphic (Theorem 6.2). When R is von Neumann regular, WM(R) and
VM(R) are the same (Theorem 6.7).
We take one step further to introduce a finitely generated module version of

VM(R), denote by UM(R). It is somehow surprising that the partial order on UM(R)
extends that on VM(R) (Theorem 7.3).
A fundamental result in the theory of partially ordered abelian groups is the

Goodearl-Handelman theorem [19, 21] describing the range of an element under
states extending a given state of a subgroup. In applications to the study of par-
tially ordered abelian semigroups such as WC(A) and WM(R), one needs to pass
to the Grothendieck group to apply the Goodearl-Handelman theorem. Recently
Antoine, Perera, and Thiel give a nice version of the Goodearl-Handelman theorem
for positively ordered monoids [1]. In an appendix we give a version in the set-
ting of partially ordered abelian semigroups (Theorem A.2), unifying the theorems
of Goodearl-Handelman and Antoine-Perera-Thiel. This enables us to show that
a certain bound for the range of dimension function given by Cuntz in [14] is in
fact precisely the range (Remark A.4) and to construct some interesting Sylvester
rank functions in Theorem 4.5 and Examples 5.4. Though these applications can be
obtained using the Antoine-Perera-Thiel result for positively ordered monoids, the
extension to partially ordered abelian semigroups is of some interest itself.

This paper is organized as follows. We collect some basic facts about Grothendieck
groups, partially ordered abelian semigroups, Cuntz semigroups, and Sylvester rank
functions in Section 2. In Section 3 we introduce WM(R) and calculate it for left
Artinian unital local rings whose maximal ideal is generated by a central element.
Some interesting Sylvester rank functions are constructed in Section 4. We compare
WC(A) and dimension functions with WM(A) and Sylvester matrix rank functions
for a unital C∗-algebra A in Section 5. In Section 6 we introduce VM(R) and study
its relation with WM(R). In Section 7 we introduce UM(R) and show that VM(R)
embeds into UM(R). The extension of the Goodearl-Handelman theorem and the
Antoine-Perera-Thiel theorem to partially ordered abelian semigroups is given in
Appendix A.
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2. Preliminaries

In this section we recall some basic definitions and facts about Grothendieck
groups, partially ordered abelian semigroups, Cuntz semigroups, and Sylvester rank
functions. Throughout this article, all unital rings are assumed to be nonzero.

2.1. Grothendieck groups, partially ordered abelian semigroups, and states.

Let W be an abelian semigroup. Denote by G(W) the Grothendieck group of W.
Then there is a canonical semigroup homomorphism W → G(W). For each a ∈ W
denote by [a] the image of a in G(W). Then the elements of G(W) are all of the form
[a]− [b] for a, b ∈ W, and [a] = [b] exactly when a+ c = b+ c for some c ∈ W.
Now assume further that (W,�) is a partially ordered abelian semigroup in the

sense that W is an abelian semigroup, and � is a partial order on W such that
a + c � b + c whenever a � b and c ∈ W. Denote by G(W)+ the set of elements of
G(W) of the form [a]− [b] such that b+ c � a+ c for some c ∈ W.
Lemmas 2.1 and 2.2 below are well known. We include a proof for convenience of

the reader.

Lemma 2.1. Let a, b ∈ W. Then [a]− [b] ∈ G(W)+ if and only if b+ c � a+ c for
some c ∈ W.

Proof. The “if” part follows from the definition of G(W)+.
Assume that [a]− [b] ∈ G(W)+. Then [a]− [b] = [c]− [d] for some c, d ∈ W such

that d+ u � c+ u for some u ∈ W. Since

[a+ d] = [a] + [d] = [b] + [c] = [b+ c],

we have a+ d+ v = b+ c+ v for some v ∈ W. Then

b+ (c+ v + u) = a+ d+ v + u � a+ (c+ v + u).

This proves the “only if” part. �

For a partially ordered abelian semigroup (W,�), we say v ∈ W is an order-unit
if for any a ∈ W there is some n ∈ N such that a � a+v, a � nv, and v � a+nv [10,
Definition 2.1]. For a partially ordered abelian semigroup (W,�) with order-unit v,
we denote it by (W,�, v).
For a partially ordered abelian group (G,�), set G+ = {a ∈ G : 0 � a}, where 0 is

the identity element of G. Then G+ is a subsemigroup of G and G+ ∩ (−G+) = {0}.
Conversely, given any abelian group G and any subsemigroup G+ of G satisfying
G+ ∩ (−G+) = {0}, we have the partial order � on G defined by a � b if b− a ∈ G+.
Thus we also write (G,G+) for a partially ordered abelian group.
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For any partially ordered abelian group (G,G+), note that u ∈ G is an order-unit
exactly if u ∈ G+ and for any a ∈ G one has a � nu for some n ∈ N. In such case
G 6= {0} if and only if u 6= 0, where 0 is the identity element of G.

Lemma 2.2. Let (W,�) be a partially ordered abelian semigroup with order-unit v.
Then (G(W),G(W)+) is a partially ordered abelian group with order-unit [v].

Proof. Let [a] − [b], [c] − [d] ∈ G(W)+. Then b + x � a + x and d + y � c + y for
some x, y ∈ W. Thus

([a]− [b]) + ([c]− [d]) = [a+ c]− [b+ d]

with

b+ d+ (x+ y) � a+ c+ (x+ y),

and hence ([a] − [b]) + ([c] − [d]) ∈ G(W)+. Therefore G(W)+ is a subsemigroup of
G(W).
We have 0 = [a]− [a] ∈ G(W)+ ∩ (−G(W)+) for any a ∈ W.
Let [a] − [b] ∈ G(W)+ ∩ (−G(W)+). By Lemma 2.1 we have b + c � a + c and

a+d � b+d for some c, d ∈ W. Then b+c+d � a+c+d and a+c+d � b+c+d. Thus
b+c+d = a+c+d. Therefore [a]−[b] = 0. This shows that G(W)∩(−G(W)+) = {0}.
We conclude that (G(W),G(W)+) is a partially ordered abelian group.
Note that [v] = [v + a] − [a] ∈ G(W)+ for any a ∈ W. Let [a] − [b] ∈ G(W)+.

Then there are some n,m ∈ N such that v � b + nv and a � mv. It follows that
a � mv � b + (n +m − 1)v, whence [a] − [b] � (n +m − 1)[v]. Therefore [v] is an
order-unit of (G(W),G(W)+). �

For a partially ordered abelian semigroup (W,�, v), a state of (W,�, v) is a
semigroup homomorphism ϕ : W → R such that ϕ(v) = 1 and ϕ(a) ≤ ϕ(b) whenever
a � b [10, Definition 2.1]. Clearly there is a natural one-to-one correspondence
between states of (W,�, v) and states of (G(W),G(W)+, [v]).
The following is the fundamental result of Goodearl and Handelman on extensions

of states of partially ordered abelian groups with order-unit [21, Lemma 3.1 and
Theorem 3.2] [19, Lemma 4.1 and Proposition 4.2].

Theorem 2.3. Let (G,G+, u) be a partially ordered abelian group with order-unit.
Let H be a subgroup of G containing u, and let ϕ be a state of (H,H ∩ G+, u). Let
a ∈ G. Set

p = sup{ϕ(b)/m | b ∈ H,m ∈ N, b � ma},

and

q = inf{ϕ(b)/m | b ∈ H,m ∈ N, b � ma}.

Then −∞ < p ≤ q <∞, and

[p, q] = {ψ(a) | ψ is a state of (G,G+, u) extending ϕ}.

In particular, every state of (H,H ∩ G+, u) extends to a state of (G,G+, u).



6 TSZ FUN HUNG AND HANFENG LI

A partially ordered abelian semigroup (W,�) is called a positively ordered monoid
if W has an identity element 0 and 0 � a for all a ∈ W [1, page 172].

The following nice result on extension of states for positively ordered monoid is a
special case of [1, Lemma 5.2.3], which applies more generally for positively ordered
monoids not necessarily with order-units.

Lemma 2.4. Let (W,�, v) be a positively ordered monoid with order-unit. Let W1

be a submonoid of W containing v, and let ϕ be a state of (W1,�, v). Let a ∈ W.
Set

p = sup{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma},

and
q = inf{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma}.

Then 0 ≤ p ≤ q <∞ and

[p, q] = {ψ(a) | ψ is a state of (W1 + Z≥0a,�, v) extending ϕ}.

The following analogue of Theorem 2.3 for positively ordered monoids with order-
unit, due to Antoine, Perera, and Thiel, is a direct consequence of Lemma 2.4 and
Zorn’s lemma. The last sentence was proven earlier by Fuchssteiner [18, Theorem
1] and Blackadar and Rørdam [10, Corollary 2.7].

Theorem 2.5. Let (W,�, v) be a positively ordered monoid with order-unit. Let W1

be a submonoid of W containing v, and let ϕ be a state of (W1,�, v). Let a ∈ W.
Set

p = sup{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma},

and
q = inf{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma}.

Then 0 ≤ p ≤ q <∞, and

[p, q] = {ψ(a) | ψ is a state of (W,�, v) extending ϕ}.

In particular, every state of (W1,�, v) extends to a state of (W,�, v).

2.2. Cuntz semigroup and dimension function. We refer the reader to [7, 9, 14]
for detail on Cuntz semigroup and dimension function.

Let A be a C∗-algebra. Denote byM(A) the space of all rectangular matrices over
A. For A,B ∈ M(A), we say A is Cuntz subequivalent to B, written as A �C B,
if there are sequences {Cn}n∈N and {Dn}n∈N in M(A) such that CnBDn → A
in norm as n → ∞. This is a reflexive and transitive relation on M(A), and if
A �C B and C �C D, then diag(A,C) �C diag(B,D). If A �C B and B �C A,
we say that A and B are Cuntz equivalent and write A ∼C B. Then ∼C is an
equivalence relation on M(A), diag(A,B) ∼C diag(B,A) for all A,B ∈ M(A), and
if A ∼C B and C ∼C D, then diag(A,C) ∼C diag(B,D). The Cuntz semigroup of A
is WC(A) :=M(A)/ ∼C. For each A ∈M(A), denote by 〈A〉C the equivalence class
of A in WC(A). For any 〈A〉C, 〈B〉C ∈ WC(A), 〈A〉C + 〈B〉C := 〈diag(A,B)〉C does
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not depend on the choice of the representatives A and B. Thus WC(A) is an abelian
monoid with identity 〈0〉C and partial order given by 〈A〉C �C 〈B〉C if A �C B.

Proposition 2.6. The following hold:

(1) A ∼C |A| ∼C A
∗ for every A ∈M(A).

(2) A ∼C A
θ for any A ∈M(A)≥0 and θ > 0.

(3) B �C A for any B,A ∈M(A) with 0 ≤ B ≤ A.
(4) If A is the C∗-algebra C(X) of continuous C-valued functions on some

compact Hausdorff space X, then for any f, g ∈ A, one has f �C g iff
supp(f) ⊆ supp(g), where supp(f) = {x ∈ X : f(x) 6= 0} is the open
support of f .

As indicated by Proposition 2.6.(1), WC(A) can be defined equivalently using only
positive matrices over A, which is how WC(A) is defined in most literature. Though
we won’t use it in this work, let us point out that another semigroup Cu(A) =
WC(K ⊗ A), where K ⊗ A is the stablization of A, was introduced in [13] and is
heavily studied.

Now assume that A is unital. Then 〈1〉C is an order-unit of the partially ordered
abelian semigroup (WC(A),�C). A dimension function for A is a function ϕ :
M(A) → R≥0 satisfying that ϕ(A) ≤ ϕ(B) whenever A �C B, ϕ(1) = 1, and
ϕ(diag(A,B)) = ϕ(A)+ϕ(B). Clearly there is a natural one-to-one correspondence
between dimension functions ϕ of A and states ψ of (WC(A),�C, 〈1〉C): every ϕ is
of the form ψ ◦ π for a unique ψ, where π is the quotient map M(A) → WC(A).

2.3. Sylvester rank function. For general references on Sylvester matrix and
module rank functions see [23, 33, 36]. Let R be a unital ring. Denote by M(R) the
set of all rectangular matrices over R.

Definition 2.7. A Sylvester matrix rank function for R is a function rk :M(R) →
R≥0 satisfying the following conditions:

(1) rk(0) = 0 and rk(1) = 1.
(2) rk(AB) ≤ min(rk(A), rk(B)).

(3) rk(

ï
A

B

ò
) = rk(A) + rk(B).

(4) rk(

ï
A C

B

ò
) ≥ rk(A) + rk(B).

We shall denote by P(R) the set of all Sylvester matrix rank functions for R. It
is naturally a compact convex space under the topology of pointwise convergence.
When R is a division ring, it has a unique Sylvester matrix rank function, i.e. rk(A)
is the dimension of the row space or column space of A over R.

Denote by Mfp(R) the class of finitely presented left R-modules.

Definition 2.8. A Sylvester module rank function forR is a function dim : Mfp(R) →
R≥0 satisfying the following conditions:
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(1) dim(0) = 0 and dim(R) = 1.
(2) dim(M1 ⊕M2) = dim(M1) + dim(M2).
(3) For any exact sequence M1 → M2 → M3 → 0, one has

dim(M3) ≤ dim(M2) ≤ dim(M1) + dim(M3).

From (3) it is clear that dim is an isomorphism invariant. The following is [33,
Theorem 4].

Theorem 2.9. There is a natural one-to-one correspondence between Sylvester ma-
trix rank functions and Sylvester module rank functions for R as follows:

(1) Given a Sylvester matrix rank function rk for R, for any M ∈ Mfp(R) take
some A ∈ Mn,m(R) such that M ∼= Rm/RnA, and define dim(M) = m −
rk(A). Then dim is a Sylvester module rank function for R.

(2) Given a Sylvester module rank function dim for R, for any A ∈ Mn,m(R),
define rk(A) = m − dim(Rm/RnA). Then rk is a Sylvester matrix rank
function for R.

A unital ring R is von Neumann regular [29, page 61] [20, page 1] if for any a ∈ R
one has aba = a for some b ∈ R.

Definition 2.10. A Sylvester matrix rank function rk for R is regular if there are
a unital ring homomorphism ϕ from R to some von Neumann regular ring S and a
rkS ∈ P(S) such that rk(A) = rkS(ϕ(A)) for all A ∈M(R).

We shall denote by Preg(R) the set of all regular Sylvester matrix rank functions
for R. This is a closed convex subset of P(R) [24, Proposition 5.9].

3. Matrix Malcolmson semigroup

Throughout this section let R be a unital ring. The following is inspired by the
construction of the Cuntz semigroup.

Definition 3.1. For A,B ∈ M(R), we write A . B if either A = CBD for some

C,D ∈ M(R) or B =

ï
C E

D

ò
and A =

ï
C

D

ò
for some C,D,E ∈ M(R). We

say A is Malcolmson subequivalent to B, written as A �M B, if there are n ∈ N and
A1, . . . , An ∈ M(R) such that A = A1 . A2 . · · · . An = B. This is a reflexive
and transitive relation on M(R). If A �M B and B �M A, we say that A and B are
Malcolmson equivalent and write A ∼M B. Then ∼M is an equivalence relation on
M(R). We define the matrix Malcolmson semigroup of R as WM(R) :=M(R)/ ∼M.
For each A ∈M(R), denote by 〈A〉M the equivalence class of A in WM(R).

Note that if A �M B and C �M D, then diag(A,C) �M diag(B,D). Also note
that diag(A,B) ∼M diag(B,A) for all A,B ∈ M(R), and if A ∼M B and C ∼M D,
then diag(A,C) ∼M diag(B,D). For any 〈A〉M, 〈B〉M ∈ WM(R), 〈A〉M + 〈B〉M :=
〈diag(A,B)〉M does not depend on the choice of the representatives A and B. Thus
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WM(R) is an abelian monoid with identity 〈0〉M and partial order given by 〈A〉M �M

〈B〉M if A �M B. The element 〈1〉M is an order-unit of (WM(R),�M).
Denote by π the quotient map M(R) → WM(R). Clearly the Sylvester matrix

rank functions of R are exactly ϕ ◦ π for states ϕ of the partially ordered abelian
semigroup with order-unit (WM(R),�M, 〈1〉M). From Corollary A.3 we obtain the
following.

Proposition 3.2. R has a Sylvester rank function if and only if In+1 6�M In for all
n ∈ N.

Recall that R is said to satisfy the rank condition if for any n ∈ N the free left
R-module Rn is not generated by n− 1 elements [28, Definition 1.20].

Proposition 3.3. If R has a Sylvester rank function, then R satisfies the rank
condition.

Proof. Suppose that R does not satisfy the rank condition. Then there are n < m
in N and A ∈ Mm,n(R), B ∈ Mn,m(R) such that AB = Im [28, Proposition 1.24]. If
R has a Sylvester matrix rank function rk, then

m = rk(Im) = rk(AB) = rk(AInB) ≤ rk(In) = n,

which is impossible. �

It will be interesting to know whether the rank condition characterises the exis-
tence of Sylvester rank functions.

Question 3.4. If R satisfies the rank condition, then must R have a Sylvester rank
function?

Question 3.4 has an affirmative answer for von Neumann regular rings [20, Theo-
rem 18.3]. Recall that a unital ring R is said to be stably finite if for any n ∈ N and
A,B ∈ Mn(R) with AB = In, one has BA = In. It is a result of Malcolmson that
R satisfies the rank condition if and only if R has a stably finite quotient ring [28,
Theorem 1.26] [32]. Thus Question 3.4 is equivalent to the following question.

Question 3.5. If R is stably finite, then must R have a Sylvester rank function?

We remark that a result of Cuntz [14, Corollary 4.5] says that stably finite unital
C∗-algebras have dimension functions. In view of Proposition 5.2 below this implies
an affirmative answer of Question 3.5 for unital C∗-algebras.

As an example, we compute the matrix Malcolmson semigroup for left Artinian
local rings whose maximal ideal is generated by a central element. For this we need
the following lemma.

Lemma 3.6. Let A ∈ Mn(R). Let 0 ≤ k ≤ j and 0 < m be integers. Then
diag(Aj, Ak+m) �M diag(Ak, Aj+m), where we set A0 = In.
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Proof. For any B,C,D ∈ Ml(R) with B,D invertible, one has BCD ∼M C. Thus
using elementary row and column operations we haveï

Ak

Aj+m

ò
∼M

ï
In
Am In

ò
·

ï
Ak

Aj+m

ò
·

ï
In Aj−k

−In

ò
·

ï
In

In

ò

=

ï
In
Am In

ò
·

ï
Ak Aj

−Aj+m

ò
·

ï
In

In

ò

=

ï
Aj Ak

Ak+m

ò
.

From the second case in the definition of . one also hasï
Aj Ak

Ak+m

ò
&

ï
Aj

Ak+m

ò
.

Now the assertion follows. �

Recall that a unital ring R is local if the set of non-invertible elements of R is
an ideal [29, Section 19]. In such case, this ideal is equal to the Jacobson radical
rad(R) of R. Also recall that if a unital ring R is left Artinian, i.e. there is no
infinite strictly descending chain of left ideals J1 ) J2 ) · · · [29, page 19], then
rad(R) is nilpotent [29, Theorem 4.12], i.e. (rad(R))n = 0 for some n ∈ N.
Let R be a left Artinian local ring such that rad(R) is generated by some central

element c. Let n be the smallest positive integer such that cn = 0. Examples include
R = D[x]/xnD[x], where D is a division ring and D[x] is the polynomial ring over D,
and R = Z/pnZ, where p is a prime number.

By [26, Corollary 2.4] for each 1 ≤ k ≤ n there is a rkk ∈ P(R) satisfying

rkk(c
i) =

®
k−i
k

if 0 ≤ i < k

0 if k ≤ i ≤ n− 1.
(1)

It is further shown in [26, Corollary 2.4] that rk1, . . . , rkn are exactly the extreme
points of the convex set P(R), which we shall need later in Example 4.2. Below we
shall identify rk ∈ P(R) with the corresponding state of (WM(R),�M, 〈1〉M).

Proposition 3.7. Let R be a left Artinian unital local ring such that rad(R) is
generated by a central element c. Let n be the smallest positive integer such that cn =
0. Then WM(R) is the free abelian monoid generated by 〈ci〉M for i = 0, 1, . . . , n −
1, i.e. WM(R) =

⊕
0≤i≤n−1 Z≥0〈c

i〉M. Furthermore, for any a, b ∈ WM(R), the
following are equivalent:

(1) a �M b;
(2) rk(a) ≤ rk(b) for all rk ∈ P(R);
(3) rkk(a) ≤ rkk(b) for all k = 1, . . . , n.

Proof. Note that every nonzero element of R is of the form xci for some invertible
x ∈ R and 0 ≤ i ≤ n − 1. We claim that for any A ∈ Mm(R), there are some
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invertible B,C ∈ Mm(R) such that BAC = diag(ci1 , . . . , cil , 0, . . . , 0) for some 0 ≤
l ≤ m and 0 ≤ i1, . . . , il ≤ n− 1. We argue by induction on m. The case m = 1 is
obvious. Assume that the claim holds for matrices in Mm−1(R). Let A ∈ Mm(R).
The claim is trivial if A is the zero matrix. Thus we may assume that A is nonzero.
Writing each nonzero entry of A as xci for some invertible x ∈ R and 0 ≤ i ≤ n− 1,
we can find one nonzero entry of A with the smallest exponent i. Via exchanging
some rows and columns of A, which be can achieved via replacing A by BAC for
some invertible B,C ∈ Mm(R), we may assume that this entry is at the upper-left
corner of A. Via elementary row and column operations, which can be achieved
again via replacing A by BAC for some invertible B,C ∈ Mm(R), we may use
this entry to eliminate all other entries in the first row and column of A so that
A becomes diag(xci, A′) for some invertible x ∈ R, some 0 ≤ i ≤ n − 1, and some
A′ ∈Mm−1(R). By induction hypothesis we have B′A′C ′ = diag(ci1 , . . . , cil , 0, . . . , 0)
for some invertible B′, C ′ ∈ Mm−1(R), some 0 ≤ l ≤ m − 1 and 0 ≤ i1, . . . , il ≤
n − 1. Then B = diag(x−1, B′) and C = diag(1, C ′) are invertible in Mm(R), and
BAC = diag(ci, ci1 , . . . , cil , 0, . . . , 0). This finishes the induction step and proves our
claim.

From the above claim it follows that WM(R) is generated by 〈ci〉M for i =
0, 1, . . . , n− 1.

For each a ∈ WM(R), write a as
∑n−1

i=0 ai〈c
i〉M with a0, . . . , an−1 ∈ Z≥0. If a = b,

then
k−1∑

i=0

(k − i)ai = k · rkk(a) = k · rkk(b) =
k−1∑

i=0

(k − i)bi

for every 1 ≤ k ≤ n, from which it follows that ai = bi for all 0 ≤ i ≤ n − 1. Thus
WM(R) is the free abelian monoid generated by 〈ci〉M for i = 0, 1, . . . , n − 1. For
each a ∈ WM(R), denote by supp(a) the set of 0 ≤ i ≤ n − 1 with ai 6= 0, and set
‖a‖1 =

∑n−1
i=0 ai.

(1)⇒(2)⇒(3) are trivial. To prove (3)⇒(1), let a, b ∈ WM(R) such that rkk(a) ≤
rkk(b) for all k = 1, . . . , n. We shall show a �M b by induction on ‖a‖1. The case
‖a‖1 = 0 is trivial. Assume that the claim holds when ‖a‖1 = l. Consider the case
‖a‖1 = l + 1.
If there is some i ∈ supp(a) ∩ supp(b), then a − 〈ci〉M, b − 〈ci〉M ∈ WM(R),

rkk(a− 〈ci〉M) ≤ rkk(b− 〈ci〉M) for all 1 ≤ k ≤ n, and ‖a− 〈ci〉M‖1 = l, thus by the
induction hypothesis we have a− 〈ci〉M �M b− 〈ci〉M, whence a �M b. Therefore we
may assume that supp(a) ∩ supp(b) = ∅.
Put ia = min(supp(a)) and ib = min(supp(b)). If ia < ib, then rkia+1(a) > 0 =

rkia+1(b), which is impossible. Thus ia > ib. Denote by j1 the largest element of
supp(b) smaller than ia. If j1 6= max(supp(b)), let j2 be the smallest element in
supp(b) greater than j1. Otherwise, put j2 = n. Then ib ≤ j1 < ia < j2. By
Lemma 3.6 we have

〈cj1〉M + 〈cj2〉M �M 〈cj1+1〉M + 〈cj2−1〉M.
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Put
b(1) = b− 〈cj1〉M − 〈cj2〉M + 〈cj1+1〉M + 〈cj2−1〉M ∈ WM(R).

Then b(1) �M b.
We claim that rkk(a) ≤ rkk(b

(1)) for all 1 ≤ k ≤ n. Assume that rkk(a) > rkk(b
(1))

for some 1 ≤ k ≤ n instead. Then rkk(b) ≥ rkk(a) > rkk(b
(1)), whence j1 < k < j2.

Note that k·rkk(b), k·rkk(a), k·rkk(b
(1)) are all integers, and k·rkk(b) = k·rkk(b

(1))+1.
Thus

k · rkk(b) = k · rkk(a) = k · rkk(b
(1)) + 1.

We have

k · rkk(b) =
∑

i∈supp(b),i<k

(k − i)bi ≥ (k − j1)
∑

i∈supp(b),i<k

bi > 0,

and
k · rkk(a) =

∑

i∈supp(a),i<k

(k − i)ai ≤ (k − ia)
∑

i∈supp(a),i<k

ai.

Since k − ia < k − j1, we obtain 0 < k − ia and
∑

i∈supp(b),i<k

bi <
∑

i∈supp(a),i<k

ai.

Note that

(k + 1) · rkk+1(b) = k · rkk(b) +
∑

i∈supp(b),i≤k

bi = k · rkk(b) +
∑

i∈supp(b),i<k

bi,

whence

(k + 1) · rkk+1(a) = k · rkk(a) +
∑

i∈supp(a),i≤k

ai ≥ k · rkk(a) +
∑

i∈supp(a),i<k

ai

> k · rkk(b) +
∑

i∈supp(b),i<k

bi = (k + 1) · rkk+1(b),

which is impossible. This proves our claim.
Iterating the above construction, we find b(1), . . . , b(m) in WM(R) such that b �M

b(1) �M · · · �M b(m), and rkk(a) ≤ rkk(b
(m)) for all 1 ≤ k ≤ n, and supp(a) ∩

supp(b(m)) 6= ∅. As at the beginning of the induction step, we conclude b(m) �M a.
Therefore b �M a. This finishes the induction step and proves (3)⇒(1). �

4. Sylvester rank functions for commutative rings

In this section we use the matrix Malcolmson semigroup to construct some in-
teresting Sylvester matrix rank functions for commutative rings in Theorem 4.5.
Throughout this section, R will be a unital commutative ring.
For a unital ring R, recall that a ∈ R is nilpotent if an = 0 for some n ∈ N.

Proposition 4.1. The following hold:
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(1) Preg(R) 6= ∅.
(2) If a ∈ R is invertible, then

{rk(a) : rk ∈ Preg(R)} = {rk(a) : rk ∈ P(R)} = {1}.

(3) If a ∈ R is neither invertible nor nilpotent, then

{rk(a) : rk ∈ Preg(R)} = [0, 1].

(4) If a ∈ R with am = 0 for some m ∈ N, then

{0} ⊆ {rk(a) : rk ∈ Preg(R)} ⊆ {rk(a) : rk ∈ P(R)} ⊆ [0, (m− 1)/m].

Proof. (1). By Zorn’s lemma R has a maximal ideal J. Then R/J is a field, and
hence R/J has a unique Sylvester matrix rank function. It pulls back to a regular
Sylvester matrix rank function for R.
(2) follows from (1).
(3). Let a ∈ R such that a is not invertible. Then by Zorn’s lemma a is contained

in some maximal ideal J of R. As in the proof of (1), R has a unique regular Sylvester
matrix rank function vanishing on J. Thus 0 ∈ {rk(a) : rk ∈ Preg(R)}.
Let a ∈ R such that a is not nilpotent. By Zorn’s lemma R has an ideal J being

maximal among the ideals which do not intersect with {an : a ∈ N}. It is easily
checked that J is a prime ideal of R. Then the fraction field of R/J has a unique
Sylvester matrix rank function. It pulls back to a regular Sylvester matrix rank
function rk for R. Clearly rk(a) = 1. Thus 1 ∈ {rk(a) : rk ∈ Preg(R)}.
The assertion follows from the above two paragraphs and the fact that Preg(R) is

a convex set.
(4). Since a is not invertible, the proof of (3) shows that {0} ⊆ {rk(a) : rk ∈

Preg(R)}.
When m = 1 one has a = 0, whence rk(a) = 0 for every rk ∈ P(R). Thus we may

assume that m ≥ 2. From Lemma 3.6 we have 〈aj〉M + 〈a〉M �M 〈1〉M + 〈aj+1〉M for
every j ∈ Z≥0. Then

m〈a〉M �M 〈1〉M + 〈a2〉M + (m− 2)〈a〉M

�M 2〈1〉M + 〈a3〉M + (m− 3)〈a〉M

�M · · · �M (m− 1)〈1〉M + 〈am〉M = (m− 1)〈1〉M.

Thus for every rk ∈ P(R) one has m · rk(a) ≤ m− 1. �

Example 4.2. Let R = K[x]/xnK[x] for some field K and some even integer n > 6.
Put c = x + xnK[x] ∈ R and a = c

n

2
−1 ∈ R. Then a3 = 0 and a2 6= 0. By [26,

Corollary 2.4] the extreme points of P(R) are rk1, rk2, . . . , rkn satisfying (1). Thus

max
rk∈P(R)

rk(a) = max
1≤k≤n

rkk(a) = rkn(a) =
n+ 2

2n
<

2

3
.

This shows that the inclusion {rk(a) : rk ∈ P(R)} ⊆ [0, (m − 1)/m] in Proposi-
tion 4.1.(4) may be proper even when m is the smallest j ∈ N with aj = 0.
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Recall that for any A ∈ Mm,n(R) and any integer 0 < k ≤ min(m,n), a k × k-
minor is the determinant of a k×k-submatrix of A. As a convention, for any integer
k > min(m,n), we say that 0 is the unique k × k-minor of A.

Lemma 4.3. Let A,B ∈ M(R) such that A �M B. Let J be an ideal of R and
k ∈ N such that every k× k-minor of B lies in J. Then every k× k-minor of A lies
in J.

Proof. It suffices to consider three cases: A = BC for some C ∈M(R), A = CB for

some C ∈M(R), and B =

ï
C E

D

ò
and A =

ï
C

D

ò
for some C,D,E ∈M(R).

Consider first the case A = BC for some C ∈ M(R). Say, B ∈ Mm,n(R) and
C ∈ Mn,l(R). We may assume that k ≤ min(m, l). Let A′ be a k × k-submatrix of
A. Then A′ = B′C ′ for some k × n-submatrix B′ of B and some n × k-submatrix
C ′ of C. Thus each column of A′ is a linear combination of columns of B′ with
coefficients being entries of C ′. It follows that det(A′) is a finite sum of elements
of the form ±c det(A′′) such that c is a product of entries in C ′ and A′′ ∈ Mk(R)
with each column of A′′ being a column of B′. If A′′ has two identical columns, then
det(A′′) = 0. Otherwise, A′′ is a k × k-submatrix of B with the columns permuted,
whence det(A′′) ∈ J. Therefore, det(A′) ∈ J.
The case A = CB for some C ∈ M(R) is handled similarly, via considering rows

instead of columns.

Finally consider the case B =

ï
C E

D

ò
and A =

ï
C

D

ò
for some C,D,E ∈

M(R). Again, we may assume that A has at least k rows and at least k columns.

Let A′ be a k × k-submatrix of A. Then A′ =

ï
C ′

D′

ò
for some submatrix C ′

of C and some submatrix D′ of D. Note that there is a submatrix E ′ of E such

that B′ =

ï
C ′ E ′

D′

ò
is a k × k-submatrix of B. If one of C ′ and D′ is not a square

matrix, then det(A′) = 0 ∈ J. Thus we may assume that both C ′ and D′ are square
matrices. Then det(A′) = det(C ′) det(D′) = det(B′) ∈ J. �

Lemma 4.4. Let a ∈ R, and letm,n, j, k, l ≥ 0. Assume that a2|n−k|+1 6∈ Ra2|n−k|+2.
Also assume that k〈1〉M + j〈a2〉M +m〈a〉M �M n〈1〉M + l〈a2〉M. Then m ≤ 2(n− k).

Proof. Denote by A an (k + j +m)× (k + j +m)-diagonal matrix with k diagonal
entries being 1, j diagonal entries being a2, and m diagonal entries being a. Also
denote by B an (n + l) × (n + l)-diagonal matrix with n diagonal entries being 1
and l diagonal entries being a2. Then A �M B.

Since a2|n−k|+1 6∈ Ra2|n−k|+2, we have 1 6∈ Ra.
We claim that n ≥ k. Assume that n < k instead. Note that every (n+1)×(n+1)-

minor of B lies in the ideal Ra. By Lemma 4.3 every (n+ 1)× (n + 1)-minor of A
lies in Ra. But clearly 1 is an (n + 1) × (n + 1)-minor of A, a contradiction. This
proves our claim.
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PutK = 2n−k+1. Note that everyK×K-minor of B lies in the ideal Ra2(n−k+1).
By Lemma 4.3 every K×K-minor of A lies in Ra2(n−k+1). Assume that m > 2n−2k
instead. Then m ≥ 2n − 2k + 1. Clearly a2n−2k+1 is a K × K-minor of A. This
contradicts our assumption that a2|n−k|+1 6∈ Ra2|n−k|+2. Therefore m ≤ 2n− 2k. �

Theorem 4.5. Let a ∈ R such that an 6∈ Ran+1 for all n ≥ 0, where we put a0 = 1.
Then

{rk(a) : rk ∈ P(R), rk(a2) = 0} = [0, 1/2].

Proof. Taking k = 0 and j = m = 1 in Lemma 3.6 we have diag(a, a) �M diag(1, a2),
whence 2rk(a) ≤ 1 + rk(a2) for every rk ∈ P(R). Therefore

{rk(a) : rk ∈ P(R), rk(a2) = 0} ⊆ [0, 1/2].

Since P(R) is a convex set, to show

{rk(a) : rk ∈ P(R), rk(a2) = 0} ⊇ [0, 1/2],

it suffices to show that there are rk, rk′ ∈ P(R) such that rk(a2) = rk′(a2) = 0, and
rk(a) = 1/2, rk′(a) = 0.
Since 1 6∈ Ra, the commutative quotient ring R/aR is nonzero, thus by Proposi-

tion 4.1.(1) R/aR has Sylvester matrix rank functions. Take any such rank function
and pull it back to R, we obtain an rk′ ∈ P(R) such that rk′(a2) = rk′(a) = 0.
Let W1 be the subsemigroup of WM(R) generated by 〈1〉M and 〈a2〉M. Let rk1 be

the restriction of rk′ to (W1,�M, 〈1〉M). Put

λ := inf{(rk1(b)− rk1(c))/m | b, c ∈ W1,m ∈ N, b �M c+m〈a〉M}.

By Lemma 4.4 we have λ ≥ 1/2. From the first paragraph of the proof we have λ ≤
1/2. Therefore λ = 1/2. By Theorem A.2 there is a state rk of (WM(R),�M, 〈1〉M)
extending rk1 such that rk(a) = λ = 1/2. �

Theorem 4.5 will be used later in Example 5.4.

Remark 4.6. It was shown in [31, Example 2.1.13] that the rank function rk ∈
P(Z/4Z) satisfying rk(2 + 4Z) = 1/2 is not regular. We don’t know whether Theo-
rem 4.5 still holds if we replace P(R) by Preg(R).

To end this section, we record the following two simple lemmas, which will be
used in Section 5.

Lemma 4.7. Let a, b ∈ R. Then 〈a〉M �M 〈b〉M if and only if a ∈ Rb.

Proof. Taking J = Rb and k = 1 in Lemma 4.3 we get the “only if” part. If a ∈ Rb,
say a = xb for some x ∈ R, then a . b, whence 〈a〉M �M 〈b〉M, yielding the “if”
part. �

Lemma 4.8. Let a, b ∈ R such that an 6∈ Rb for all n ∈ N. Then there is a
rk ∈ Preg(R) such that rk(a) = 1 and rk(b) = 0.



16 TSZ FUN HUNG AND HANFENG LI

Proof. Denote by π the quotient map R → R′ := R/Rb. The assumption says that
π(a) is not nilpotent. The proof of Proposition 4.1.(3) shows that there is some
rk′ ∈ Preg(R

′) such that rk′(π(a)) = 1. Then rk := rk′ ◦ π is in Preg(R). Clearly
rk(a) = 1 and rk(b) = 0. �

5. Malcolmson semigroups and Sylvester rank functions for

C∗-algebras

In this section we compare the matrix Malcolmson semigroup (resp. Sylvester
matrix rank functions) with the Cuntz semigroup (resp. dimension functions) of a
unital C∗-algebra. Throughout this section A will be a unital C∗-algebra.

Lemma 5.1. For any A,B ∈M(A), if A �M B, then A �C B.

Proof. It suffices to show that if A . B, then A �C B. In turn it suffices to show that

for any A ∈Mn,m(A), B ∈Mk,l(A) and C ∈Mn,l(A), one has

ï
A

B

ò
�C

ï
A C

B

ò
.

For any continuous C-valued function f on the spectrum spec(|A|) of |A|, we have
ï
|A|A∗

Ik

ò ï
A C

B

ò ï
Im −f(|A|)A∗C

Il

ò
=

ï
|A|3 (|A| − |A|3f(|A|))A∗C

B

ò
.

Take a sequence {fj}j∈N of continuous R-valued functions on spec(|A|) such that
maxx∈spec(|A|) |x− x3fj(x)| → 0 as j → ∞. Then

ï
|A|3 (|A| − |A|3fj(|A|))A

∗C
B

ò
→

ï
|A|3

B

ò

in norm as j → ∞. Thus
ï
A C

B

ò
�C

ï
|A|3

B

ò
∼C

ï
|A|

B

ò
∼C

ï
A

B

ò
,

where for the two equivalences we apply Proposition 2.6. �

From Lemma 5.1 we get the following.

Proposition 5.2. We have an order-preserving homomorphism of monoids WM(A) →
WC(A) sending 〈A〉M to 〈A〉C for A ∈ M(A). In particular, every dimension func-
tion for A is a Sylvester matrix rank function.

Remark 5.3. The homomorphism WM(A) → WC(A) in Proposition 5.2 may fail
to be injective, as the following examples indicate. For a compact Hausdorff space
X we denote by C(X) the C∗-algebra of all C-valued continuous functions on X.

(1) Let A = C([−1, 1]), and let f ∈ A be given by f(x) = x for all x ∈ [−1, 1].
Then f 6∈ |f |A and |f | 6∈ fA. From Lemma 4.7 we have f �M |f | and
|f | �M f , while f ∼C |f | by Proposition 2.6.
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(2) Let A = C([0, 1]), and let f ∈ A be given by f(x) = xei/x for 0 < x ≤ 1 and
f(0) = 0. Then f ∗ 6∈ fA and f 6∈ f ∗A. From Lemma 4.7 we have f �M f ∗

and f ∗ �M f , while f ∼C f
∗ by Proposition 2.6.

(3) Let A = C(X) for some connected compact Hausdorff space X with more
than one point. Take a nonnegative nonzero f ∈ C(X) such that f vanishes
at some point of X. Then f 6∈ f 2A. From Lemma 4.7 we have f �M f 2,
while f ∼C f

2 by Proposition 2.6.
(4) Let A = C([0, 1]), and let f, g ∈ A be given by f(x) = x for all x ∈ [0, 1] and

g(x) = x(2 + sin(1/x))/3 for all x ∈ (0, 1] and g(0) = 0. Then 0 ≤ g ≤ f .
Since g 6∈ fA, from Lemma 4.7 we have g �M f . Since supp(g) = supp(f),
we have g ∼C f by Proposition 2.6.

Next we show that there are Sylvester matrix rank functions which are not di-
mension functions, even in the case A is commutative.

Example 5.4. Let A = C([0, 1]) and let f ∈ A be the identity function given
by f(x) = x for all x ∈ [0, 1]. By Proposition 2.6.(2) we have f ∼C f 2. Note
that fn 6∈ Afn+1 for all n ≥ 0. By Theorem 4.5 there is a rk ∈ P(A) such that
rk(f) = 1/2 and rk(f 2) = 0. In particular, rk is not a dimension function. We don’t
know whether rk must be regular or irregular.

Example 5.5. Let A = C([0, 1]). Let f ∈ A be the identity function given by
f(x) = x for all x ∈ [0, 1], and let g ∈ A be given by g(x) = 1

log(2/x)
for all x ∈ (0, 1]

and g(0) = 0. Since supp(f) = supp(g) = (0, 1], by Proposition 2.6.(4) we have
f ∼C g. It is easily checked that gn 6∈ Af for all n ∈ N. By Lemma 4.8 there is
some rk ∈ Preg(A) such that rk(g) = 1 and rk(f) = 0. In particular, rk is not a
dimension function.

The following lemma can be proved in the same way as Lemma 3.6.

Lemma 5.6. Let A ∈M(A)≥0. Let 0 < δ ≤ η and 0 < θ. Then

diag(Aη, Aδ+θ) �M diag(Aδ, Aη+θ).

In particular,

rk(Aδ+θ)− rk(Aη+θ) ≤ rk(Aδ)− rk(Aη)

for all rk ∈ P(A).

Despite the examples constructed in Examples 5.4 and 5.5, the next result shows
certain properties of dimension functions do hold for all Sylvester matrix rank func-
tions.

Proposition 5.7. Let rk ∈ P(A). The following hold:

(1) For any A ∈ M(A)≥0, the function f : (0,+∞) → R sending θ to rk(Aθ) is
uniformly continuous.
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(2) rk(A) = rk(|A|) = rk(A∗) and rk(|A|θ) = rk(|A∗|θ) for all A ∈ M(A) and
θ > 0.

(3) rk(Bθ) ≤ rk(Aθ) for all 0 < θ ≤ 2 and B,A ∈M(A) with 0 ≤ B ≤ A.

Proof. (1). Since Aη �M Aδ for all 0 < δ ≤ η, f is decreasing. Say, A ∈ Mn(A).
Then rk(Aθ) ≤ n for all θ > 0. Put L = supθ>0 rk(A

θ) ≤ n. Then rk(Aθ) → L as
θ → 0.

Let ε > 0. Then there is some ζ > 0 such that L − ε < rk(Aδ) ≤ L for all
0 < δ < ζ. For any θ > 0 and 0 < δ < ζ, taking max(θ + δ − ζ, 0) < κ < θ, by
Lemma 5.6 we have

0 ≤ rk(Aθ)−rk(Aθ+δ) = rk(Aκ+(θ−κ))−rk(Aκ+(θ+δ−κ)) ≤ rk(Aθ−κ)−rk(Aθ+δ−κ) < ε.

Therefore f is uniformly continuous.
(2). Let A = S|A| be the polar decomposition of A. For any 0 < δ < 1, we have

|A|1+δ = (S|A|δ)∗S|A| �M A = (S|A|δ)|A|1−δ �M |A|1−δ.

Thus
rk(|A|1+δ) ≤ rk(A) ≤ rk(|A|1−δ).

Letting δ → 0, by part (1) we get

rk(|A|) ≤ rk(A) ≤ rk(|A|).

Thus rk(|A|) = rk(A).
For any 0 < δ < θ, we have

|A∗|θ = S|A|θS∗ = (S|A|δ/2)|A|θ−δ(|A|δ/2S∗) �M |A|θ−δ.

Thus rk(|A∗|θ) ≤ rk(|A|θ−δ). Letting δ → 0, by part (1) we get rk(|A∗|θ) ≤ rk(|A|θ).
Replacing A by A∗ we have rk(|A|θ) ≤ rk(|A∗|θ). Therefore rk(|A∗|θ) = rk(|A|θ). In
particular,

rk(A) = rk(|A|) = rk(|A∗|) = rk(A∗).

(3). For any 0 < δ < 1/2, by [34, Proposition 1.4.5] there is some Cδ ∈ M(A)
such that B1/2 = CδA

δ. Then B = CδA
2δC∗

δ , whence

B2 = CδA
2δC∗

δCδA
2δC∗

δ �M A2δC∗
δCδA

2δ = |CδA
2δ|2.

By part (2) we have

rk(B2) ≤ rk(|CδA
2δ|2) = rk(|(CδA

2δ)∗|2).

Note that
|(CδA

2δ)∗|2 = CδA
4δC∗

δ �M A4δ.

Thus
rk(B2) ≤ rk(|(CδA

2δ)∗|2) ≤ rk(A4δ).

Letting δ → 1/2, by part (1) we get rk(B2) ≤ rk(A2). For any 0 < θ ≤ 2, we have
Bθ/2 ≤ Aθ/2 [34, Proposition 1.3.8]. Therefore rk(Bθ) ≤ rk(Aθ). �
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For each unital ring R and each n ∈ N denote by Pn(R) the set of rk ∈ P(R)
taking values in 1

n
Z. It is a result of Schofield that when R is an algebra over a

field,
⋃
n∈N Pn(R) consists of exactly those rk in P(R) which are induced from unital

homomorphisms from R toMn(D) for some n ∈ N and some division ring D and the
unique Sylvester matrix rank function for Mn(D) [36, Theorem 7.12]. In particular,
when R is an algebra over a field, one has

⋃
n∈N Pn(R) ⊆ Preg(R). It is an open

question whether P(R) = Preg(R) for algebras R over a field [23, Question 5.7].

Corollary 5.8. For A = C([0, 1]),
⋃
n∈N Pn(A) is not dense in P(A).

Proof. Let f ∈ A be the identity function given by f(x) = x for all x ∈ [0, 1]. Let
rk′ ∈

⋃
n∈N Pn(A). By Proposition 5.7.(1) the function (0,+∞) → R sending θ

to rk′(f θ) is continuous. Since rk′ takes values in 1
n
Z for some n ∈ N, this means

that rk′(f θ) does not depend on θ ∈ (0,+∞). Then for any rk′′ in the closure of⋃
n∈N Pn(A), one has that rk′′(f θ) does not depend on θ ∈ (0,+∞). Thus the rank

function rk in Example 5.4 does not lie in the closure of
⋃
n∈N Pn(A). �

From Proposition 5.7 we know that every ϕ ∈ P(A) is determined by its restriction
on M(A)≥0. It will be interesting to characterise elements of P(A) in terms of their
restrictions on M(A)≥0.

Question 5.9. Let ϕ :M(A)≥0 → R≥0. Assume that the following conditions hold:

(1) For any A ∈ M(A)≥0, the function f : (0,+∞) → R sending θ to ϕ(Aθ) is
continuous.

(2) ϕ(|A|) = ϕ(|A∗|) for all A ∈M(A).
(3) ϕ(B) ≤ ϕ(A) for all B,A ∈M(A) with 0 ≤ B ≤ A.
(4) ϕ(diag(A,B)) = ϕ(A) + ϕ(B) for all A,B ∈M(A)≥0.
(5) ϕ(0) = 0, ϕ(1) = 1 and ϕ(λA) = ϕ(A) for all λ ∈ (0,∞) and A ∈M(A)≥0.

Then is rk :M(A) → R≥0 defined via rk(A) = ϕ(|A|) in P(A)?

We say a function ϕ :M(A) → R (resp. M(A)≥0 → R) is lower semicontinuous if
it is lower semicontinuous on Mn,m(A) (resp. Mn(A)≥0) for all n,m ∈ N (resp. n ∈
N), i.e. for any sequence {Ak}k∈N in Mn,m(A) (resp. Mn(A)≥0) converging to some
A in norm, one has ϕ(A) ≤ limk→∞ ϕ(Ak). Every lower semicontinuous Sylvester
matrix rank function rk for A is a dimension function: for any A,B ∈ M(A) with
A �C B, taking two sequences {Ck}k∈N and {Dk}k∈N in M(A) with CkBDk → A in
norm as k → ∞, one has rk(CkBDk) ≤ rk(B) for each k ∈ N, whence

rk(A) ≤ lim
k→∞

rk(CkBDk) ≤ rk(B).

From Proposition 5.2 we have the following consequence.

Proposition 5.10. The lower semicontinuous dimension functions for A are exactly
the lower semicontinuous Sylvester matrix rank functions for A.
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Question 5.9 has affirmative answer for lower semicontinuous functions, even with-
out assuming the condition (1).

Lemma 5.11. Let ϕ : M(A)≥0 → R≥0 be lower semicontinuous satisfying the
conditions (2)-(5) in Question 5.9. Then rk : M(A) → R≥0 defined via rk(A) =
ϕ(|A|) is a lower semicontinuous dimension function for A.

Proof. Let A ∈ Mm,n(A) and B ∈ Mn,k(A). We have (AB)∗(AB) ≤ ‖A‖2B∗B,
whence

|AB| = ((AB)∗(AB))1/2 ≤ (‖A‖2B∗B)1/2 = ‖A‖ · |B|

by [34, Proposition 1.3.8]. Thus

rk(AB) = ϕ(|AB|) ≤ ϕ(‖A‖ · |B|) = ϕ(|B|) = rk(B)

when A 6= 0. Clearly rk(AB) = 0 ≤ rk(B) when A = 0. We also have

rk(A) = ϕ(|A|) = ϕ(|A∗|) = rk(A∗),

and hence
rk(AB) = rk(B∗A∗) ≤ rk(A∗) = rk(A).

Since ϕ is lower semicontinuous, so is rk.
Let A,B ∈M(A) with A �C B. Then there are sequences {Cn}n∈N and {Dn}n∈N

in M(A) such that CnBDn → A in norm as n→ ∞. We have

rk(A) ≤ lim
n→∞

rk(CnBDn) ≤ rk(B).

For any A,B ∈M(A), we have

rk(diag(A,B)) = ϕ(diag(|A|, |B|)) = ϕ(|A|) + ϕ(|B|) = rk(A) + rk(B).

Clearly rk(1) = ϕ(1) = 1. �

Blackadar and Handelman note that for every dimension function ϕ forA there is a
largest lower semicontinuous dimension function bounded above by ϕ [9, Proposition
I.1.5] [8, Proposition 6.4.3] [35, Proposition 4.1]. Using their construction, here we
extend this result to Sylvester matrix rank functions.

Proposition 5.12. Let rk ∈ P(A). Define rk′ : M(A) → R≥0 by rk′(A) =
supε>0 rk((|A| − ε)+). Then rk′ is the largest lower semicontinuous dimension func-
tion for A bounded above by rk. In particular, if A has a Sylvester rank function,
then it has a lower semicontinuous dimension function.

Proof. For any ε > 0, since (|A| − ε)+ ≤ |A|, by Proposition 5.7 one has

rk((|A| − ε)+) ≤ rk(|A|) = rk(A).

Thus rk′(A) ≤ rk(A).
Let A,B ∈M(A)≥0 and ε > 0 such that B ≥ A− ε/4. We claim that

rk′(B) ≥ rk((A− ε)+).
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Note that
(B − ε/4)+ ≥ B − ε/4 ≥ A− ε/2.

Define continuous functions fε, gε, hε : R → R by gε(x) = x − ε and hε(x) =
max(0, x− ε) for all x ∈ R, fε(x) = 0 for x ≤ ε, fε(x) = (x− ε)1/2 for x ∈ [ε, ε+ 1],
and fε(x) = 1 for x ≥ ε + 1. Then there is some constant λε > 0 such that
f 2
ε gε/2 ≥ λεhε. Thus

fε(A)(B − ε/4)+fε(A) ≥ fε(A)(A− ε/2)fε(A) = (fεgε/2fε)(A) ≥ λεhε(A).

By Proposition 5.7 we have

rk((B−ε/4)+) ≥ rk(fε(A)(B−ε/4)+fε(A)) ≥ rk(λεhε(A)) = rk(hε(A)) = rk((A−ε)+).

Therefore
rk′(B) ≥ rk((B − ε/4)+) ≥ rk((A− ε)+).

This proves our claim.
Let A ∈Mn(A)≥0 and let δ > 0. Take ε > 0 such that rk((A− ε)+) ≥ rk′(A)− δ.

Let B ∈Mn(A)≥0 with ‖A− B‖ < ε/4. Then B ≥ A− ε/4. From the above claim
we have

rk′(B) ≥ rk((A− ε)+) ≥ rk′(A)− δ.

This shows that the restriction of rk′ on M(A)≥0 is lower semicontinuous.
Let A,B ∈M(A) with 0 ≤ A ≤ B. For every ε > 0 we have B ≥ A−ε/4, whence

from the above claim we get rk′(B) ≥ rk((A− ε)+). It follows that rk
′(B) ≥ rk′(A).

This verifies the condition (3) of Question 5.9 for rk′.
Let A ∈ M(A). Let A = S|A| be the polar decomposition of A. For each ε > 0,

the element B := S(|A|−ε)+ is inM(A) with |B| = (|A|−ε)+ and |B∗| = (|A∗|−ε)+,
whence by Proposition 5.7 we have

rk((|A| − ε)+) = rk(|B|) = rk(|B∗|) = rk((|A∗| − ε)+).

It follows that rk′(|A|) = rk′(|A∗|). This verifies the condition (2) of Question 5.9
for rk′.
It is easily checked that the condition (4) and (5) of Question 5.9 hold for rk′.

From Lemma 5.11 we conclude that rk′ is a lower semicontinuous dimension function
for A.
Now let rk′′ be a lower semicontinuous dimension function for A such that rk′′ ≤

rk. Let A ∈ M(A). Then rk′′((|A| − ε)+) ≤ rk((|A| − ε)+) for every ε > 0. Since
rk′′ is lower semicontinuous, we have

rk′′(A) = rk′′(|A|) ≤ lim
ε→0+

rk′′((|A| − ε)+) ≤ lim
ε→0+

rk((|A| − ε)+) ≤ rk′(A).

�

It is a result of Blackadar and Handelman that there is a natural 1-1 correspon-
dence between lower semicontinuous dimension functions of A and normalized 2-
quasitraces of A [9, page 327]. Haagerup showed that every 2-quasitrace of a unital
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exact C∗-algebra is a trace [22]. Thus, when A is exact, there is a natural 1-1 corre-
spondence between lower semicontinuous dimension functions of A and tracial states
of A. Combining this with Proposition 5.12 we have the following consequence.

Corollary 5.13. If A is exact and has a Sylvester rank function, then A has a
tracial state.

6. Finitely presented module Malcolmson semigroup

In this section we define the finitely presented module Malcolmson semigroup, give
a natural isomorphism between the Grothendieck groups of the matrix Malcolmson
semigroup and the finitely presented module Malcolmson semigroup for any unital
ring in Theorem 6.2, and show that for a von Neumann regular ring these two
semigroups are naturally isomorphic in Theorem 6.7. Throughout this section, R
will be a unital ring. Denote by Mfp(R) the class of all finitely presented left R-
modules. Note that any direct summand of a finitely presented module is finitely
presented.

Definition 6.1. For M,N ∈ Mfp(R), we write M . N if we can write N as N1⊕N2

such that there is an exact sequence of left R-modules

N1 → M → N2 → 0.

We say that M is Malcolmson subequivalent to N, written as M �M N, if there are
n ∈ N and M1, . . . ,Mn ∈ Mfp(R) such that M = M1 . M2 . · · · . Mn = N.
This is a reflexive and transitive relation on Mfp(R). If M �M N and N �M M, we
say that M and N are Malcolmson equivalent and write M ∼M N. Then ∼M is an
equivalence relation on Mfp(R). We define the finitely presented module Malcolmson
semigroup of R as VM(R) := Mfp(R)/ ∼M. For each M ∈ Mfp(R), denote by 〈M〉M
the equivalence class of M in VM(R).

Note that if M1 �M N1 and M2 �M N2, then M1 ⊕ M2 �M N1 ⊕ N2. It fol-
lows that if M1 ∼M N1 and M2 ∼M N2, then M1 ⊕ M2 ∼M N1 ⊕ N2. For any
〈M〉M, 〈N〉M ∈ VM(R), 〈M〉M + 〈N〉M := 〈M ⊕ N〉M does not depend on the choice
of the representatives M and N. Thus VM(R) is an abelian monoid with identity
0 = 〈0〉M and partial order given by 〈M〉M �M 〈N〉M if M �M N. The element
〈RR〉M is an order-unit of (VM(R),�M). The Sylvester module rank functions for R
can be identified with the states of (VM(R),�M, 〈RR〉M) naturally.
For each M ∈ Mfp(R), denote by [M]M the image of 〈M〉M in the Grothendieck

group G(VM(R)) of VM(R). Similarly, for each A ∈M(R), denote by [A]M the image
of 〈A〉M in the Grothendieck group G(WM(R)) of WM(R). By Lemma 2.2 we have
the partially ordered abelian groups with order-unit (G(VM(R)),G(VM(R))+, [RR]M)
and (G(WM(R)),G(WM(R))+, [1]M). The following result explains the one-to-one
correspondence between Sylvester matrix rank functions and Sylvester module rank
functions in Theorem 2.9 at the Grothendieck group level.
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Theorem 6.2. There is a natural isomorphism

Φ : (G(VM(R)),G(VM(R))+, [RR]M) → (G(WM(R)),G(WM(R))+, [1]M)

such that

Φ([Rm/RnA]M) = m[1]M − [A]M

and

Φ−1([A]M) = m[RR]M − [Rm/RnA]M

for every A ∈Mn,m(R).

To prove Theorem 6.2, we need to make some preparation. We describe the
monoid morphism VM(R) → G(WM(R)) first.

Lemma 6.3. Let M ∈ Mfp(R). Write M as Rm/RnA for some A ∈Mn,m(R). Put

φ(M) = m[1]M − [A]M ∈ G(WM(R))+.

Then φ(M) does not depend on the presentation of M as Rm/RnA.

Proof. Put

f(A) = m[1]M − [A]M ∈ G(WM(R))+

for each A ∈ Mn,m(R). Then it suffices to show f(A) = f(B) whenever A ∈
Mn,m(R) and B ∈Mk,l(R) with R

m/RnA ∼= Rl/RkB. By [33, Lemma 2] there is an
isomorphism ψ : Rm ⊕Rl → Rm ⊕Rl such that

ψ(RnA⊕Rl) = Rm ⊕RkB.

Then there is some invertible C ∈Mm+l(R) such that ψ(u) = uC for all u ∈ Rm+l =
Rm⊕Rl. Note that RnA⊕Rl = Rn+ldiag(A, Il) and R

m⊕RkB = Rm+kdiag(Im, B).
Thus Rn+ldiag(A, Il)C = Rm+kdiag(Im, B). Then there are some D ∈Mn+l,m+k(R)
and E ∈Mm+k,n+l(R) such that diag(A, Il)C = Ddiag(Im, B) and Ediag(A, Il)C =
diag(Im, B). It follows that diag(A, Il) ∼M diag(Im, B). Therefore

[A]M + l[1]M = [diag(A, Il)]M = [diag(Im, B)]M = m[1]M + [B]M,

whence

f(A) = m[1]M − [A]M = l[1]M − [B]M = f(B).

�

Lemma 6.4. Let M,N ∈ Mfp(R) with M �M N. Then φ(M) � φ(N).

Proof. We may assume that M . N. Then we can write N as N1 ⊕ N2 such that
there is an exact sequence

N1 → M → N2 → 0.
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Write M (N1 resp.) as Rm/RnA (Rl/RkB resp.) for some A ∈ Mn,m(R) (B ∈
Mk,l(R) resp.). Then there is a homomorphism ψ : Rl → Rm such that the diagram

Rl

��

ψ
// Rm

��

N1
// M

commutes. Let C ∈ Ml,m(R) such that ψ(u) = uC for all u ∈ Rl. Then N2 is
isomorphic to

Rm/(RnA+RlC) = Rm/(Rn+l

ï
A
C

ò
),

whence N is isomorphic to

Rl/RkB ⊕Rm/(Rn+l

ï
A
C

ò
) ∼= Rl+m/(Rk+n+l



B

A
C


).

Thus φ(M) = m[1]M − [A]M and

φ(N) = (l +m)[1]M − [



B

A
C


]M,

and hence

φ(N)− φ(M) = l[1]M + [A]M − [



B

A
C


]M = [

ï
Il

A

ò
]M − [



B

A
C


]M.

Note that RkBC = ψ(RkB) ⊆ RnA. Thus there is some D ∈ Mk,n(R) such that
BC = DA. Then

ï
Il

A

ò
&



B −D

In
Il


 ·

ï
Il

A

ò
·

ï
Il C

Im

ò
=



B

A
Il C


 �M



B

A
C


 .

Therefore φ(N) � φ(M). �

Next we describe the monoid morphism WM(R) → G(VM(R)). For A ∈Mn,m(R)
put

ψ(A) = m[RR]M − [Rm/RnA]M ∈ G(VM(R))+.

Lemma 6.5. Let A,B ∈M(R) with A �M B. Then ψ(A) � ψ(B).

Proof. We may assume that A . B. Then we may further assume that we are in
one of the following three cases.
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Case I. A = CB for some C ∈ M(R). Say, A ∈ Mn,m(R), B ∈ Mk,m(R), and
C ∈ Mn,k(R). Then RnA = RnCB ⊆ RkB, whence Rm/RkB is a quotient module
of Rm/RnA. Thus 〈Rm/RkB〉M �M 〈Rm/RnA〉M. Hence

ψ(A) = m[RR]M − [Rm/RnA]M � m[RR]M − [Rl/RkB]M = ψ(B).

Case II. A = BD for some D ∈ M(R). Say, A ∈ Mn,m(R), B ∈ Mn,l(R), and
D ∈Ml,m(R). We have

ψ(B)− ψ(A) = l[RR]M − [Rl/RnB]M −m[RR]M + [Rm/RnA]M

= [Rl ⊕ (Rm/RnA)]M − [Rm ⊕ (Rl/RnB)]M.

Denote by α the homomorphism Rm⊕ (Rl/RnB) → Rm/RnA sending (u, v+RnB)
to u− vD+RnA. Then α is surjective. Also denote by β the homomorphism Rl →
Rm⊕(Rl/RnB) sending w to (wD,w+RnB). Then αβ = 0. Let (u, v+RnB) ∈ kerα.
Then u− vD = xA for some x ∈ Rn. We have

β(xB + v) = (xBD + vD, xB + v +RnB) = (xA+ vD, v +RnB) = (u, v +RnB).

Thus im(β) = kerα. This means that we have an exact sequence

Rl β
→ Rm ⊕ (Rl/RnB)

α
→ Rm/RnA→ 0.

Therefore
〈Rm ⊕ (Rl/RnB)〉M �M 〈Rl ⊕ (Rm/RnA)〉M.

Thus ψ(A) � ψ(B).

Case III. B =

ï
C E

D

ò
and A =

ï
C

D

ò
for some C,D,E ∈ M(R). Say, C ∈

Mn,m(R), E ∈Mn,l(R), and D ∈Mk,l(R). We have

ψ(B)− ψ(A) = [Rm+l/Rn+kA]M − [Rm+l/Rn+kB]M.

Note that
Rm+l/Rn+kA ∼= (Rm/RnC)⊕ (Rl/RkD).

Denote by α the homomorphism Rm+l/Rn+kB → Rm/RnC sending (u, v) +Rn+kB
to u+RnC. Then α is surjective. Also denote by β the homomorphism Rl/RkD →
Rm+l/Rn+kB sending w + RkD to (0, w) + Rn+kB. Then αβ = 0. Let (u, v) +
Rn+kB ∈ kerα. Then u = xC for some x ∈ Rn. We have

β(v−xE+RkD) = (0, v−xE)+Rn+kB = (0, v−xE)+(x, 0)B+Rn+kB = (u, v)+Rn+kB.

Thus im(β) = kerα. This means that we have an exact sequence

Rl/RkD
β
→ Rm+l/Rn+kB

α
→ Rm/RnC → 0.

Therefore
〈Rm+l/Rn+kB〉M �M 〈Rm+l/Rn+kA〉M.

Thus ψ(A) � ψ(B). �
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We are ready to prove Theorem 6.2.

Proof of Theorem 6.2. From Lemma 6.4 we have a well-defined map φ′ : VM(R) →
G(WM(R)) sending 〈M〉M to φ(M), and for any 〈M〉M �M 〈N〉M, we have φ

′(〈M〉M) �
φ′(〈N〉M). Clearly φ

′ is additive. It induces a group homomorphism

Φ : G(VM(R)) → G(WM(R))

satisfying Φ([RR]M) = [1]M. By Lemma 2.1 Φ is positive, i.e. Φ(G(VM(R))+) ⊆
G(WM(R))+.
From Lemma 6.5 we have a well-defined additive map ψ′ : WM(R) → G(VM(R))

sending 〈A〉M to ψ(A), and for any 〈A〉M �M 〈B〉M, we have ψ′(〈A〉M) � ψ′(〈B〉M).
It induces a group homomorphism Ψ : G(WM(R)) → G(VM(R)) satisfying Ψ([1]M) =
[RR]M. By Lemma 2.1 Ψ is positive, i.e. Φ(G(WM(R))+) ⊆ G(VM(R))+.

Clearly Φ and Ψ are inverses to each other. Thus they are isomorphisms between
(G(VM(R)),G(VM(R))+, [RR]M) and (G(WM(R)),G(WM(R))+, [1]M). �

Remark 6.6. Let S be another unital ring and let f : R → S be a unital ring
homomorphism. Then we have a natural monoid map WM(R) → WM(S) sending
〈A〉M to 〈f(A)〉M. It induces a homomorphism

(G(WM(R)),G(WM(R))+, [1]M) → (G(WM(S)),G(WM(S))+, [1]M).

We also have a monoid map VM(R) → VM(S) sending 〈M〉M to 〈S ⊗R M〉M. It
induces a homomorphism

(G(VM(R)),G(VM(R))+, [RR]M) → (G(VM(S)),G(VM(S))+, [SS]M).

Clearly the diagram

(G(WM(R)),G(WM(R))+, [1]M)

��

// (G(WM(S)),G(WM(S))+, [1]M)

��

(G(VM(R)),G(VM(R))+, [RR]M) // (G(VM(S)),G(VM(S))+, [SS]M)

commutes.

When R is von Neumann regular, the isomorphism in Theorem 6.2 can be lifted
to an isomorphism between (VM(R),�M, 〈RR〉M) and (WM(R),�M, 〈1〉M).

Theorem 6.7. Assume that R is von Neumann regular. There is a natural isomor-

phism Ψ̃ : (WM(R),�M, 〈1〉M) → (VM(R),�M, 〈RR〉M) given by Ψ̃(〈A〉M) = 〈RnA〉M
for every A ∈Mn,m(R).

We need some preparation for the proof of Theorem 6.7 which will be given at the
end of this section. Lemmas 6.8 and 6.9 below should be known. For completeness,
we give a proof.

Lemma 6.8. Let P ∈ Mn(R) and Q ∈ Mk(R) be idempotents. The following are
equivalent:
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(1) there are C ∈Mn,k(R) and D ∈Mk,n(R) such that P = CQD;
(2) RnP is isomorphic to a direct summand of RkQ.

Proof. (1)⇒(2). Replacing C and D by PCQ and QDP respectively if necessary, we
may assume that PCQ = C and D = QDP . Define a homomorphism ϕ : RnP →
RkQ by ϕ(x) = xC. Also define a homomorphism ψ : RkQ → RnP by ψ(y) = yD.
For each x ∈ RnP we have

ψ(ϕ(x)) = xCD = xCQD = xP = x.

Therefore ϕ is an embedding of RnP into RkQ, and RkQ = ϕ(RnP )⊕ kerψ.
(2)⇒(1). Let ϕ be the embedding RnP → RkQ, and let ψ be a homomorphism

RkQ → RnP such that ψ ◦ ϕ is the identity map of RnP . Since RnP is a direct
summand of Rn, we may extend ϕ to a homomorphism Rn → RkQ, whence find a
C ∈ Mn,k(R) such that CQ = C and xC = ϕ(x) for all x ∈ RnP . Replacing C by
PC, we may assume that C = PC. Similarly, we can find a D ∈Mk,n(R) such that
DP = D = QD and yD = ψ(y) for all y ∈ RkQ. Then

xCD = ψ(xC) = ψ(ϕ(x)) = x

for all x ∈ RnP . Thus zPCD = zP for all z ∈ Rn, and hence PCD = P . Then

CQD = CD = PCD = P.

�

Lemma 6.9. Assume that R is von Neumann regular. Let A ∈ Mn,m(R). Then
there are some k ∈ N and an idempotent P ∈Mk(R) satisfying the following condi-
tions:

(1) there are B ∈ Mk,n(R), C ∈ Mm,k(R), D ∈ Mn,k(R) and E ∈ Mk,m(R) such
that P = BAC and A = DPE;

(2) RnA and RkP are isomorphic as left R-modules.

Proof. We consider first the case n ≥ m. Set k = n. Set

C =
[
Im 0m,n−m

]
∈Mm,n(R),

and

E =

ï
Im

0n−m,m

ò
∈Mn,m(R).

Also set A′ = AC ∈Mn(R). Then A = A′E, and RnA ∼= RnA′.
Since R is von Neumann regular, so is Mn(R) [29, Exercise 6.20] [20, Theorem

1.7]. Thus there is some B ∈Mn(R) such that A′BA′ = A′. Then P := BA′ = BAC
is an idempotent. Note that

RnA′ = RnA′BA′ ⊆ RnBA′ ⊆ RnA′.

Thus
RnA ∼= RnA′ = RnBA′ = RnP.
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Also
A′PE = A′BA′E = A′E = A.

Next we consider the case n < m. Set k = m. Set

B =

ï
In

0m−n,n

ò
∈Mm,n(R),

and
D =

[
In 0n,m−n

]
∈Mn,m(R).

Also set A′ = BA ∈Mm(R). Then A = DA′, and RnA = RmA′.
As noted above, Mn(R) is von Neumann regular. Thus there is some C ∈Mm(R)

such that A′CA′ = A′. Then

P := CA′ = BCA = (BC)AIm

is an idempotent. Note that

RmA′ = RmA′CA′ ⊆ RmCA′ = RmP ⊆ RmA′.

Thus
RnA = RmA′ = RmP.

Finally,
(DA′)PIm = DA′P = DA′CA′ = DA′ = A.

�

Lemma 6.10. Assume that R is von Neumann regular. Let A ∈ Mn,m(R) and
B ∈Mk,l(R). Then the following are equivalent:

(1) A �M B;
(2) there are C ∈Mn,k(R) and D ∈Ml,m(R) such that A = CBD;
(3) RnA is isomorphic to a direct summand of RkB;
(4) RnA is isomorphic to a quotient module of RkB.

Proof. (1)⇒(2). We may assume that B =

ï
C E

D

ò
and A =

ï
C

D

ò
for some

C,D,E ∈ M(R). By Lemma 6.9 there are some U, V,X, Y ∈ M(R) such that
P := UCV is an idempotent and C = XPY . Say, D ∈Mi,j(R). Thenï

PU
Ii

ò ï
C E

D

ò ï
V

Ij

ò
=

ï
P PUE

D

ò
,

andï
X

Ii

ò ï
P PUE

D

ò ï
P −UE

Ij

ò ï
Y

Ij

ò
=

ï
X

Ii

ò ï
P

D

ò ï
Y

Ij

ò
=

ï
C

D

ò
.

Thereforeï
X

Ii

ò ï
PU

Ii

ò ï
C E

D

ò ï
V

Ij

ò ï
P −UE

Ij

ò ï
Y

Ij

ò
=

ï
C

D

ò
.



MALCOLMSON SEMIGROUPS 29

(2)⇒(1) and (3)⇒(4) are trivial.
(2)⇔(3) follows from Lemmas 6.9 and 6.8.
(4)⇒(3). From Lemma 6.9 we know that RnA is projective. �

Lemma 6.11. Assume that R is von Neumann regular. Let M,N ∈ Mfp(R). Then
M �M N if and only if M is isomorphic to a quotient module of N.

Proof. If M is isomorphic to a quotient module of N, then clearly M . N, whence
M �M N. This proves the “if” part.

To prove the “only if” part, we may assume that M . N. Then we can write N

as N1 ⊕ N2 such that there is a homomorphism ϕ : N1 → M with M/im(ϕ) ∼= N2.
Since R is von Neumann regular, every finitely presented left R-module is projective
[29, Exercise 6.19] [20, Theorem 1.11]. Thus M ∼= im(ϕ)⊕N2. It follows that M is
isomorphic to a quotient module of N. �

For von Neumann regular rings, every finitely presented left module is projective
[29, Exercise 6.19] [20, Theorem 1.11]. Thus Theorem 6.7 follows from Lemmas 6.9,
6.10 and 6.11.

Remark 6.12. Denote by V(R) the set of isomorphism classes of finitely generated
projective left R-modules. For each finitely generated projective left R-module M,
denote by 〈M〉 its isomorphism class in V(R). Then V(R) is an abelian monoid with
addition given by 〈M〉+〈N〉 := 〈M⊕N〉. There is a natural monoid homomorphism
Θ : V(R) → VM(R) sending 〈M〉 to 〈M〉M. If R is stably finite, then V(R) has the
partial order given by 〈M〉 � 〈N〉 if M is isomorphic to a direct summand of N, and
an order-unit 〈RR〉, and Θ preserves the partial order and order-unit. When R is
stably finite and von Neumann regular, since every finitely presented left R-module
is projective [29, Exercise 6.19] [20, Theorem 1.11], it follows from Lemma 6.11 that
Θ is an isomorphism of partially ordered abelian monoids with order-units.

7. Finitely generated module Malcolmson semigroup

In this section we define the finitely generated module Malcolmson semigroup and
show that for any unital ring the finitely presented module Malcolmson semigroup
embeds naturally into the finitely generated module Malcolmson semigroup in The-
orem 7.3. Throughout this section R will be a unital ring. Denote by Mfg(R) the
class of all finitely generated left R-modules.

Definition 7.1. For M,N ∈ Mfg(R), we define the relations M . N, M �fg
M N,

and M ∼fg
M N in the same way as M . N, M �M N, and M ∼M N in Definition 6.1,

except that all modules appearing are in Mfg(R) now. We define the finitely gen-

erated module Malcolmson semigroup of R as UM(R) := Mfg(R)/ ∼fg
M. For each

M ∈ Mfg(R), denote by 〈M〉fgM the equivalence class of M in UM(R).
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Similar to the situation of VM(R), for any 〈M〉fgM, 〈N〉fgM ∈ UM(R), 〈M〉fgM+〈N〉fgM :=

〈M ⊕ N〉fgM does not depend on the choice of the representatives M and N. Thus

UM(R) is an abelian monoid with identity 0 = 〈0〉fgM and partial order given by

〈M〉fgM �fg
M 〈N〉fgM if M �fg

M N. The element 〈RR〉
fg
M is an order-unit of (UM(R),�

fg
M).

Remark 7.2. For any M ∈ Mfg(R), writing M as a quotient module of Rn for some
n ∈ N, we see that Rn is finitely presented and M . Rn. Thus, M ∈ Mfg(R) and
N ∈ Mfp(R) with M . N does not imply that M ∈ Mfp(R).

Theorem 7.3. (VM(R),�M, 〈RR〉M) is naturally a partially ordered submonoid of

(UM(R),�
fg
M, 〈RR〉

fg
M).

Theorem 7.3 follows from Lemma 7.6 below.

Lemma 7.4. Let N ∈ Mfp(R) and let M be a quotient module of N. Write M as

M1 ⊕M2. Then N has a quotient module ‹N ∈ Mfp(R) such that we can write ‹N as
‹N1 ⊕‹N2 and Mi is a quotient module of ‹Ni for i = 1, 2.

Proof. Take a surjective homomorphism ϕ : Rn → N for some n ∈ N. Then kerϕ is
finitely generated. Denote by π the quotient map N → M. Then kerϕ ⊆ ker(πϕ) ⊆
(πϕ)−1(M1) ∩ (πϕ)−1(M2).

For any u ∈ Rn, writing πϕ(u) as x1 + x2 with xi ∈ Mi for i = 1, 2 and taking
vi ∈ Rn with πϕ(vi) = xi for i = 1, 2, we have πϕ(v1 + v2) = πϕ(u), whence

u ∈ v1 + v2 + ker(πϕ) ⊆ (πϕ)−1(M1) + (πϕ)−1(M2).

Therefore
Rn = (πϕ)−1(M1) + (πϕ)−1(M2).

Take a finite generating subset W of Rn. Write each w ∈ W as w1 + w2 with
wi ∈ (πϕ)−1(Mi) for i = 1, 2. Denote by Wi the submodule of Rn generated by
w3−i for w ∈ W and kerϕ. Then Wi is finitely generated. Since W1 +W2 = Rn, it
is easily checked that the homomorphism Rn → (Rn/W1) ⊕ (Rn/W2) sending u to
(u+W1, u+W2) is surjective and has kernel W1 ∩W2. Thus we have

Rn/(W1 ∩W2) ∼= (Rn/W1)⊕ (Rn/W2).

Put ‹N = Rn/(W1 ∩W2), and ‹Ni = Rn/Wi for i = 1, 2. Since ‹N1 and ‹N2 are finitely

presented, so is ‹N. As kerϕ ⊆ W1 ∩ W2, ‹N is a quotient module of N. For each
i = 1, 2, as

Wi ⊆ (πϕ)−1(M3−i) + kerϕ = (πϕ)−1(M3−i),

Mi
∼= Rn/(πϕ)−1(M3−i) is a quotient module of ‹Ni. �

Lemma 7.5. Let N ∈ Mfp(R) and M′,M ∈ Mfg(R) such that M′ is a quotient

module of N and M . M′. Then there are some ‹N,N′ ∈ Mfp(R) such that N′ . ‹N,

and that ‹N and M are quotient modules of N and N′ respectively.
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Proof. Write M′ as M′
1 ⊕M′

2 such that there is an exact sequence

M′
1

θ
→ M

ζ
→ M′

2 → 0.

By Lemma 7.4 we can find a quotient module ‹N ∈ Mfp(R) of N such that we can

write ‹N as ‹N1 ⊕‹N2 and M′
i is a quotient module of ‹Ni for i = 1, 2.

Let i = 1, 2. Take a surjective homomorphism ϕi : R
ni → ‹Ni for some ni ∈ N.

Then kerϕi is finitely generated. Denote by πi the quotient map ‹Ni → M′
i.

Take a homomorphism α : Rn2 → M such that ζα = π2ϕ2. Denote by β the
homomorphism Rn1+n2 = Rn1 ⊕Rn2 → M sending (u, v) to (θπ1ϕ1)(u)+α(v). Then
β is surjective.

Take a finite generating subset W2 of kerϕ2. For each w ∈ W2, since ζα(w) =
π2ϕ2(w) = 0, we have α(w) ∈ ker ζ = im(θπ1ϕ1), whence we can find some xw ∈ Rn1

such that θπ1ϕ1(xw) = α(w). Denote by W the submodule of Rn1 ⊕ Rn2 generated
by (−xw, w) for w ∈ W2. Then W is finitely generated and contained in ker β.

Put
N′ = (Rn1 ⊕Rn2)/(kerϕ1 +W).

Then N′ is finitely presented. Since

kerϕ1 +W ⊆ ker(θπ1ϕ1) + ker β ⊆ ker β,

M is a quotient module of N′.

Denote by γ the homomorphism ‹N1
∼= Rn1/ kerϕ1 → N′ sending u + kerϕ1 to

(u, 0) + kerϕ1 + W. Also denote by ξ the homomorphism N′ → Rn2/ kerϕ2
∼= Ñ2

sending (u, v) + kerϕ1 +W to v + kerϕ2. Then ξ is surjective and ξγ = 0. For any
(u, v) + kerϕ1 +W ∈ ker ξ, we have (x, v) ∈ W for some x ∈ Rn1 , whence

(u, v) + kerϕ1 +W = (u− x, 0) + kerϕ1 +W ∈ im(γ).

Thus the sequence
‹N1

γ
→ N′ ξ

→ ‹N2 → 0

is exact. Therefore N′ . ‹N1 ⊕‹N2 = ‹N. �

Lemma 7.6. Let M,N ∈ Mfp(R). Then M �M N if and only if M �fg
M N.

Proof. The “only if” part is trivial.
Assume thatM �fg

M N. Then there are n ∈ N andM1, . . . ,Mn ∈ Mfg(R) such that
N = M1 & M2 & · · · & Mn = M. Applying Lemma 7.5 to (N,M′,M) = (N,N,M2),
we find N2,N

′
2 ∈ Mfp(R) such that N′

2 . N2, and that N2 and M2 are quotient
modules of N and N′

2 respectively. Assuming that for some 2 ≤ k < n we have
constructed N′

k ∈ Mfp(R) such that Mk is a quotient module of N′
k. Applying

Lemma 7.5 to (N,M′,M) = (N′
k,Mk,Mk+1), we find Nk+1,N

′
k+1 ∈ Mfp(R) such

that N′
k+1 . Nk+1, and that Nk+1 and Mk+1 are quotient modules of N′

k and N′
k+1

respectively. In this way we obtain Nk,N
′
k ∈ Mfp(R) for all 2 ≤ k ≤ n such

that N′
k . Nk for all 2 ≤ k ≤ n, and that Nk+1 is a quotient module of N′

k for all
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2 ≤ k < n, and that N2 and M are quotient modules of N and N′
n respectively. Note

that for any W1,W2 ∈ Mfp(R), if W2 is a quotient module of W1, then W2 . W1.
Thus we have

N & N2 & N′
2 & N3 & N′

3 & · · · & Nn & N′
n & M.

Therefore M �M N. This proves the “if” part. �

Remark 7.7. From Theorems 7.3 and A.2 we conclude that every state of (VM(R),�M

, 〈RR〉M) extends to a state of (UM(R),�
fg
M, 〈RR〉

fg
M). Equivalently, every Sylvester

module rank function dim for R extends to a function dim′ : Mfg(R) → R≥0 sat-
isfying the conditions (1)-(3) of Definition 2.8. In fact, there is always a canonical
extension. In [30, Theorem 3.3] it was shown that dim extends uniquely to a bi-
variant Sylvester module rank function for R which assigns a value dim(M1 | M2) ∈
R≥0 ∪ {+∞} for every pair of left R-modules M1 ⊆ M2, satisfies the conditions in
[30, Definition 3.1], and extends dim in the sense that dim(M) = dim(M | M) for
every M ∈ Mfp(R). Setting dim′(M) = dim(M | M) for every M ∈ Mfg(R) provides
a canonical extension of dim.

Appendix A. Goodearl-Handelman theorem and

Antoine-Perera-Thiel theorem for partially ordered

abelian semigroups

In this appendix we prove Theorem A.2, unifying Theorem 2.3 of Goodearl-
Handelman and Theorem 2.5 of Antoine-Perera-Thiel in the setting of partially
ordered abelian semigroups.
We first extend Lemma 2.4 to the case of partially ordered abelian semigroups.

In fact, the main part of the proof of [1, Lemma 5.2.3] holds for this situation, and
we only indicate the modification needed.

Lemma A.1. Let (W,�, v) be a partially ordered abelian semigroup with order-unit.
Let W1 be a subsemigroup of W containing v, and let ϕ be a state of (W1,�, v). Let
a ∈ W. Set

p = sup{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma},

and

q = inf{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma}.

Denote by W2 the subsemigroup of W generated by W1 and a. Then −∞ < p ≤ q <
∞ and

[p, q] = {ψ(a) | ψ is a state of (W2,�, v) extending ϕ}.

Proof. As convention, we put b+ 0 · a = b for b ∈ W1. Set

p′ = sup{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, m̄ ∈ Z≥0, b+ m̄a � c+ (m+ m̄)a},
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and

q′ = inf{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, m̄ ∈ Z≥0, b+ m̄a � c+ (m+ m̄)a}.

Clearly, for every state ψ of (W2,�, v) extending ϕ, one has ψ(a) ∈ [p, q]. In the
proof of [1, Lemma 5.2.3.(4)], it was shown that for every r ∈ [p′, q′], there is some
state ψ of (W2,�, v) extending ϕ such that ψ(a) = r. Thus it suffices to show
p = p′, q = q′ and −∞ < p ≤ q <∞.
Clearly p ≤ p′. Let b, c ∈ W1,m ∈ N, m̄ ∈ Z≥0 such that

b+ m̄a � c+ (m+ m̄)a.

Via induction it was shown in the proof of [1, Lemma 5.2.3.(1)] that

nb+ m̄a � nc+ (nm+ m̄)a

for all n ∈ N. Since v is an order-unit, one has v � m̄a+ kv for some k ∈ N. Then

nb+ v � nb+ m̄a+ kv � nc+ kv + (nm+ m̄)a

for all n ∈ N. Thus

p ≥ sup
n∈N

ϕ(nb+ v)− ϕ(nc+ kv)

nm+ m̄
≥
ϕ(b)− ϕ(c)

m
.

It follows that p ≥ p′, whence p = p′. Also, since v is an order-unit, one has v � a+lv
for some l ∈ N. Then

p ≥ ϕ(v)− ϕ(lv) = 1− l > −∞.

It was shown in the proof of [1, Lemma 5.2.3.(2)] that q = q′. Since v is an
order-unit, one has a � nv for some n ∈ N. Then v + a � (n+ 1)v, and hence

q ≤ ϕ((n+ 1)v)− ϕ(v) = n <∞.

The inequality p ≤ q was shown in the proof of [1, Lemma 5.2.3.(1)]. �

From Lemma A.1 and Zorn’s lemma we obtain the following result immediately,
which unifies Theorems 2.3 and 2.5. The last sentence was proven earlier by Black-
adar and Rørdam [10, Corollary 2.7], and as Leonel Robert points out to us, also
by Fuchssteiner [18, Theorem 1].

Theorem A.2. Let (W,�, v) be a partially ordered abelian semigroup with order-
unit. Let W1 be a subsemigroup of W containing v, and let ϕ be a state of (W1,�, v).
Let a ∈ W. Set

p = sup{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma},

and
q = inf{(ϕ(b)− ϕ(c))/m | b, c ∈ W1,m ∈ N, b � c+ma}.

Then −∞ < p ≤ q <∞, and

[p, q] = {ψ(a) | ψ is a state of (W,�, v) extending ϕ}.
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In particular, every state of (W1,�, v) extends to a state of (W,�, v).

Corollary A.3. Let (W,�, v) be a partially ordered abelian semigroup with order-
unit. Assume that (n+ 1)v 6� nv for all n ∈ N. For any a ∈ W, setting

p = sup{(n− k)/m | n, k,m ∈ N, nv � ma+ kv},

and
q = inf{(n− k)/m | n, k,m ∈ N, nv � ma+ kv},

one has −∞ < p ≤ q <∞, and

[p, q] = {ϕ(a) | ϕ is a state of (W,�, v)}.

If furthermore a ∈ W is an order-unit, then

q = inf{n/m | n,m ∈ N, nv � ma},

and
p = sup{n/m | n,m ∈ N, nv � ma}.

Proof. By assumption we have kv 6� nv for all k, n ∈ N with k > n. Thus kv 6= nv for
all distinct k, n ∈ N. Then W1 := {nv | n ∈ N} is a subsemigroup of W containing
v, and ϕ : W1 → R defined by ϕ(nv) = n is the unique state of (W1,�, v). From
Theorem A.2 we obtain [p, q] = {ϕ(a) | ϕ is a state of (W,�, v)}.

Now assume further that a ∈ W is an order-unit. Set

q′ = inf{n/m | n,m ∈ N, nv � ma},

and
p′ = sup{n/m | n,m ∈ N, nv � ma}.

Clearly q ≤ q′ and p ≥ p′.
Let n, k,m ∈ N such that nv � ma + kv. Then nv � ma + kv � kv, whence

n ≥ k. If
(l(n− k) + k)v � lma+ kv

for some l ∈ N, then

((l + 1)(n− k) + k)v � (n− k)v + lma+ kv = lma+ nv � (l + 1)ma+ kv.

It follows that
(l(n− k) + k)v � lma+ kv � lma

for all l ∈ N. Thus

q′ ≤ inf
l∈N

l(n− k) + k

lm
=
n− k

m
.

Consequently, q′ ≤ q. Therefore q′ = q.
Since a is an order-unit, we have v � ra for some r ∈ N. Then 1

r
≤ p′. Let

n, k,m ∈ N such that nv � ma + kv. If n ≤ k, then n−k
m

≤ 0 ≤ p′. Thus we may
assume n > k. If

(l(n− k) + k)v � lma+ kv
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for some l ∈ N, then

((l + 1)(n− k) + k)v � (n− k)v + lma+ kv = lma+ nv � (l + 1)ma+ kv.

It follows that
(l(n− k) + k)v � lma+ kv � lma+ kra

for all l ∈ N. Thus

p′ ≥ sup
l∈N

l(n− k) + k

lm+ kr
≥
n− k

m
.

Consequently, p′ ≥ p. Therefore p′ = p. �

Remark A.4. Let A be a stably finite simple unital C∗-algebra. In [14] Cuntz gave
some bounds for the value of any nonzero x ∈ M(A) under dimension functions.
Putting

sn(x) = sup{s ∈ N | s〈1〉C �C n〈x〉C},

and
rn(x) = inf{r ∈ N | r〈1〉C �C n〈x〉C},

the limits
A−(x) = lim

n→∞
sn(x)/n

and
A+(x) = lim

n→∞
rn(x)/n

exist. Using Theorem 2.3, in [14, page 152] Cuntz observed that

[A−(x), A+(x)] ⊇ {ϕ(x) | ϕ is a dimension function for A}.

Since A is stably finite, (n + 1)〈1〉C 6� n〈1〉C for all n ∈ N [14, Lemma 4.1]. As A
is simple, 〈x〉C is an order-unit of WC(A) for every nonzero x ∈ M(A). Thus from
Corollary A.3 we actually have

[A−(x), A+(x)] = {ϕ(x) | ϕ is a dimension function for A}

for every nonzero x ∈M(A).
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