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Abstract: One of the main difficulties in proving convergence of discrete models of
surface growth to the Kardar—Parisi—Zhang (KPZ) equation in dimensions higher than
one is that the correct way to take a scaling limit, so that the limit is nontrivial, is not
known in a rigorous sense. To understand KPZ growth without being hindered by this
issue, this article introduces a notion of ‘local KPZ behavior’, which roughly means
that the instantaneous growth of the surface at a point decomposes into the sum of a
Laplacian term, a gradient squared term, a noise term that behaves like white noise, and
a remainder term that is negligible compared to the other three terms and their sum. The
main result is that for a general class of surfaces, which contains the model of directed
polymers in a random environment as a special case, local KPZ behavior occurs under
arbitrary scaling limits, in any dimension.

1. Introduction

1.1. The KPZ equation. The Kardar—Parisi—Zhang (KPZ) equation was introduced in [1]
to model the growth of a generic randomly growing surface. If f (¢, x) is the height of a
d-dimensional surface at time r € R~ and location x € R¢, the KPZ equation prescribes
that the evolution of f is governed by the equation

atfszf+%|Vf|2+\/5§, (1.1)

where & is a random field known as space-time white noise, and v, A and D are the pa-
rameters of the model. Formally, space-time white noise is a distribution-valued centered
Gaussian random field, with covariance structure

EE @, 0)EW, x) =8 — )8 (x — x),
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where § and 8@ are the Dirac delta functions on R and R¥, respectively. (See Sect. 3
for a precise definition of space-time white noise.)

It is difficult to give a rigorous meaning to the KPZ equation, mainly due to the
well-known difficulties in defining products of distributions. This problem now has a
complete solution in dimension one, using a variety of techniques, such as the Cole—
Hopf solution [2], regularity structures [3,4], paracontrolled distributions [5,6], energy
solutions [7-10], and renormalization group [11]. Moreover, many one-dimensional
discrete processes have been shown to have a KPZ scaling limit, as in [12-20]. All of
this is only a small sample of the enormous literature that has grown around rigorous
1D KPZ. For surveys, see [21-23].

There are some recent constructions of distribution-valued solutions of the KPZ
equation in dimensions greater than one [24—32]. These solutions are ‘physically trivial’,
by being equivalent to solutions of a linear stochastic differential equation, called the
stochastic heat equation with additive noise. A ‘nontrivial’ solution of the KPZ equation
in d > 2 has not yet been constructed, although a promising breakthrough has occurred
very recently for the related 2D stochastic heat equation with multiplicative noise, which
is formally the ‘exponential’ of 2D KPZ [33]. A more detailed discussion of all this is
in the forthcoming sections.

A fundamental roadblock in constructing nontrivial solutions of the KPZ equation in
d > 2 is that we do not know how to take scaling limits of approximate solutions to reach
anontrivial limit. Even in dimension one, there can be many different scaling limits. See,
for example, [12, Sect. 7] for a discussion of the various ways of taking scaling limits
of 1D directed polymers, only one of which has been made fully rigorous. But in many
1D models, we know at least one way of taking a scaling limit that leads to a nontrivial
solution of the KPZ equation. In higher dimensions, the question becomes less tractable.
Physicists believe that for 2D models, the celebrated ‘Family—Vicsek scaling’ [34] is
the correct one, and leads to a function-valued, rather than distribution-valued, solution
of the 2D KPZ equation. This has been verified in numerical simulations [35-37] for
discrete models, but remains out of the reach of rigorous mathematics. (See the end of
Subsect. 1.4 for a more detailed discussion.)

1.2. Local KPZ growth. The goal of this paper is to take a small step towards under-
standing KPZ in d > 2 without running into the issue of constructing scaling limits,
building on a framework introduced recently in the series of papers [38—40]. (Even in
d = 1, this new framework may be useful in going beyond exactly solvable models; this
will appear in forthcoming work with Arka Adhikari.) Since the ‘correct’ way to scale
is still mysterious, the following workaround is proposed. Consider a general class of
growth models, which contains at least one model of widespread interest. Then show
that, irrespective of how we take a scaling limit, the growth is always locally like the
KPZ equation (1.1), breaking up as the sum of a Laplacian term, a gradient squared term,
anoise term, and a residual term that is negligible compared to the other three terms and
their sum. Surprisingly, this turns out to be doable. The details are as follows.

The first step is to give a precise definition of local KPZ growth. Take any d > 1.
Suppose that we have a collection of random functions { f¢}¢~0 from Z=¢ x 74 into R.
A general ‘rescaling’ of f; is defined as follows. Let a(¢), B(¢) and y (¢) be positive real
numbers depending on ¢, with a(¢) and S(¢) tending to zero as ¢ — 0. Based on these
coefficients, the rescaled version of f; is the function £ : R.g x RY — R defined as

FO, x) =y fo(fa(e) 11, ) 'x1),
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where [u] denotes the smallest integer greater than or equal to u when u € R, and
denotes the vector ([u1], ..., [ug]) whenu = (uy,...,ug) € R?. Note that this means
space and time are rescaled so that successive time points are separated by «(e) and
neighboring points in space are separated by 8(¢). The factor y (¢) is just a multiplicative
factor meant to ensure that the limit of ) as ¢ — 0 (on some appropriate space of
functions or distributions) does not blow up to infinity or shrink to zero. This is why we
need a(¢) and B (&) to tend to zero, but there is no restriction on y (g).

Let A = {0, £ey, ..., ey} be the set consisting of the origin and its nearest neigh-
bors in Z¢. Define the ‘local average’ of f®) at a point (¢, x) € Ro¢ x R? as

—(©) 1 (e)
PP = 3 rO0x+ pea),
acA
the ‘approximate time derivative’ of £®) as

O +ale), x) — fO,x)

%O, x) e

k]

the ‘approximate Laplacian’ as

—(©)
f

([,)C) - f(g)(ta x))

N £ ._
Af¥E(t, x) = Q2d+ 1)( 502

and the ‘approximate squared gradient’! as

~ L/ O x +Be)a) — T 1. x)\2
(&) 2.~
1O =2y :( o ) .

acA

The above definitions are inspired by the fact that if «(¢) — 0, f(¢) — 0, and f ©
converges in some strong sense to a smooth function f as ¢ — 0, then the approximate
time derivative, the approximate Laplacian, and the approximate squared gradient con-
verge to d; f, Af and |V f|%. Of course, we do not expect f®) to converge to a smooth
limit in general.

For the definition of local KPZ behavior below, and for use in the rest of the paper,
recall the meanings of the op and Op notations. If { X}~ and {¥;},~0 are collections
of random variables (which are allowed to be constants), we say that X, = op(Y,) if
for any § > 0,

lim P(|X,| > 8|Y.|) = 0.
e—0

Inother words, X, /Y, — Oinprobability ase — 0. Similarly, we say that X, = Op(Y,)
if

lim limsupP(|X,| > K|Y¢|) =0.
K—o00

e—0

In other words, {X,/Y:}e~0 is a tight family of random variables.

' In the definition of the approximate squared gradient, one may object that it is more natural to have
f O (t, x) instead of ?(S) (t, x) as the term to be subtracted off. The reason behind choosing 7(6) (t, x) is that
if we use f (&) (¢, x) instead, then we will end up with an extra (Af )2 term in the limiting equation, which is
not present in the KPZ equation. The situation has some similarity with the definition of stochastic integral,
where slightly different definitions give rise to two completely different equations (It6 and Stratonovich).
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Definition 1.1 (Local KPZ behavior). Let all notation be as above. We will say that f ()
has ‘local KPZ behavior’ as ¢ — 0 if for some strictly positive v(g), A(¢e), and D(g),
which can vary arbitrarily with &, some collection of ‘noise fields’ 5(‘9 )i R X RY - R,
and some collection of ‘remainder fields’ R®) : R.o x R — R, we have that for any
(t,x) € Rug x R4,

O, x) =v(E)AfO®, x)+ @ﬁﬂ“(r,xnz

+DE)E® 1, x) + RO, x),

such that the following conditions hold:

(1) The noise field £©) converges in law to white noise on R x R? as & — 0 (see Sect.
3 for the definition of this convergence).

(2) The remainder term R®) (¢, x) is 0 p of the first three terms on the right and their sum,
meaning that R®) (¢, x) divided by any of the first three terms, or by their sum, tends
to zero in probability as ¢ — 0.

Just to fully clarify the second condition and remove any scope for confusion, we
note that it means that for any fixed (, x), the quantities

R® (¢, x) RE (¢, x) R® (¢, x)
VEALO@, ) Me)IVFEE )2 VDEE®(, x)

and

R® (¢, x)
v(E)AFE (1, x) + 1)V O, )2+ VD()E® (1, x)

all tend to zero in probability as ¢ — O.

In our examples, we will have that for fixed (¢, x) and &, the noise term 5(5)0, X)
is independent of the Laplacian and gradient squared terms. But we omit this from the
definition of local KPZ behavior, so as to leave open the possibility of other examples
where the independence criterion does not hold.

It may seem as if v(¢), A(g), and D(¢e) should not be allowed to vary with ¢ if we
want something analogous to (1.1). However, this is not true. In the KPZ literature, it
is understood that the coefficients in (1.1) can be allowed to vary when taking a scaling
limit, and even be allowed to tend to zero or blow up to infinity. This is especially true in
dimensions higher than one. For example, the Family—Vicsek scaling for 2D surfaces [34]
requires this (see further discussion in Subsect. 1.4). The important point is that we want
the time derivative to decompose into a linear combination of the Laplacian, the squared
gradient, a noise term that behaves like white noise, and a negligible error term. This is
captured by our definition of local KPZ growth.

Having defined the notion of local KPZ growth, we define in the next subsection
a class of discrete growth models that will be shown to have local KPZ growth under
arbitrary scaling limits.



Local KPZ Behavior Under Arbitrary Scaling Limits 1281

1.3. A class of growing random surfaces. Fix some d > 1. Recall that we defined
A = {0, xey, ..., Ley} to be the set consisting of the origin and its nearest neighbors
in Z9. Let ¢ : R* — R be a function. Let z = {zt.x} ez y.xeza e a collection of
i.i.d. random variables, which will be called the ‘discrete noise field’, or simply the ‘noise
field” when there is no scope for confusion with the noise field £ ® from Definition 1.1.
Given ¢ > 0, consider a function f; : Z>g x 74 > R growing as follows: f:(0,x) =0
for all x, and for each ¢ > 0,

Je+1,x) = ¢((fe(t, X +a))aca) + €2r41,x- (1.2)

Imagine f; (¢, x) to be the height of a d-dimensional random surface at time ¢ and location
x. The above recursion says that the height at time ¢ + 1 is a function of the heights at x
and its neighbors at time ¢, plus an independent random fluctuation. Since the function
¢ ‘drives’ the growth of f, we will sometimes refer to ¢ as the ‘driving function’ (as
in [38,39]).

Let 1 € R denote the vector of all 1’s. For u € R4, let u denote the average of the
coordinates of u. For u, v € R4, let us write u > v ifu, > v, for eacha € A. We make
the following assumptions about ¢.

e Equivariance under constant shifts We assume that for all u € R4 and ¢ € R,
¢(u +cl) = ¢(u) + c. Besides being physically natural, this assumption has a
long history in the literature on convergence of approximation schemes for partial
differential equations, starting with [41]. It is also part of the framework introduced
in [38—40].

e Zero at the origin. We assume that ¢ (0) = 0. There is no loss of generality in this

assumption, since equivariance ensures that if ¢(0) # 0, and we define a(u) =

¢ (u) — $(0), and f, is defined using ¢ in (1.2), then f. (¢, x) = f.(t, x) — 1 (0) for
all 7 and x.

e Monotonicity We assume that ¢ (1) > ¢ (v) whenever u > v. This assumption, too,
is physically natural and has appeared in related prior work [38—41].

o Symmetry. We assume that ¢ (1) remains unchanged under any permutation? of the
coordinates of u. This is a strengthening of the assumption of ‘invariance under lattice
symmetries’ from [38].

e Regularity We assume that ¢ is differentiable everywhere, and twice continuously
differentiable in a neighborhood of the origin. As noted in [38,40], this assumption is
needed for convergence to KPZ. In the absence of this assumption, the local growth
may resemble some other equation, as in [40].

e Nondegeneracy We assume that the Hessian matrix of ¢ at the origin is nonzero.
This assumption is needed to ensure the presence of the gradient squared term in the
KPZ limit. If the Hessian at the origin is zero, we may have a different kind of local
growth, as in [40].

o Strict Edwards—Wilkinson domination The Edwards—Wilkinson surface growth
model [42] is described by equation (1.2) with ¢ (u) = u. We assume that our surface
grows at least as fast as the Edwards—Wilkinson surface, meaning that ¢ (1) > u for
all u. Moreover, we assume that this domination is strict, in the following sense: If

2 One may say that it’s more natural to require that ¢ is only symmetric in {ug4}q£0. Indeed, that is true,
but it leads to messier notation and more cumbersome statements and proofs without adding to the intellectual
content of the results, which is why we will work with the stronger assumption of complete symmetry. It
should not be difficult to prove analogous results under a weaker symmetry assumption, or even under no
symmetry at all, as was done in [40] for the deterministic analogue of the setup considered here.
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{un}n>11s a sequence such that ¢ (4, ) —u, — 0, then u,, —u,1 — 0. This is one of
the two key assumptions that allow us to deduce local KPZ behavior under arbitrary
scaling limits.

In addition to the above assumption on ¢, we also make the following set of assumptions
on the noise field (in addition to the fact that it is a field of i.i.d. random variables).

e Zero mean We assume that the noise variables have zero mean.

e Boundedness We assume that the noise variables are bounded. That is, there is some
constant B such that |z; x| < B almost surely. This is the second key assumption that
ensures local KPZ growth under arbitrary scaling limits.

e Absolute continuity We assume that the law of the noise variables is absolutely
continuous with respect to Lebesgue measure. We will refer to this condition by
simply saying that the noise variables are ‘continuous’.

Under the above conditions on the driving function and the noise field, it turns out that
the discrete surface f; has local KPZ growth under arbitrary scaling limits. This result
is stated in the next subsection.

1.4. Results. Let f; be as in the previous subsection, and suppose that all of the stated
assumptions on ¢ and the noise field are satisfied. Let a(¢), B(¢) and y (¢) be positive
real numbers depending on &, such that o(¢) and f(¢) tend to zero as ¢ — 0. As in
Subsection 1.2, define the rescaled function £ : R.g x RY — R as

FO, x) =y () fo(Ta(e) 11, [Be) " 'x1).

The following theorem shows that f ) has local KPZ behavior under any scaling where
¢ is sent to zero as the lattice spacing goes to zero. This is the main result of this paper.

Theorem 1.2. Under the assumptions on the driving function ¢ and the noise field z
stated in the previous subsection, f ©) has local KPZ behavior as ¢ — 0, in the sense
of Definition 1.1, for any choice of a(¢), B(e) and y (¢) such that «(e) and B(g) tend to
zero as ¢ — 0. Moreover, the coefficients v(¢), L(¢) and D(e) of Definition 1.1 turn out
to be the following:

B(e)? _ 2(q —r)B(e)? o2e?B(e)y ()

A(e) , D) = ——F—,

v(e) = ————, -
Q2d + Da(e) a(e)y(e) ale)

where 0% is the variance of the noise variables, q is the value of the diagonal elements
of Hess ¢ (0) (which are all equal due to the symmetry of ¢), and r is the value of the
off-diagonal elements of Hess ¢ (0).

To appreciate the meaning of Theorem 1.2, consider the following. It is not hard to
guess that local KPZ behavior must be a consequence of Taylor expansion. But to invoke
Taylor expansion, we need that for two neighboring points x and y, f: (¢, x) & fy(¢, y).
This is trivially true for + = 0, since f;(0, x) = 0 for all x. Using (1.2), one can then
deduce by a crude inductive argument that this continues to hold as long as ¢ does not
exceed a threshold determined by ¢. But for Theorem 1.2 to be true, we need that f, (z, x)
and f, (¢, y) continue to be close to each other for neighboring x and y even if t is allowed
to vary arbitrarily as ¢ — 0. This is encapsulated by the following result, which is the
key step in proving Theorem 1.2. Recall the O p notation defined above Definition 1.1.

3 Note that the Edwards—Wilkinson model itself does not satisfy the nondegeneracy condition stated above,
nor the condition of strict Edwards—Wilkinson domination. Therefore, it does not fit into our framework. But
that is all right, since the KPZ equation is not the scaling limit of this model.
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Theorem 1.3. Let t, € Z>1 and x; € 74 vary arbitrarily with e. Then, as ¢ — 0,
Je(te, xe) — fe(te, xe +a) = OP(\/E)fO}’ eacha € A.

We will see later that the proof of Theorem 1.3 does not provide much intuition
for why the result is true. An intuitive explanation is indicated by the next result. For
a function f : Z¢ — R, let 8; f(x) := f(x +¢) — f(x) fori = 1,...,d. Let
S8f == (81f,...,04f) bethe ‘gradient’ of f. Heuristically, it is possible that for fixed ¢,
the ‘gradient field” §f; (¢, -) converges in law to a stationary process as t — 0. It is not
clear whether this is true, but the following result gives strong evidence in favor, under
one extra assumption.

Theorem 1.4. Suppose that in addition to the hypotheses of Theorem 1.2, the following
holds: Whenever |u, — u,l| — 00, we have ¢ (u,) — u, — oo. Then for any fixed
& > 0, the sequence of gradient fields {§f¢(t, -)}iez., is a time-homogeneous Markov

; d . . .
chain on the state space (RY)%" (endowed with the product topology, which makes it a
Polish space), with at least one translation-invariant stationary probability distribution.
Moreover, it is a tight family.

In this context, it is worth noting that there has been an enormous amount of effort in
the last two years on understanding stationary KPZ growth. Stationary solutions of the
stochastic Burgers equation — which is supposed to be the equation for the gradient field
of the solution of the KPZ equation — have been constructed in dimension one [43,44]
and also in dimensions two and three [45]. Stationary solutions of the 1D ‘open KPZ’
equation were recently constructed in [46] and further developed and analyzed in [47—
49]. Convergence to stationarity has been studied in [S0-53]. It would be interesting if
similar results can be proved in the general setting of Theorem 1.4.

Incidentally, the reason why the existence results in [43—45] are restricted to d < 3,
while Theorem 1.4 holds in any dimension, is that the discreteness of both space and
time in Theorem 1.4 makes it easy to overcome the problems of ill-posedness inherent in
continuous-time differential equations. Although the white noise is smoothed in space
in [43-45], which makes the space effectively discrete, it remains unsmoothed in time,
giving rise to genuine technical limitations. This is the same reason why & can be arbitrary
in Theorem 1.4, while it needs to be small enough for the results of [43—45].

Another large number of recent results related to the above theorems are about local
behaviors of solutions of the 1D KPZ equation and related processes, such as the Airy
sheet, the KPZ line ensemble, the Brownian landscape, and the KPZ fixed point [50-
52,54-58]. These results contain much more information than Theorem 1.2, but for
one-dimensional processes. Again, it would be interesting if some analogous refined
results can be proved in the general setting considered above.

Theorem 1.2 can be viewed as a KPZ universality result. Roughly speaking, KPZ
universality is the notion that the KPZ equation arises as the scaling limit of a large
and varied class of growing random surfaces for which exact formulas are not available.
Significant progress on 1D KPZ universality has been made in recent years [16,53,59—
63], although much remains to be understood. In dimensions higher than one, almost
nothing is known. Theorem 1.2 is a small step towards understanding the universal nature
of KPZ growth in general dimensions in the absence of integrability.

As a final remark, suppose that d = 1, and we want the coefficients v(e), A(g)
and D(e) to not depend on ¢. Then by the formulas from Theorem 1.2, we need that
,3(,9)2 x a(e), /3(8)2 x a(e)y(e), and () 82,3(8))/(8), where the proportionality
constants may depend on d and the law of the noise variables. The first two conditions
show that y (&) must be a constant, and then plugging this into the third condition and
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using the first condition again, we get a’(¢) o< *. Then using the first condition one final
time, we have B(e) 2. So, when d = 1, the only way to ensure that v(¢), A(e) and
D(¢e) do not vary with ¢ is to have a(e) e*, B(e) &% and y (¢) = constant. We will
see later that for directed polymers in random environment, this gives the ‘intermediate
disorder’ scaling limit constructed in [12]. In forthcoming work with Arka Adhikari, it
will be shown that a class of 1D surfaces (of the type considered in this paper) converge
in law to this universal scaling limit (known as the Cole—Hopf solution of the 1D KPZ
equation) under the above scaling of space and time.

Intriguingly, for d > 2, the same logic shows that there is no way to get constant
coefficients as ¢ — 0, if we insist on @ — 0 and 8 — 0 as ¢ — 0. This suggests
that at least one of the coefficients v, A and D must tend to zero as ¢ — 0 for a KPZ
scaling limit in d > 2. Indeed, numerical simulations (such as in [35-37]) suggest that
for d = 2, it may be possible to obtain a function-valued scaling limit by taking (in
what is known in physics as the Family—Vicsek scaling [34]) v ~ 272, A ~ 27274,
and D ~ B?*2¢~7 for certain exponents a and z. Scaling arguments based on Galilean
invariance [64] suggest that these exponents should satisfy a + z = 2. If we assume this,
then we obtain the scaling v ~ g%, A ~ 1, and D ~ ,33”. Theorem 1.2 has something
interesting to say here: Let d = 2. Suppose we take some 8 = B(¢) — Oase — 0,
and let « = B° for some exponent z. Suppose that in this setting, we want to have
A ~ 1 in Theorem 1.2. Then the formula for A implies that y ~ B2~%. Plugging this
into the formulas for v and D, we get v ~ B2~% and D ~ £283?~9 exactly matching
the Family—Vicsek scaling except for the 2. However, this may not be an issue, since
¢ is often taken to scale like |log B I_l/ 2in 2D (as in [24,25,33,65]), and therefore has
no role to play in the exponents. Thus, it is possible that Theorem 1.2 may provide a
launchpad to an eventual rigorous proof of the Family—Vicsek scaling relation.

In this context, it should also be noted that the numerical works are exclusively
for discrete models. There does not seem to be any numerical work for the continuum
KPZ equation, although there is a considerable body of theoretical physics results (see,
e.g., [66]).

1.5. Application to directed polymers. Fix some d > 1, and let

1
o (u) = log(m Z e”“), (1.3)

acA

where A = {0, £ey, ..., ey}, as before. Itis straightforward to verify that ¢ is equivari-
ant under constant shifts, zero at the origin, monotone, symmetric, twice continuously
differentiable, and has a nonzero Hessian matrix at the origin. Moreover, its Hessian
matrix is positive semidefinite everywhere, which shows that ¢ is convex. Thus, the
following lemma shows that ¢ strictly dominates Edwards—Wilkinson growth.

Lemma 1.5. If a driving function ¢ : R — R is equivariant under constant shifts,
zero at the origin, monotone, symmetric, Clina neighborhood of the origin, has a
nonzero Hessian matrix at the origin, and is also convex, then ¢ satisfies the strict
Edwards—Wilkinson domination condition. Moreover, it satisfies the additional condition
of Theorem 1.4.

Let z = {z/x},ez_.xeze be a collection of i.i.d. random variables (called ‘noise
variables’ below), and for each ¢ > 0, let f. be the discrete random surface generated
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according to (1.2) with zero initial condition, using the driving function ¢ displayed in
(1.3). A simple induction shows that

1 t—1
fg(t, X) = 10g|:m Z eXp<8 ZZ[—i,x+pi>]v
PePy i=0

where P; is the set of all lazy random walk paths of length ¢ starting at the origin — that
is, the setof all P = (po, ..., pr—1) € (Z%)! such that po=0and |p; — pi—1| < 1 for
each i, where | - | is the Euclidean norm. This is the log-partition function of the (d + 1)-
dimensional directed polymer model [67] on lazy random walk paths* of length r — 1
at inverse temperature ¢, in the random environment z. By Lemma 1.5, Theorem 1.2,
Theorem 1.4, and the above observations about ¢, we get the following result.

Theorem 1.6. Suppose that the noise variables are continuous, bounded, and have mean
zero. Then f; has local KPZ growth under any scaling limit, in the sense of Theorem 1.2.
Moreover, the gradient fields {f:(t, -)}iez.., satisfy the conclusions of Theorem 1.4.

Recall that for d = 1, the only way to get the coefficients of the local KPZ equation
in Theorem 1.2 to not depend on ¢ is to have a(g) et B(e) « €2 and y(e) =
constant. Translating this to polymer language, note that for a fixed (7, x), f©(z, x) is
the log-partition function for polymers of length a(¢) ™! at inverse temperature &. Thus,
a(g) o« e* means that for polymers of length 7, the inverse temperature needs to be
proportional to n~'/4. This is the ‘intermediate disorder regime’ considered in [12]. It is
interesting that this is the only possible way to scale so that we get constant coefficient
in the local KPZ equation of Theorem 1.2. It is also intriguing that for d > 2, there is no
way to scale so that the coefficients in the local KPZ equation do not vary with n while
the inverse temperature goes to zero as n — oo.

In this context, it is worth noting (as pointed out by one of the referees) that in the
case of the continuous polymer model (Brownian motion paths in a regularized in space
white noise environment, as in [68]), it is actually straightforward that under any arbitrary
scaling, the rescaled log-partition function is the solution of a regularized KPZ equation
which features similar scaling-dependent coefficients and a noise that converges to the
white noise. One can see that thanks to the Feynman—Kac and It6 formulas and the
Brownian/white noise scaling properties (see, e.g., [68, Sect. 2.3], where it is done for
the diffusive scaling, but any other scaling also works).

In d = 2, there are very few results about scaling limits of the directed polymer
model. A scaling limit for the partition function (rather than the log-partition function
considered here) of the (2 + 1)-dimensional model has been obtained in [65], and the
convergence of polymer paths to Brownian motion in the subcritical regime has been
recently proved in [69]. There are a number of closely related results about ‘continuum
polymers’, which have been used to construct distribution-valued solutions of the KPZ
equation. Rough calculations indicate that one might be able to obtain scaling limits
of discrete directed polymers using similar arguments. For example, the results from
[24,25,30] indicate that for d = 2, a distribution-valued solution of the KPZ equation

may be obtained, in the language of this paper, by taking «(e) o e=C7 for sufficiently

4 The usual version of the model considers non-lazy random walk paths with |p; — p; _1| = 1 for each i,
but we change it to the lazy version to fit our framework. One can work with the usual version to arrive at a
similar result, but that will require a slightly different — and less pleasant — definition of local KPZ growth,
due to parity issues. Since the essential features of the model can be expected to remain the same for lazy
paths, we work with the lazy version.
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large C, B(e) x Ja(e), and y(g) el ase — 0. One might argue, though, that
these constructions are not really solutions of the 2D KPZ equation, because it has been
shown that they reduce to solutions to the stochastic heat equation with additive noise.
The recent work [33], which gives a non-Gaussian construction ‘at criticality’, offers a
more promising avenue to the construction of a ‘true’ distribution-valued solution of the
2D KPZ equation.

For d > 3, similar rough calculations indicate that the constructions in [26,27,29,
31,32,70] correspond to taking the scaling limit of discrete directed polymers keeping
the inverse temperature fixed (and small) while sending the spatial and temporal lattice
spacings to zero in a certain way. This approach does not fit into our framework.

A final remark about phase transitions for 2D polymers, proved in [65]: One may
wonder why a phase transition in the temperature parameter, as proved in [65] for the
2D polymer model, does not manifest itself in Theorem 1.6. The possible reason is that
Theorem 1.6 is about the relation between local spatial and temporal derivatives of the
height function, and not the height function itself. So, although the height may behave
differently in different regimes, the behavior of its infinitesimal growth will exhibit no
such transition, according to Theorem 1.6.

1.6. Generalized discrete KPZ. In this subsection we consider a class of examples where
¢ is not necessarily convex, but the condition of strict Edwards—Wilkinson domination
holds. These examples are natural discretizations of KPZ-like equations.

Suppose that ¢ : R — [0, 00) is a function with the following properties: (a) it is C'!
everywhere, (b) it is C2 in a neighborhood of the origin, (c) [¢’| is uniformly bounded,

(@ ¥ (0) =0, (e) ¥"(0) # 0, (f) Y(x) # 0 forall x # 0, and (g) ¥ (x) bounded away
from zero as |x| — 0o. An example is:

x2 if |x] <1,

v = {2|x| —1 if|x] > 1 (1.4)

Let ¢ be a strictly positive real number, and define
du) =T +c Z V(g — ).
acA

Letz = {z/,x};e7._, rez¢ be a collection of i.i.d. random variables, and let f; be defined
by (1.2) with zero initial condition, which can be rewritten as

fet+1,%) = felt, x)
= Felt,0) = felt, x) +¢ Y Y (felt,x +a) = [ (£, %)) +82e1 x,

acA

where f, is the local average

— 1
Felt, )= Z fo(t, x +a). (1.5)

acA

In other words, the discrete time derivative of f, equals the sum of the discrete Laplacian,
a noise term, and functions of discrete spatial derivatives. We may refer to this as a
‘generalized discrete KPZ equation’. Choosing v/ (x) = x? would make it exactly like
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a discrete KPZ equation, but that v does not satisfy the bounded derivative condition
required for the result stated below (which prevents ¢ from satisfying the monotonicity
assumption). The i displayed in equation (1.4) is a close alternative. The following
result shows that f; has local KPZ growth under arbitrary scaling limits if ¢ is small
enough (and the noise variables satisfy the three required conditions).

Theorem 1.7. Let f. be defined as above, with \r satisfying the listed conditions. Let
|| o denote the supremum norm of Y'. If ¢ < (4d| Y’ |o0) ™", and the noise variables are
continuous, bounded, and have mean zero, then f; has local KPZ growth under arbitrary
scaling limits, in the sense of Theorem 1.2. Moreover, if ¥ (x) — o0 as |x| — oo, then
the conclusions of Theorem 1.4 hold.

This concludes the statements of results. The rest of the paper is organized as follows.
A list of open problems is given in the next subsection. A sketch of the proof of Theorem
1.2 is in Section 2. Section 3 contains a discussion of space-time white noise. All proofs
are in Sect. 4.

1.7. Open questions. The main open question is to construct nontrivial solutions of the
KPZ equation in d > 2, and then show that discrete processes such as directed polymers
converge to these nontrivial solutions under appropriate scaling limits. This is a very
hard problem, completely out of the reach of existing technology. Theorem 1.2 gives
hope that something like this can eventually be proved, because it shows that local KPZ
behavior holds for any scaling limit — and so, once an appropriate scaling is identified,
convergence would probably hold, and the challenge would only be to prove nontriviality
of the limit.

Another class of open problems is to understand the stationary probability measures
of the gradients fields, which are guaranteed to exist by Theorem 1.4. Is the stationary
measure unique? If not, what is the set of all stationary measures? What initial conditions
lead to which stationary limits? What can be said about rates of convergence?

The C? assumption on the driving function ¢ is restrictive, but is crucial for the
notion of local KPZ universality considered in this paper. s it possible to have a different
formulation that allows driving functions that are not C?? Such driving functions arise in
many important models, such as last-passage percolation, ballistic deposition, etc. (e.g.,
see [39,40]). For the same reason, it would be nice to be able to extend the framework
of this paper to asynchronous updates, where each site is given an independent Poisson
clock and the height is updated whenever the clock rings (such as in [71]).

Removing the boundedness assumption on the noise variables is also a worthy goal.
It is not clear how the proof technique of this paper can be extended to unbounded noise
variables without introducing some constraints on how «(¢), (¢) and y(¢) can vary
with €.

Finally, in the setup of Subsect. 1.6, it would be interesting to see if local KPZ behavior
under arbitrary scaling limits hold when v/ (x) = ¢x? for some constant ¢, which is the
‘true’ discretization of the KPZ equation. One can make ¢ vary with ¢ if that helps in
reaching a nontrivial scaling limit.

2. Sketch of the proof of theorem 1.2
First, note that by the equivariance property of ¢,
fe(l + 11 x) - fé‘(h x) = ?501 x) - f&(t1 x) + ¢(Cls(f, x)) + 8ZI+I,X7
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where f, is the local average of f. defined in equation (1.5), and

qe (1, ) i= (fe(t,x +@) = fo(t,X))aca-

Now, if for some x (possibly depending on ¢ and the noise variables), f. (¢, x) ~ fo(t, x+
a) forall a € A, then by Taylor expansion and using the facts that ¢ (0) = 0, V¢ (0) has
all coordinates equal (by symmetry), and the Hess ¢ (0) has all diagonal elements equal
and all off-diagonal elements equal (again, by symmetry), it follows that

¢(qe(t,x)) = 0) + Vo (0) - g (1, x)
+ %qg (t, x) - Hess ¢ (0)g. (¢, x) + a remainder term,

=K Z(fa(f, x +a) — f.(t,x))* +a remainder term,

acA

where K is a constant depending on ¢, and the remainder term is negligible compared
to the first term on the right. Together with the preceding display, this gives

fet+1,x) — fot,x) = fo(t,x) — fo(t, x)

Time derivative Laplacian term

+K Y (felt,x+a) = f,(t,x))°

acA

Gradient squared term

+ £Zs41,x + a remainder term, (2.1)
——
Noise

which is local KPZ behavior, except that it holds only under the crucial assumption that
fe(t,x+a) =~ f.(t,x) foralla € A. (We also need that the remainder term is negligible
compared to the Laplacian term, the noise, and the sum of the Laplacian, noise and
gradient squared terms, but let us ignore that for the time being.) This condition holds
trivially at time ¢ = 0, since f, (0, x) = O for all x. If ¢ is small, it continues to hold for
t = 1, and inductively, for all ¢ up to a threshold depending on ¢. But to get local KPZ
behavior under arbitrary scaling limits, we need to have f.(f,x +a) = f;(t, x) for all
a € Aevenift and x are allowed to vary arbitrarily as ¢ — 0. The argument for this is
outlined below.

The first step is to show, using a random walk representation introduced in [39], that
for any x € Z8and 1 <s <1,

0
025,y

s

f&(t9x)

=é.

2

yezd

As a straightforward consequence of this identity, it follows that if z; , is replaced by
0 for each y, then the value of f (¢, x) changes by at most Be, where B is a constant
upper bound on the magnitude of the noise variables. (Here we use the assumption that
the noise variables are bounded.) Note that this bound has no dependence on ¢ and x.
For each ¢ and x, let g¢(t, x) be the value of f,(t, x) after replacing all z; , by zero.
Note that g (1, x) = 0 for each x. Thus, g, is just like f, except that instead of starting
with an all zero initial condition at time 0, we start with an all zero initial condition at
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time 1. Thus, g. (¢ + 1, x) has the same law as f. (¢, x). By the conclusion of the previous
paragraph, this implies that

E(fe(t+1,x) = fe(t,x)) = E(fe(t +1,x) — g:(t + 1, X)) < Be.

The above deduction is the first main trick in the proof.’ The second trick is the following.
Since the law of f, (¢, x) is the same for all x, the above inequality gives

E(fe(t +1,%) = fo(t,2)) = E(fe(t + 1,x) = fe(1, %)) < Be.

Since the noise variables have mean zero,

E(fe@+1,x) = E(@((fe(t. X + a))aca) + E2141,x)
= E(@((fe(t, x +a))acn))-

Combining, and using equivariance of ¢ under constant shifts, we get

E(¢(ge(1, x))) < Be,

where recall that g, (¢, x) = (f:(t,x +a) — 78 (t, x))aea. Note that the vector g, (¢, x)
belongs to the hyperplane H := {u € R* : u = 0}. By Edwards—Wilkinson domination,
¢ is nonnegative everywhere on this hyperplane. Thus, for any > 0,

E(¢(ge(t, 1)) _ Be
n o

By strict Edwards—Wilkinson domination, ¢ (u,) — 0 implies u,, — 0 on H. This is
equivalent to saying that for any § > 0, there exists 7(§) > 0 such that if u € H and
¢ () < n(s), then |u| < §. Thus,

P(p(gs(t, x)) > n) <

B

Pl (t.2)| > 8) < P(§(ge(t. x)) > n(®)) < n(—;)
Note that this bound has no dependence on ¢ and x. Thus, if ¢ — 0 and 7., x, vary
arbitrarily with e, we have |g.(t;, x.)| — O in probability. This allows us to apply
Taylor expansion and deduce (2.1), even if ¢ and x vary arbitrarily as ¢ — 0. Some
more work is needed to establish that the remainder term is negligible compared to the
other terms (this requires the assumption that Hess ¢ (0) # 0) and that the noise term
converges to white noise.

3. Space-Time White Noise

In this section, we recall the definition of space-time white noise and construct the field
£(® that converges in law to space-time white noise in Theorem 1.2. For the construction
of space-time white noise, we follow the prescription outlined in [72, Chapter 1].

Take any n > 1. Fora = (a1, ...,a,) € Z’;O, define |«| := a1 + - -+ + «, and let
D“ be the differential operator -

o ., 8|a|

Cox(taxs? - 0xy”

)

5 1 thank Alex Dunlap for pointing out that this step bears similarity with [45, Proposition 3.1] and [44,
Proposition 5.2], where it is used to control the squared gradient of solutions to the KPZ equation, which leads
to stationary solutions of the stochastic Burgers equation.
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acting on C*°(R"). Moreover, for any x = (x1, ..., x,) € R", let
o, 0] 0 «
X7 I= XXy

Fora, B € Z’éo and f € C*°(R"), define the semi-norm

Pa.p(f) = sup [x*DF f(x)].

xeR"

A function f € C*°(R") is called a Schwartz function if py g(f) < oo forevery o, f €
Z . In other words, f and all its derivatives are decaying faster than any polynomial at
infinity. The space of Schwartz functions is denoted by S(IR"). The standard topology on
S(R™) is the topology generated by the countable family of semi-norms {py. g : o, B €
7 ,}. This space is metrizable, for example by the metric

A(f. g) = S o lel-ipl_Pauplf —8)
v gf; L+ pap(f —8)

It is well known that under the above topology, S(R") is Fréchet space. A continuous
linear of functional on S(R”) is called a tempered distribution. The space of tempered
distributions on R”" is denoted by S’ (R").

Let (¢, f) denote the action of ¢ € S’'(R") on f € S(R™). When ¢ is a bounded
measurable function on R” and f € S(R"), let (¢, f) denote the usual L? inner product
of ¢ and f. Itis easy to check that this defines a continuous linear functional on S(R").
Thus, bounded measurable functions may be viewed as tempered distributions.

There is a natural topology on S’'(R"), called the ‘strong dual topology’, defined as
follows. Recall that a subset B of a topological vector space is said to be bounded if for
any open neighborhood V of the origin, there is some A > 0 such that B € AV. The
strong dual topology on &’ (R") is generated by the family of seminorms

qB(9) = ]S}m (¢, )], B € S(R™) bounded.
eB

It turns out that S’ (R") is a countable union of Polish spaces under this topology. On such
spaces, the usual notion of convergence of probability measures remains unchanged —
a sequence {/t, },>1 of probability measures on the Borel o -algebra of S’(R") is said to
converge to a probability measure u if f Fdu, — f Fdp forevery bounded continuous
function F : §'(R") — R.

An important fact about the weak convergence of S’(R")-valued random variables
(called ‘random distributions’) is that a sequence {®,},>1 of random distributions con-
verges in law to arandom distribution @ if and only if (®,,, f) converges in law to (P, f)
for every Schwartz function f. This is a nontrivial result, due to Fernique [73,74]. For
a simplified proof, see [75]. We will use this fact below.°

Itis a consequence of the Minlos—Bochner theorem (see [75]) that if £ is a continuous,
symmetric, positive semidefinite bilinear form on S(R") x S(IR"), then there is a unique
centered Gaussian measure v on S’(R") whose covariance kernel is £. This means that
forany ¢ € S'(R") and f € S(R"), (¢, f) is a centered Gaussian random variable, and
the covariance of (¢, f) and (¢, g) is E(f, g)-

6 1 thank Abdelmalek Abdesselam for telling me about this result, and also about the strong dual topology
on S’ (R™), which I was unaware of.
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In our context, we wish to define space-time white noise on R~ o x R4, So let us take
n =d + 1 and consider R~ x R? as a subset of R”. Define the bilinear form

E(f,g):= / f(t, x)g(t, x)dtdx (3.1)
R>0><R‘l

on S(R") x S(R"). It is easy to verify that this is a continuous, symmetric, positive
semidefinite bilinear form. Thus, there is a unique centered Gaussian measure v on
S’(R™) whose covariance kernel is given by £. This is the law of space-time white noise
onR.g x RY.

Let us now construct the field & ©) needed for Theorem 1.2. With all notation as in
Theorem 1.2, define, for (¢, x) € Rog x R? and ¢ > 0,

5(6) (t, .X) = O'ila(g)il/zﬂ(g)id/zz"a(g)—lt‘l_'_l’[ﬁ(g)—lx“ s (32)

where o is the standard deviation of the noise variables. Since any realization of &(®
is a bounded measurable function, we can view & (®) as a random tempered distribution.
The following proposition shows that it converges in law to white noise as ¢ — 0.

Proposition 3.1. As ¢ — 0, the field £©) converges in law to white noise on R~ x R,
in the sense defined above.

Proof. Takeany f € S(RxR?). By the discussion above, we have to show that (€, f)
converges in law to a Gaussian random variable with mean zero and variance E( f, f)
as ¢ — 0, where & is defined as in (3.1). Fix ¢ > 0. Form € Z-¢ and v € Z4, let By
denote the cuboid in R. g x R4 consisting of all (¢, x) such that [a(s)_lﬂ = m and
[B(s)~'x] = v. Note that these cuboids form a partition of R. x R?. Let

?m,v : f(t, x)dtdx =

T — (t, x)dtdx
Vol(B.v) /B, f

a@pE? Jp,,

denote the average value of f in B, ,. Then by the decay properties of f, it is not hard
to justify that

(€, f) = Z/B EO @, x) ft, x)dtdx

m,v

:ofla(e)fl/zﬁ(a)*d/zszn,v/ f(t, x)dtdx
m,v B

= 0710l(8)1/2/3(5)d/2 Z Zm+l,v?m,v'

m,v

Thus, (), f) is a linear combination of i.i.d. random variables. The required central
limit theorem for (£®), ) now follows by standard methods (e.g., using characteristic
functions) and the decay properties of f. The details are omitted. O
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4. Proofs

First, we prove Theorem 1.2 and Theorem 1.3. Throughout, we will assume that the
conditions on ¢ and the noise variables stated in Section 1.3 hold. Fix a realization of
fe. Then, for any t € Z>¢p and x € 74, define a random walk on Z¢ as follows. The
walk starts at x at time ¢, and goes backwards in time, until reaching time 0. If the
walk is at location y € Z< at time s > 1, then at time s — 1 it moves to y + a with
probability 9,¢ ((fs(s — 1,y + a))gen), for a € A, where 9,¢ is the derivative of ¢
in coordinate a (which exists, by our assumption that ¢ is differentiable everywhere).
By [39, Lemma 3.1], these numbers are nonnegative and sum to 1 when summed over
a € A. Therefore, this describes a legitimate random walk on Z?, moving backwards
in time. (Incidentally, when ¢ corresponds to the polymer model, then the law of the
above random walk, conditional on the noise variables, is given by the classical polymer
measure. Therefore, this random walk generalizes the polymer random walk to a general
class of growth models.)
The following result is a special case of [39, Proposition 3.2].

Proposition 4.1. Fix a realization of f.. Take any 1 < s < t and x,y € Z%. Let
{Sr}o<r<: be the backwards random walk defined above, started at x at time t. Then

a
025,y

fe(t, x) = eP(Ss = ).

This yields the following corollary.

Corollary 4.2. If z1,y is replaced by 0 for each y, then the value of f(t, x) changes by
at most e max{|zy y| : |x — y|l1 < t}, where | - |1 denotes 2! norm.

Proof. This is a consequence of Proposition 4.1 and the fact that if f is a differentiable
real-valued function on R” for some , and |V f(x)|; < eforall x, then | f(x)— f(0)] <
£|x |00, Where |- | oo denotes £°° norm. This holds because, by the multivariate mean-value
theorem f(x) — f(0) = x - Vf(y) for some y on the line joining x and 0.

The above corollary allows us to prove the following lemma.

Lemma 4.3. For any t € Z=¢ and x € 7,
E(fe(t+1,x) — fe(t,x)) < Be,

where B is a constant upper bound on the magnitude of the noise variables.

Proof. Let g¢(t, x) be the value of f.(z,x) after replacing all z;,, by 0. Note that
g:(1, x) = 0 for each x. Thus, g, is just like f;, except that instead of starting with an
all zero initial condition at time 0, we start with an all zero initial condition at time 1.
This implies that g. (¢ + 1, x) has the same law as f. (¢, x), which gives

E(fe@+1,x) = fe(t,x)) =E(fe(@+1,x) — gt + 1, x)).
By Corollary 4.2, the quantity on the right is bounded by Be. O
As a corollary, we obtain the following important bound.

Corollary 4.4. Foranyt € Z>p and x € R,

E(¢((fe(t, x +a))aca) — fo(t, X)) < Be,

where ?5 is the local average defined in equation (1.5).
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Proof. Since f, starts from an all zero initial condition, it follows that E( f; (¢, y)) does
not depend on y. Thus,

E(fe(t, x)) = E(f,(t, x)).

Since the noise variables have mean zero,

E(fe(t+1,x) = E(@((fe(t, x +a))aca) + €Zr+1,x)
=E(@((fe(t, x +a))aca)).

Using the above two displays and Lemma 4.3, we get the desired inequality. O

Our next goal is to show that ¢ (1) — u grows at least quadratically in the distance of
u from u1 when ¢ (1) — u is small enough. We need two technical lemmas.

Lemma 4.5. Under the assumptions on ¢ from Section 1.3 (specifically, symmetry, equiv-
ariance under constant shifts, and differentiability), it follows that V¢ (0) = (2d+1)""1.

Proof. Tt follows from [39, Lemma 3.1] that the coordinates of V¢ (0) sum to 1. By
symmetry, the coordinates are equal. This proves the result. O

Lemma 4.6. Let Hess ¢ (0) denote the Hessian matrix of ¢ at the origin. Then the diag-
onal entries of Hess ¢ (0) are all equal, and the off-diagonal entries are also all equal.
If q denotes the common value of the diagonal entries, and r denotes the common value
of the off-diagonal entries, then q + 2dr = 0. Moreover, q, r, and g — r are nonzero.

Proof. The symmetry of ¢ ensures the equality of all diagonal entries of Hess ¢ (0),
and also the equality of all off-diagonal entries. Next, for t € R, let g(¢) := ¢(¢1). By
the equivariance property, g(t) = ¢(0) + ¢t = ¢, and hence g”(t) = 0. On the other
hand, simple calculation using solely the identity g(f) = ¢(¢1) shows that g”(0) =
1-Hess ¢ (0)1. Therefore, we get 1 - Hess ¢ (0)1 = 0, which is the same as g +2dr = 0.
By the nondegeneracy assumption, at least one of ¢ and r is nonzero. But then, the
identity g +2dr = 0 implies that both of them must be nonzero. Consequently, g —r =
2dr — r = (2d — 1)r is also nonzero. |

Armed with the above lemmas, we are now ready to prove the following key fact.
The proof uses the assumption of strict Edwards—Wilkinson domination.

Lemma 4.7. There exist M > 0 and ¢ > 0 such that if p(u) —u < M, then
dw) —u > clu —ull’.

Proof. Suppose that the claim is not true. Then for any positive M and c, there is some
usuchthatp(u) —u < M,butp(u) —u < clu —ul |2. For each n, find such a point u,,
for M = ¢ = 1/n. Since ¢ (u,) > u, (by Edwards—Wilkinson domination), this implies
that ¢ (u,) — u, — 0 and

— 112
M > ¢ (up) — 1y > 0.

Thus, we can divide throughout by |u,, — u;, 1 |2, and get

¢ (un) — un

_— 0. 4.1
ltn — 12 1)
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Lety, := u, —uy!1. Since ¢ (u,,) —u,, — 0, strict Edwards—Wilkinson domination gives
us y, — 0. Also, note thaty, = 0,¢(0) = 0,and by Lemma 4.5, V¢ (0) = 2d + D~
So, by the equivariance property of ¢ and Taylor expansion (recalling that y, — 0),

G (up) —up =P(yn) = d(yn) =y,
=¢ () —¢0) — Vo(0) -y,

1
= S - Hess g (O)y, + o(lyal%)

as n — oo. Dividing both sides by |y,|?, and letting z,, := y,/|y,|, we get
1 Uy) — U
—z, - Hess ¢ (0)z,, = M_; +o(1),
2 lup —upl|

which, by (4.1), implies that z,, - Hess ¢ (0)z,, — 0. But |z,,| = 1 for each n, and so,
passing to a subsequence if necessary, we may assume that z, — z for some z with
|z| = 1. Then z - Hess ¢ (0)z = 0. By Lemma 4.6, this is the same as

(g —nr)zl* +r72 =0,

where ¢ and r are as in Lemma 4.6. But z, = 0 for each n, and so 7 = 0. Also, by
Lemma 4.6, g —r # 0. Thus, the above display shows that z = 0, giving a contradiction
to the prior observation that |z| = 1. This completes the proof. O

Henceforth, let us fix two collections {z, }.~ ¢ and {x.}¢~0 in Z~ ¢ and 74, respectively.
We make no assumptions about these collections; they can be completely arbitrary. Let
us define some quantities whose behaviors, as ¢ — 0, will be of interest to us. Let

Ag = 78(%» Xg) — felte, X¢),

B, = %(q —r) Z(fs(tsv Xg+a)— 750& xs))za

acA
Ce 1= EZppt1,x,»
D = fe(te +1,x0) — fe(te, xe) — Ag — Be — Cs.

We now prove a series of lemmas about these quantities. A general fact that we will use
a number of times is the following.

Lemma 4.8. Let {X.}.~0 and {Yc}e=0 be two collections of random variables defined
on the same probability space and {c¢}e~ and {d.}e=0 be two collections of positive
real numbers. If X = op(ce) and Yo = Op(dy), then X .Y = op(ced;).

Proof. Take any §, n > 0. Since Y, = Op(d;), there exists K so large that

limsup P(|Y:| > Kd;) < 1.

e—0

Then

P(XcYe| > Scede) < P(IXe] > K~ 'ce) + P(|Ye| > Kdp).
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This shows that

limsup P(| X Ye| > 8cedy)

e—0

< limsupP(|X;| > K*18c8) +limsup P(|Ye| > Kd;) <.

e—0 e—0

Since 7 is arbitrary, the left side must be equal to zero. Since § is arbitrary, this proves
that X, Y, = op(ced;). O

Lemma 4.9. As¢ — 0, B, = Op(¢).

Proof. By Corollary 4.4 and Edwards—Wilkinson domination,

Dy 1= G ((felte, Xe +a))aca) — [o(te, Xe) = Op(e) (4.2)

as ¢ — 0. Take any § > 0. By (4.2), there is exist K > 0 and gy > 0 such that for any
€ € (0, €o),

P(d, > Ke) <. 4.3)

Let M and ¢ be as in Lemma 4.7. Take any ¢ < M /K. Thenif &, < Ke < M, Lemma
4.7 gives
lg —rl lg —rl

o, < —Kas.
2c

|Be| <

Thus, by (4.3), for ¢ < min{M /K, &y}, we have

P(|Bg| > 'qz_r|1<g> <P(®, > Ke) <6,

c
which shows that the lim sup of the left side as ¢ — 0 is also bounded by . Thus,
B: = Op(¢) as ¢ — 0, according to the above definition of the O p notation. |
Lemma 4.10. As ¢ — 0, D, = op(Bg).
Proof. First, note that by the equivariance property of ¢,

felte +1,x0) — felte, xe) = ((fe(te, Xe +@))aca) + Ce — fe(te, Xe)

= ¢((felte, Xe +@))acn) + Ce + Ag — fo(te, Xe)
= ¢(Q:) + Ce + A, (4.4)

where

Qe = (fe(te, xc +a) — ?g(taa Xg))acA-

Using Taylor expansion, the assumption that ¢ (0) = 0, the observation that 1 - Q, = 0,
and the formulas for V¢ (0) and Hess ¢ (0) from Lemma 4.5 and Lemma 4.6, we get

1
|¢(Qc) — Be| = |(Qe) —(0) — V@ (0) - O — EQS -Hess ¢ (0) O,
< 1Q:Ph(1Qe),
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where /1 : [0, co) — [0, 00) is a function such that h(x) — 0 asx — 0. Since g # r
and B, = %(q — r)|Q8|2, the above inequality and the fact that #(x) — Oasx — 0
show that for any > 0 there is some § > 0 such that for any ¢,

P(1¢(Q¢) — Bel > nlBe|) = P(h(|Qcl) > nlg —rl/2)
< P(Q¢| > 9).

But by Lemma 4.9, |Q,| — 0 in probability as ¢ — 0. Thus, the last expression in the
above display tends to zero as ¢ — 0. This shows that ¢ (Q.) = B: +op(B;). By (4.4),
this completes the proof of the lemma. O

As a corollary of the three lemmas above, we immediately get the following. This
will be useful later.

Corollary 4.11. As ¢ — 0, D, = op(¢).

Next, we prove ‘lower bounds in probability’ for Ag, Ce, and A; + B + C,. In the
following, z denotes a random variable following the law of the noise variables.

Lemma 4.12. Ase — 0, C;' = Op(e™)).
Proof. Take any K > 0. Then

P(leC. ' > K) = P(|lz41.0,1 7 > K)
=P(z| <K,

which tends to zero as K — 00, since the law of z is absolutely continuous with respect
to Lebesgue measure. O

Lemmad.13.Ase — 0, A;! = Op(e™!).

Proof. Note that ¢~ 1A, can be written as bzy, v, + Re, where R, and z;, ., are indepen-
dent, and b = —2d/(2d + 1). Since the law of z is absolutely continuous with respect to
Lebesgue measure, it is a standard fact that for any § > 0 there is some n > 0 such that
P(z € S) < ¢ for any Borel set S with Lebesgue measure less than . This shows that
forany K > Oandr € R,
P(leA;'| > K | Re =r) =P(|bzy, r, + Re| < K~ | Re =)
=P(lbzs, », +7| < K" | Re =)
=P(bz+rl <K~ < f(K),
where f(K) is a function only of K, with no dependence on r, that tends to zero as

K — o0. Since f(K) has no dependence on r and ¢, we can take expectation over r on
the left side and arrive at the desired result. O

Lemma4.14. As ¢ — 0, (A + B, + Co) '=0pE.

Proof. Note that g1 (Ag+ B¢ +C) can be written as z;,+1,x, + Q¢, Where Qg and z;,41 x,
are independent. The rest of the proof proceeds exactly as in the proof of Lemma 4.13.

Combining Corollary 4.11, and Lemmas 4.8, 4.12, 4.13, and 4.14, we obtain the
following result.

Corollary 4.15. As¢ — 0, D; isop of Ag, Ce, and A; + By + Co.
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We now have all the ingredients for the proofs of Theorem 1.2 and Theorem 1.3.

Proof of Theorem 1.2. Fixing (t,x) € R.g x R4, define 7, := (a(e)’lﬂ and x, =
fﬂ(e)_lx'|. Note that since # > 0 and «(¢) > 0, we have that t, > 1 for any ¢ (this is
why we use ceiling instead of floor). Now, observe that

[a(e) 't +a)] =Ta@) t+11=[a@) ' +1=1+1.

Similarly, for any a € A,

[B(e) " (x + B(e)a)] = x¢ +a.
This implies that

0[O, x) = %(fe(ts +1,x0) — f(te, xe)).

Similarly, note that

zf(s)(l‘, xX) = %(?s(l‘g, Xg) — felte, xe))

_Qd+Dy(e)
- Be)?

&

and

VO 0 = 2%; D (felte, xe +a) — fo(te, X))
acA

_ ye?

T (g—nBE? T

Let £® be defined as in equation (3.2). Then note that
£, x) =0 la(e) 2 Be) e Ce
Finally, let

_v©

RO, x) : «©

€

Using all of the above, and the definition of D,, we get

5 r 90 =" (A4 B+ Co+ D)
a(e)

2 o 2

LB Ko g @ DBE

2d + Da(e) a(e)y(e)
aeBe)y (e)

a(g)l/z

By Lemma 4.10 and Corollary 4.15, D, is op of A;, B, C¢, and A, + B, + C,. By

Proposition 3.1, £ converges in law to white noise as ¢ — 0. This completes the
proof. O

V£, x)?

£, x)+ RO, x).
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Proof of Theorem 1.3. Note that for any a € A,

D (felte, xe +b) = Fote, %))

beA
= id+2 Z (fe(te, xe +b) — fe(te, x¢ +C))2
d+2(f€(t8’ Xeta) — fs(t&xe))zs
and apply Lemma 4.9 and the fact that g # r. O

Next, let us prove Theorem 1.4. The proof requires the following lemmas.

Lemma 4.16. A sequence of (R? )Z -valued random variables { f,,},>1 is tight zf and
only if { fu(x)}n>1 is a tight family of R-valued random variables for every x € 7.

Proof. If {fu}n>1 is a tight family, then the continuity of the projection f — f(x)
shows that for any x, {f,(x)},>1 is a tight family. Conversely, suppose that { f, (x)},>1
is a tight family for each x. Fix some § > 0. Then for every x, there is a compact set
K, C R? such that P(f,(x) ¢ Ky) <2~ ™I§ forall n. Let K := [1,cz¢ Kx. Then K is
a compact set under the product topology, and for any n,

P(fu ¢ K) < Y P(fulx) ¢ Ky) < C8,

xeZd
where C does not depend on n. This completes the proof. O

Lemma 4.17. Under the hypotheses of Theorem 1.4, the sequence {$fe(t, )}iez., is a
tight family.

Proof. By Lemma4.16, it suffices to prove that foreach x, {§ f¢ (¢, x) };¢7z., 1s a tight fam-
ily of random vectors. For this, it is necessary and sufficient to have that {5; f¢ (¢, x)};ez.,
is a tight family of real-valued random variables. Fix some x and i. By Corollary 4.4,
E(¢(ge (2, x))) < Be, where

qe(t, x) i= (folt,x +a) — fo(t,x))aen-

Note that g.(¢,x) € H, where H := {u € RA :u = 0}. By Edwards—Wilkinson
domination, ¢ (u) > 0 for all u € H. Moreover, by the additional condition of Theorem
1.4, we have that for any K > 0, there is some L > O such thatif u € H and |u| > L,
then ¢ (u) > K. Thus,

E 3 Be
P(Igs (1, )| > L) < P(§ (g (1, x)) > K) < M B

By the inequality displayed in the proof of Theorem 1.3, this proves the tightness of
{8 fe(t, X hezy- O

Lemma 4.18. The sequence {8f¢(t, -)}1ez., is a time-homogeneous Markov chain.
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Proof. Note that by the equivariance property of ¢,

fe(t+1,x+e)— fe(t+1,x)
= ¢((fe(t, x + € +a))acA) + EZr+1 xe;
—d((fet,x +a))aea) — €241 ,x
=¢((fe(t,x+eita) — fe(t,x +e€i))aea) — d((fe(t,x +a) — fe(t,X))aen)

fet, x +e) — fe(t,x) + sl xte; — €2ta1,x-

This shows that §f; (¢t + 1, -) is a function of §f; (¢, -) and {z;+1,x},cz¢, from which it is
clear that {8/ (¢, -) }+ez., is a time-homogeneous Markov chain. O

Let T denote the transition kernel of the Markov chain from Lemma 4.18. That is,

for a probability measure & on (]Rd)Zd, T u denotes the probability law after taking one
step from the chain if the initial state has law u.

Lemma 4.19. The map T defined above is continuous on the space of probability mea-

sures on (R? )Zd under the topology of weak convergence.

Proof. Let W be a bounded continuous function from (R4 )Zd into R. Let {11, },>1 be a
oy d 74 . J
sequence of probability measures on (R*)* converging weakly to a probability measure

w.Letv, := Tu, and v := T . For each n, let f,, be a (Rd)zd -valued random variable
with law . Let z 1= {zy},cz« be a collection of i.i.d. random variables having the
same law as our noise variables, independent of the f;,’s. Then, since ¢ is differentiable
everywhere — and hence, continuous — it is not hard to see that there is a continuous

function ® : (RHZ" x RY — (RY)Z such that ®( £, z) has law v,.
Now, note that (f;,, z) convergesinlaw to (f, z), where f haslaw p andisindependent
of z. Since ¥ o @ is a bounded continuous function, this implies that

/ Wdv, = B (fy, 2)) — EW(@(f, ) = / wav,

Thus, v, — v weakly, which completes the proof. O
We are now ready to prove Theorem 1.4.

Proof of Theorem 1.4. Let y; be the law of §f.(t, -). Define

1 t—1
Mt = ; ZVS~
s=0

By Lemma 4.17, {y; }1ez., 18 a tight family. From this, it follows that {1, };c7., is also a
tight family. Therefore, by Prokhorov’s theorem, it has a weakly convergent subsequence.
Passing to this subsequence if necessary, let us assume that j; converges weakly to some
w. We claim that p is an invariant probability measure for the Markov kernel 7. To see
this, let v; = Ty, and Ay := Ty;. Let ¥ : (RDZ — R be a bounded continuous
function. Then by the linearity of T,

1 t—1
/\IJdv, = ;Z/\des.
s=0
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But for each 7, A; = y441. Thus,

1 —1
/ wav = / Wdy,a
s=0
s 1
Z W - _
IZ/ ys+t</\lldyz f\lfdyo)
s=0
|

By the boundedness of W, the second term on the right goes to zero as t — oo. By
assumption, u; — [, and so by Lemma 4.19, v; — v := T u. Combining, we get that
J Wdv = [ Wdpu. Since W is an arbitrary bounded continuous function, this shows that
v = w. Thus, p is an invariant probability measure for the kernel 7. The translation
invariance of u follows from the translation invariance of each . O

Next, let us prove Lemma 1.5. We need the following lemma.

Lemma 4.20. Suppose that the hypotheses of Lemma 1.5 hold. Then there exists § > 0,
depending only ¢, such that for any u € R* with @ = 0, we have

1
¢ () = 7(q — r)|ul min{3, Ju},

where q and r are as in Lemma 4.6. Moreover, we have that g > r.

Proof. By Lemma 4.6 (whose proof does not use Edwards—Wilkinson domination), we
have that for any u withuw = 0,

u - Hess ¢ (0)u = (¢ — r)|ul’. (4.5)

Since Hess ¢ (0) is positive semidefinite due to the convexity of ¢, this immediately
shows that ¢ > r. By Lemma 4.6, g # r. Thus, g > r.

In the following, | M| denotes the Euclidean norm of a matrix M — that is, the square-
root of the sum of squares of the entries. Since ¢ is C? in a neighborhood of the origin
and ¢ > r, there exists 8 small enough such that ¢ is C? in the open ball of radius 28
centered at the origin, and | Hess ¢ (u) — Hess ¢ (0)| < (¢ — r)/2 for all u in this ball.

Take any u € R? such thatw = O and |u| < 8. Fort € [0, 1], let g(r) := ¢ (tu). Then

1
$u) = g(1) = g(0) + ¢'(0) + /0 (1— 1)g"(t)dr.

Now, g(0) = ¢(0) = 0, and by Lemma 4.5, g’(0) = V¢ (0) - u = u = 0. By definition
of g, g”’(t) = u - Hess ¢ (tu)u. Inserting these into the above expression, we get

1
o) = / (1 —1)(u - Hess ¢ (tu)u)dt. (4.6)
0

Now, for all ¢ € [0, 1], an application of the Cauchy—Schwarz inequality gives

|u - Hess ¢ (tu)u — u - Hess ¢ (O)u| < |Hess ¢ (tu) — H<3ss¢(0)||u|2

< Lg =P
_2q r)u|”.
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By (4.5) and the above inequality, we have that for all ¢ € [0, 1],
1
u - Hess ¢ (tu)u > 5(q —r)ul’. 4.7)

By (4.6), this gives

1
pu) > 2(q - )ul?. (4.8)

Next, suppose that |u| > §. Let v := «u, where @ := §/|u|. Then v = 0 and |v| = 6.
Thus, by (4.8),

1 1 2
d(v) = (g —nr)v|" = —(g —r). 4.9)
4 4
But, by the convexity of ¢,

d(v) = ¢(au) <apu)+ (1 —a)p0) = ap(u).
Thus, by (4.9),

pu)=a ') = %(q—r)ﬁlul- (4.10)

Combining (4.8) and (4.10) completes the proof of the lemma. o
We are now ready to complete the proof of Lemma 1.5.

Proof of Lemma 1.5. By convexity, ¢ (u) —¢(0)—Ve(0)-u > Oforall u. But¢p(0) = 0,
and by Lemma 4.5 (which uses only equivariance, monotonicity, and symmetry in its
proof), Vo (0) = (2d + 1)~'1. Thus, ¢(u) —u > 0 for all u. This proves Edwards—
Wilkinson domination. To prove strict domination, let {u,},>1 be a sequence such that
¢(uy) —u, — 0.Letv, := u, —uul, so that v, = 0 for all n and ¢ (v,) — 0. Then
by Lemma 4.20, we have that v, — 0, which means that u,, — u,1 — 0. Finally, by
Lemma 4.20, we see immediately that the extra condition of Theorem 1.4 is satisfied. O

Finally, let us prove Theorem 1.7.

Proof of Theorem 1.7. The claims follow from Theorem 1.2 and Theorem 1.4, if we can
just verify that ¢ satisfies the necessary conditions. It is easy to see that ¢ is equivariant
under constant shifts, symmetric, and zero at the origin. A simple calculation shows that
any mixed partial derivative of ¢ at the origin is equal to C(d)cv” (0), where C(d) is a
nonzero constant depending only on d. Since ¢ > 0 and " (0) # 0, this shows that ¢
satisfies the nondegeneracy condition. Next, note that

o 1
u, 2d+1

ey e =) = 57— D (up — 1),

beA

By the uniform boundedness of ||, the above expression shows that ¢ is monotone if
we choose ¢ small enough — specifically, if ¢ < (4d|y’ |oo)’1. Next, let us show that
¢ satisfies the strict Edwards—Wilkinson domination condition. Since ¢ > 0 and ¢ > 0
everywhere, we have that ¢ (u) > u for all u. Next, take any sequence {u,},>1 such
that ¢ (u,) — u, — 0. Suppose that {u, — u,1},>1 is an unbounded sequence. Since
¥ (x) is bounded away from zero as |x| — oo and ¥ > 0 everywhere, this implies that
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¢ (u,) — u, cannot converge to zero, contradicting our hypothesis. Thus, {1, —u,1},>1
must be a bounded sequence. Since ¥ is continuous and nonnegative, and the only
point where it is zero is the origin, we conclude that any convergent subsequence of
{u, —u,1},>1 must converge to zero. Thus, u, —u,1 — 0. This proves that ¢ satisfies
the strict Edwards—Wilkinson domination condition. Finally, if ¥ (x) — oo as |x| — oo,
then it is clear, by the nonnegativity of i, the function ¢ satisfies the extra condition of
Theorem 1.4. O
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