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Quantum many-body systems involving
bosonic modes or gauge fields have infinite-
dimensional local Hilbert spaces which
must be truncated to perform simulations
of real-time dynamics on classical or quan-
tum computers. To analyze errors result-
ing from truncation, we develop methods
for bounding the rate of growth of local
quantum numbers such as the occupation
number of a mode at a lattice site, or the
electric field at a lattice link. Owur ap-
proach applies to various models of bosons
interacting with spins or fermions such as
the Hubbard-Holstein, Frohlich, and Dicke
models, and also to both abelian and non-
abelian gauge theories. We show that if
states in these models are truncated by
imposing an upper limit A on each local
quantum number, and if the initial state
has low local quantum numbers, then a
truncation error no worse than ¢ can be
achieved by choosing A to increase polylog-
arithmically with ¢!, an exponential im-
provement over previous bounds based on
energy conservation. For the Hubbard-
Holstein model, we numerically compute
an upper bound on the value of A that
achieves accuracy ¢, finding significant im-
provement over previous estimates in var-
ious parameter regimes. We also establish
a criterion for truncating the Hamiltonian
with a provable guarantee on the accuracy
of time evolution. Building on that re-
sult, we formulate quantum algorithms for
dynamical simulation of lattice gauge the-
ories and of models with bosonic modes;

the gate complexity depends almost lin-
early on spacetime volume in the former
case, and almost quadratically on time in
the latter case. We establish a lower bound
showing that there are systems involving
bosons for which this quadratic scaling
with time cannot be improved. By ap-
plying our results on the truncation er-
ror in time evolution, we also prove that
spectrally isolated energy eigenstates can
be approximated with error at most ¢ by
truncating local quantum numbers at A =

polylog(e™1).

1 Introduction

Model physical systems are often formulated on
spatial lattices, where the local Hilbert space re-
siding on each site or link of the lattice is infi-
nite dimensional. Examples include condensed-
matter systems with bosonic degrees of freedom
[21, 27, 43, 51, 52, 62, 64, 67, 76], lattice gauge
theories (LGTs) [4, 5, 6, 7, 13, 15, 20, 38, 41,
42, 45, 53, 56, 60, 61, 69, 73, 75, 77, 78], and
other lattice field theories [36, 37]. In such mod-
els, it is convenient to characterize the local state
of the system in terms of a local quantum num-
ber, such as the occupation number of a bosonic
mode at a particular site, or the electric field
of a gauge variable at a particular link. When
simulating a lattice model using a classical or
quantum computer, it is typically necessary to
truncate the local Hilbert space, replacing it by a
finite-dimensional space in which the local quan-
tum number has a maximum value. We call this
maximum value the truncation threshold, and de-
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note it by A.

Quantum states of the ideal untruncated
model, if concentrated on relatively low values
of the local quantum numbers, can be accurately
approximated within the truncated model. How-
ever, in a dynamical simulation governed by a
specified Hamiltonian, local quantum numbers
may increase as the system evolves. Therefore,
even if the initial state is well approximated
within the truncated model, the approximation
might no longer be accurate after evolution for a
sufficiently long time. To ensure that the trun-
cated model can accommodate the evolved state
we need to bound the rate of growth of the local
quantum numbers in the ideal model.

One way to obtain such a bound is to in-
voke conservation of the total energy. However,
even though the total energy is conserved, the
local quantum numbers are not, and we need
to worry about whether energy which is initially
distributed among many lattice sites might be-
come focused on a much smaller number of sites,
pushing the local quantum numbers at some
sites beyond the capacity of the truncated local
Hilbert space. Using conservation of energy, com-
bined with the Chebyshev inequality to bound
the probability of large deviations from mean val-
ues, one may infer that (for a fixed evolution
time), quantum states can be truncated with an
error at most € using a threshold A scaling poly-
nomially with ¢! [36, 37]. However, it is unclear
whether this energy-based bound can be used to
truncate Hamiltonians with a provable accuracy
guarantee when the local quantum numbers are
not conserved under time evolution. We will fur-
ther clarify this issue in Section 2.

In this work, we develop a unified frame-
work that shows, for a large class of models,
this energy-based estimate of A is far too pes-
simistic — a truncation threshold scaling as
polylog(e~!) actually suffices, as previously sug-
gested in [51, 52]. This model class includes
systems involving bosons such as the Hubbard-
Holstein model [33], the Frohlich model [23], and
the Dicke model [22, 32], as well as both U(1) and
SU(2) LGTs (although our results do not apply
to interacting scalar field theories such as ¢* the-
ory). For a system with many bosonic modes or
gauge links, the truncation error scales with the
total number of truncated local variables; there-
fore the exponentially improved dependence of

A on the precision also implies exponentially im-
proved scaling of A with the total system size. To
illustrate the improvement, Figure 1 compares
our truncation threshold with the energy-based
estimate for the case of the Hubbard-Holstein
model. See Section K in the Appendix for a
more detailed comparison. We further estab-
lish a threshold for truncating the Hamiltonian
such that the time evolution is provably accurate
when the initial state is assumed to have low local
quantum numbers.

Previous analytical studies of the truncation
problem have been mostly restricted to simple
models, while only limited small-scale numerical
results are available for more complicated sys-
tems [40, 51]. For instance, Ref. [70] proposed
one such method for simulating a single quantum
harmonic oscillator. In Ref. [51] the authors ar-
gued via the Nyquist-Shannon sampling theorem
that for a single bosonic mode with an occupation
number cutoff, a grid discretization leads to ex-
ponentially small error. This argument was fur-
ther extended in Ref. [40] to the setting of scalar
field theories. The occupation number cutoff is
justified by considering a forced Harmonic oscil-
lator, for which analytic solution can be obtained.
However, the model of a forced Harmonic oscil-
lator does not cover all features of boson-fermion
interaction, because by modeling the interaction
between the bosonic mode and the rest of the
system by a time-dependent force, this model ig-
nores the entanglement between the two parts of
the system. To the best of our knowledge, the
framework we develop provides the first expo-
nential accuracy guarantee for truncating a wide
range of unbounded quantum systems of physical
interest.

The new truncation threshold enables us to
more accurately analyze the computational cost
of simulating dynamical evolution in the systems
mentioned above.Although we will mainly con-
sider applications of our result to quantum sim-
ulation, our techniques can be used to determine
truncation threshold for classical simulation as
Using standard estimates, the simulation
cost typically depends on norms of local terms
in the Hamiltonian, which are formally infinite
in bosonic systems and LGTs. We can obtain
a tighter estimate by considering evolution gov-
erned by a truncated Hamiltonian acting on the
truncated Hilbert space. We focus specifically

well.
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on digital quantum simulation of time evolution
in the Hubbard-Holstein model and the U(1) and
SU(2) LGTs. For the latter, by adapting the sim-
ulation algorithm of [28] to our truncated Hamil-
tonian, we find a gate complexity that scales al-
most linearly with the spacetime volume. In do-
ing so, we establish a constant Lieb-Robinson ve-
locity for LGT models which is essential for the
method of [28] and may be of independent inter-
est. We also observe that there are Hamiltoni-
ans in the class we consider such that the gate
complexity of simulation for time T is Q(T2) !,
in stark contrast to the @(T) cost that applies
when local Hilbert spaces are finite dimensional
[10, 11, 48]. The cost can increase quadratically
with 7" in cases where local quantum numbers
rise without bound as T increases.

Although our main focus here is on the cost
of dynamical simulation, our bounds on trunca-
tion error also have consequences for approximat-
ing eigenstates of the ideal untruncated Hamil-
tonian within the truncated Hilbert space. For
energy eigenvalues separated from the rest of the
spectrum by a specified gap, we derive a “tail
bound” showing that the corresponding eigen-
states have very little support on large values of
the local quantum numbers. It follows that, for
the class of models we study, a truncation er-
ror less than € can be achieved with truncation
threshold A = polylog(e~!), in contrast with the
more naive estimate A = poly(¢~!) obtained us-
ing energy-based methods.

In our analysis of the cost of simulating time
evolution, we assume that in the initial state
all local quantum numbers lie within a bounded
range, and then derive bounds on how much the
local quantum numbers can increase during time
evolution. Our focus is somewhat related to pre-
vious work using conservation of energy or par-
ticle number to tighten the analysis of Trotter
product formulas [63, 71], but our techniques dif-

"For functions of real variables f, g, we write f = O(g)
if there exist ¢,top > 0 such that |f(T)| < c|g(T)| for
all |T'| > to. When there is no ambiguity, we will use
f = O(g) to also represent that |f(7)| < c|g(7)| holds for
all 7 € R. We then extend the definition of O to func-
tions of positive integers and multivariate functions. For
example, we use f(N,T,1/¢) = O((NT)?/e¢) to mean that
|f(N,T,1/e)| < ¢(N|T|)? /e for some ¢,no,to,e0 > 0 and
all |T| > to, 0 < € < €o, and integers N > no. We write
f=9Q(g) if g = O(f) and we use O to suppress logarith-
mic factors in the asymptotic expression

fer from previous works in that we need to deal
with non-conserved quantities and unbounded lo-
cal terms, the latter of which makes the main
tools in [63], namely Lemmas 1 and 2, no longer
apply. Our bounds also have potential applica-
tions to error mitigation in quantum simulations,
as an unexpectedly large value of a local quantum
number might flag an error that occurred during
execution of the simulation algorithm. Similar
proposals have been based on conserved quanti-
ties [12, 35, 54, 65], and here we note that the
same idea can be applied to non-conserved quan-
tities if we can rigorously bound the growth of
those quantities during a specified time interval.

Quantum simulations of non-abelian LGTs
should eventually enable us to probe particle
physics in regimes where classical simulations
are intractable. Therefore the computational
cost of such simulations is of fundamental in-
terest. Though for the sake of concreteness we
focus on SU(2) in this work, we anticipate that
similar conclusions apply for other non-abelian
gauge groups, including SU(3), the relevant case
for quantum chromodynamics. We emphasize,
though, that our results apply to LGTs where the
lattice spacing is a fixed physical length; we have
not studied the approach to the continuum limit
or other formulations of quantum field theories
without using lattices [46]. We also emphasize
that our analysis of the cost of simulating dy-
namics assumes that the initial state is well ap-
proximated by a state in which all local quantum
numbers are less than the truncation threshold A;
for appropriate initial states, for example when
the initial state is a superposition of low-energy
eigenstates, this assumption might be justified by
our tail bounds. However, we do not consider the
computational cost of the initial state prepara-
tion [55]. Despite these important caveats, our
findings strengthen the expectation that quan-
tum computers will become powerful instruments
for scientific discovery.

2  Framework

We begin by setting up our framework and con-
cisely stating our results, to be proven in subse-
quent sections. For a more formal introduction of
the framework see Sections A and B. To illustrate
our framework in a concrete setting, we first con-
sider the Hubbard-Holstein model [33], a model
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Figure 1: Truncation threshold A that achieves preci-
sion € for the Hubbard-Holstein model with N lattice
sites and evolution time 7. (a) A as a function of T for
N =100 and three different values of €. (b) A as a func-
tion of T" for e = .01 and three different values of N. The
Hamiltonian is given in (1). Model parameters are from
[43], with wy = 1 and g = 0.5. The horizonal lines are
the time-independent truncation thresholds obtained us-
ing an energy-based method as in [36]; the other curves
are values of A obtained in this work. See Section K.2
in the Appendix for details.

of electron-phonon interactions. The model is de-
fined on a D-dimensional lattice with linear size
L and LP = N sites. Each site in the lattice, in-
dexed by z, contains two fermionic modes (spin
up and down) and a bosonic mode. The Hamil-
tonian is

H:Hf—i-Hfb—i-Hb, (1)
where Hjy is the Hamiltonian of the Fermi-
Hubbard model [34] acting on only the fermionic
modes, and

N
Hfb =49 Z(bl_}_bz
r=1

nm Atng | — 1

@
are the boson-fermion coupling and purely
bosonic parts of the Hamiltonian respectively.
Here, b, is the bosonic annihilation operator on
site z, and n, , is the fermionic number operator
for site x and spin o.

In this setting, the local Hilbert space of each
bosonic mode is infinite-dimensional. In order to
have a finite-dimensional local Hilbert space, a
natural idea is to impose an upper limit A on the
occupation number bib, (“number of particles”)
in each bosonic mode. Then each bosonic local
Hilbert space has dimension A+1, and is spanned
by the particle-number eigenstates {|\) : A\ =
0,1,2,...,A}. This imposed upper limit results
in a truncation. For a ﬁxed site z, we define the
projection operator H[o A = =) =) (A, ® I,
where [ is the identity operator acting on the rest
of the system. Imposing the upper limit trun-
cates a quantum state |¢) to be H[SE)A |p), and

truncates the Hamiltonian H to be HEO )A] H HE&E’ )A}.
One may ask how large A should be for the result-
ing truncation error to be smaller than e. There
is some ambiguity regarding what “truncation er-
ror” means, and we will refine this question later.

A similar situation is encountered in LGTs,
where we consider the Hamiltonian formulation
proposed in [44]. For a more detailed introduc-
tion to the LGTs we consider, see Section A. We
have a D-dimensional lattice consisting of N to-
tal sites and O(N) gauge links. Each gauge link
has an infinite-dimensional local Hilbert space,
and the Hamiltonian contains unbounded oper-
ators associated with each link. We no longer
have a natural notion of particle number, but
the truncation of the link Hilbert space can
still be performed according to what we call
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the local quantum number. We focus on two
cases: the U(1) and SU(2) LGTs. For the U(1)
case, we choose the local quantum number to
be the integer-valued electric field. We retain
only the part of local Hilbert space with elec-
tric field value in the interval [—A,A]; hence
the truncated local Hilbert space at each link
is 2A + 1 dimensional. More precisely, for a
fixed gauge link v, we define the projection op-
erator H[(g,)A] = YA AN\, ® I, where [A\)s
are elements of the electric eigenbasis. Similar
to the previous example of the Hubbard-Holstein
model, after truncation a quantum state |¢) be-

comes HEZ)A A |¢), and the Hamiltonian H be-

comes HEZ)A’A}HHFZ)A’A]. For the SU(2) case, we
choose the local quantum number to be 2 times
the total angular momentum (the multiplication
by 2 makes the local quantum number an inte-
ger). If we retain only the part of the link Hilbert
space with total angular momentum no larger
than A/2, then the link Hilbert space has dimen-
sion (A+1)(A+2)(2A+3)/6, and is spanned by
the angular momentum eigenstates [jmm’) where
j is a half integer less than or equal to A/2 and
—j < m,m’ < j. Again one may ask how large
A should be for the resulting truncation error to
be small.

When analyzing time evolution, this question
can be refined into two different but related ques-
tions.

Question 1 (Truncating an evolved quantum
state): Consider an initial state such that at some
particular site or link the local quantum num-
ber is no larger than Ag. After the state evolves
forward for time 7', how should the truncation
threshold A be chosen for that site or link so that
the resulting error is at most €7 We show that

AT = AT+ O((XT + 1)polylog(e ™)) (3)

suffices, where = 1/2 for bosons and r = 0 for
LGTs, and x is a constant that only depends on
the model parameters but not on the system size
or on 1. If we want to truncate every bosonic
mode or gauge link in the model, then, to ac-
count for the accumulation of error, e~! in (3) is
replaced by Ne!, where N is the system size.

A simple example shows that this scaling of the
truncation threshold is optimal in certain cases,
such as quadratic scaling in time for bosons (r =

1/2). Suppose H = b+b' where b is the annihila-
tion operator of a bosonic mode. Then e~*"# |0),
where |0) is the vacuum state, is a coherent
state such that the particle number distribution
is Poissonian with mean 72. Because the Pois-
son distribution concentrates around its mean, a
truncation threshold that achieves constant pre-
cision must scale like Q(72), which matches (3)
for r =1/2.

It is instructive to compare our approach with
the method based on energy conservation de-
scribed in [36, 37]. That method yields a trun-
cation threshold for a single site with a polyno-
mial dependence on the inverse accuracy e . To
truncate a system of O(N) sites, we scale down
€ by a factor of N, resulting in a threshold A
scaling polynomially with Ne~!. In contrast,
our bound has only polylogarithmic dependence
on Ne~ !, an exponential improvement compared
to the truncation threshold obtained using the
energy-based method. Importantly, this advan-
tage holds not only in the asymptotic regime,
but also when the constant prefactors are in-
corporated. We numerically compare our bound
with the energy-based bound for the Hubbard-
Holstein model, observing a significantly better
estimate in various parameter regimes. We illus-
trate this comparison in Figure 1 and discuss it
in more detail in Section K in the Appendix.

Question 2 (Truncating the Hamiltonian):
Consider an initial state such that the local quan-
tum number is no larger than Ay at all sites or
at all links, and suppose the state evolves for-
ward for time 7" using a truncated Hamiltonian H
rather than the ideal untruncated Hamiltonian H
(we will define H later). How should the trunca-
tion threshold A be chosen so that the truncated
evolved state matches the ideal evolved state up
to time 7" with an error at most €7 We show that

AT = Ay + O((XT + Lpolylog(Ne ™)) (4)

suffices, where r = 1/2 for bosons and r = 0 for
LGTs, N is the system size, and x is again a
constant that does not depend on N or on T

Our above two questions both concern the
truncation of the local quantum number, albeit
from different perspectives: the first focuses on
evolved quantum states while the second focuses
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on Hamiltonians. In fact, a threshold for trun-
cating the Hamiltonian can be directly used to
truncate evolved quantum states, although some
extra efforts are required to handle the converse.
The truncation of an evolved quantum state in
Question 1 is only for some fixed time 7', but
when we perform truncation on the Hamilto-
nian in Question 2, the evolved quantum state
will never have a local quantum number beyond
[—A, A] throughout the evolution up to time 7'
In this sense, our second result is stronger than
the first one.

It is worth noting that while the energy-based
method in Refs.[36] is enough to establish a
bound to address Question 1, it cannot be used
to address Question 2. This is because the state
truncation error does not decay fast enough as
we increase the truncation threshold, and as a
result the energy-based bound is not enough for
the derivation in Section D.

Before stating our results for a more general
class of Hamiltonians, we first introduce some no-
tation. For a bosonic mode or gauge link which
we denote by v, we denote by ng) the projection
operator imposing the condition that the local
quantum number takes values from the set 5. We
also denote H%H =1L, Hgy); this is the projection
operator imposing the condition on all bosonic
modes or gauge links. For any projection oper-
ator II, we write its complement as II = I — II.
The truncated Hamiltonian mentioned in Ques-
tion 2 is H = H%HH 12" where H is the untrun-
cated Hamiltonian, and .S is the set of local quan-
tum numbers less than or equal to the truncation
threshold.

Using this notation we can readily pinpoint
the common structure of the Hamiltonians in
the Hubbard-Holstein model and the U(1) and
SU(2) LGTs. In all three examples, although
the Hamiltonian contains local terms with un-
bounded norm, each of these terms changes the
local quantum number at only a single site or a
single link; there are no unbounded terms that al-
low the local quantum number to propagate from
site to site or from link to link. For each site or
link, denoted by v, we may write the full Hamil-
tonian H of the model as

H=HY +HY, (5)

where HI(/II;) is the part of the Hamiltonian that

can change the value of the local quantum num-

ber at v, and HI(%V) contains all the terms in the
Hamiltonian that preserve the value of the local
quantum number at v. These two parts satisfy
the conditions

nVenl) =o, it A= N|>1,  (6a)
| H T, Il < XA+ 1), (6b)
[y, 18] = 0. (6¢)

Here H(;) projects onto the eigenspace with local
quantum number A, x and 0 < r < 1 are param-
eters that depend on the model, and || - || is the
spectral norm. (The notation H[(Z)A Al is appropri-
ate for the U(1) gauge theory, where the electric
field can take either positive or negative integer
values, but we will use this same notation for the
other models as well, even though in those mod-
els the local quantum number takes only non-
negative values.) These three conditions can be
interpreted as follows: the first condition requires
H‘(,[';) to change the local quantum number by at
most +1. The second condition requires that the
rate at which the maximal local quantum number
A changes is sublinear in A. The third condition
requires Hg) to preserve the local quantum num-
ber. See Section B in the Appendix for a more
detailed explanation of this framework.

Let us verify that the Hubbard-Holstein Hamil-
tonian in (1) fits the general framework of (5)
and (6). The bosonic mode appears only in on-
site terms. Choosing HI(;,;) = g(bl + by) (et +
ney —1) and Hi) = 3,0 wobl,bar + 502, 9(bL, +
by ) (g 4 + Ny — 1) + Hy, we see that HI(;,:)
changes the local bosonic particle number by
at most +1, and that HI(;) preserves the lo-
cal bosonic particle number. Moreover, using
Hg\x) to denote the projector onto the subspace
with A bosonic particles on site x, we see that
(bl + bz)Hféc’)A]H < 2v/A + 1, which implies (6b)
is satisfied with y = 2¢g and r = 1/2. In Sec-
tions A and J in the Appendix, we explain how
other examples fit this framework, including U(1)
and SU(2) LGTs, the spin-fermion coupling in
the Frohlich model [23], and spin-boson coupling
in the Dicke model. In Section 3 we show that for
Hamiltonians with the structure indicated in (5),
(6), local quantum numbers may be truncated as
specified by the answer (3) to Question 1 and the
answer (4) to Question 2.
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The linear dependence on the evolution time
T in (3), (4) has a simple interpretation. Specif-
ically, for the case of a bosonic mode (r = 1/2)
where H, &Z) is linear in creation and annihilation
operators, the conditions (6a), (6b) impose that
in time 7" the position of the mode in phase space
is translated by O(T'). Since the particle number
scales like the square of the displacement from
the origin of phase space, a truncation threshold
growing quadratically with 7', as specified in (3),
(4), suffices to approximate the translated state
accurately.

Given the scaling of the truncation threshold
expressed in (4), we can accurately approximate
time evolution using the truncated Hamiltonian
H , in which all local terms in the Hamiltonian
have bounded norm. In Section 4, we leverage
this observation to analyze the cost of simulating
time evolution on a digital quantum computer for
the Hamiltonians characterized above. In par-
ticular, we develop algorithms for simulating the
U(1) and SU(2) LGTs that achieve an almost lin-
ear dependence on the spacetime volume, a sub-
stantial improvement over previous estimates of
the gate complexity [38, 61, 69]. We also ana-
lyze the cost of simulating the Hubbard-Holstein
model in Section 4. In Section 5, by applying
these results on time evolution, we establish that
spectrally isolated energy eigenstates can be ap-
proximated using a local quantum number trun-
cation threshold scaling polylogrithmically with
the allowed error.

3 Hilbert space truncation in time evo-
lution

We now show how the truncation threshold scal-
ing relations (3) and (4) are obtained. Recall that
in our two questions about the truncation thresh-
old, Question 1 concerns truncating the quan-
tum state obtained from exact time evolution for
time T'. Using the notations introduced earlier,
we can clarify this question and our result. We
define a quantity Hﬁ[(Z)A A]eﬂTH HEV NoAo] || which
we call leakage. If we start with an 1n1t1al state
|1p) with the local quantum number on v tak-
ing a value in [—Ag, Ag|, and denote the state
at time ¢ by [¢(t)), then the truncation error

||ﬁfz)/\,1\] |¥(T)) || is upper bounded by the leak-
age. Therefore, to ensure that the truncation er-

ror is at most €, we only need to keep the leakage
below e.

As mentioned before, we assume H has the
structure (5) with H‘(,[';) and Hg) satisfying (6).
First we prove a leakage bound that holds for
relatively short evolution time governed by such
H, and then establish (3) by extending the
short-time leakage bound to longer times. We
view the time evolution in the interaction pic-
ture, and consider the evolution of |¢7(t)) =

Gt |t)(t)). Because we assume Hg/) preserves
the local quantum number, |17 (t)) and |¢(t)) in-
duce the same local quantum number distribu-
tion. In the interaction picture, |¢;(t)) evolves
W) =
. We then apply the Dyson se-
ries expansion to the unitary operator generated
by HI(,[';) (t). In the proof of Lemma 1 in the Ap-
pendix, we show that if 0 <7 < 1/(2x(Ao+1)"),
the truncated Dyson series with A terms ap-
proximates the exact evolution up to an error
e~2(A) " Moreover, such a truncated Dyson se-
ries can change the local quantum number by at
most +(A — 1) due to (6a). Therefore we have
the short-time leakage bound

with a time- dependent Hamiltonian H
th<V)H(V) —th

—zTHH( v)

gl <2 (@)

”HEZ)AO—A,AU—&-A)

Using this short-time leakage bound, we can
derive the long-time bound in (3). Specifically,
for any choice of Ag < Ay < -+ < Ay = A,
0="Ty < Ty < ---<Ty=T, the total leakage
is at most the sum of J short-time leakages (see
Lemma 2 in the Appendix).

ﬂTHH(V)

HH[ AN Ao, o

(8)
We then carefully choose T’s and apply the
short-time leakage bound to each segment
[Tj—1,T}], which gives an upper bound on the
right-hand side of (8). Since the local quan-
tum number can potentially change as the system
evolves, we define the length of time steps adap-
tively based on the instantaneous quantum num-
ber to reach the same target accuracy. Specifi-
cally, T; and A; are chosen to satisfy 0 < T} —
Tj—1 < 1/(2x(Aj—1 + 1)7). This establishes the
scaling in (3) and provides an answer to Ques-
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tion 1. We summarize our result below and leave
details of the proof to Section C in the Appendix.

Theorem (State truncation (Theorem 5 in the
Appendix)). Let H be a Hamiltonian such that
H= HI(/I';) + Hg) satisfies (6) with parameters x
and r for a fixed mode or link v. For any ¢ > 0
and integers A > Ay > 0,

(V) —itHy7(v)
HH[’AJ\} H[ Ao,Ao]

Al—r _ Alfv“
< —Q(—2)).
< poly(xt, Ao, A) exp ( Q ( il ))

9)

We now set out to answer Question 2. First we
clarify the question using our notation for projec-
tion operators. Here we consider replacing H by

a truncated Hamiltonian H = H?E A, A}H H‘f‘il ALA]

where .
= H H[ZA,A]

applies truncation on all sites or links. the trun-
cation threshold A is chosen large enough so that
evolution governed by Hisa good approximation
to the exact evolution. The approximation error
is upper bounded by

LSV

—itH _ _—itH\pall
max (e~ — MY, Ll (10)
Therefore our goal is to choose A to ensure that
this error is at most €. This is accomplished by
the following theorem which we establish in Sec-
tion D in the Appendix and preview here.

Theorem (Hamiltonian truncation (Theorem 6 in
the Appendix)). Let H be a Hamiltonian with
O(N) bosonic modes or gauge links, such that
H = HI(/II;) + H](%V) satisfies (6) with parameters
x and r for every mode or link v. Assume that
all projection operators Hg\y) commute with each
other. For any integers A > Ay > 0, define
H = H?EAA]HH?EAN and assume ||[H, H]|| =
poly(N,A). Then for any ¢ > 0,

—itH —itH\all
H(e —¢ )H[—Aml\d

Alfr _ Al—r
< poly(xt, Ao, A, N) exp (—Q (o)) |

xt+1
(11)

We now briefly explain how we upper bound
the Hamiltonian truncation error |[[(e”"H —

,th)H[aHAO Ao] ||

eitHe_Zth)H?HAO,AO} H
eitH p—itH H?EAO Ay 18 close to H[ oAy fOT suf-
ficiently large A. We prove this by expanding
the target quantity using the formula for Trotter
error [72, Eq. (3.4)]. We then invoke the leakage
bound Theorem 5 in the Appendix, as well as the
fact that the truncated Hamiltonian and the orig-
inal Hamiltonian act identically on a state with
local quantum numbers all in [-A + 1,A — 1],
ie. (H — H)H[ a+1,a-1] = 0. The result-
ing bound depends on the commutator norm
A(A) = ||[H, H]||. If this quantity scales polyno-
mially with the system size N and the truncation
threshold A, we can then establish the desired
scaling in (4) and answer our Question 2. This is
indeed true for the Hubbard-Holstein model and
the LGTs, which can be seen as follows. We have
[H, H] = (HIIY ()% — (T12,  H)?, where each

local term in HH?BA A] can be bounded by a poly-

Since this is equal to ||[(I —

we instead show that

nomial of A (linear for Hubbard-Holstein model
and quadratic for LGTs) and there are O(N)
of such local terms. Thus we have ||[H, H]| =
O(N?poly(A)) in all three examples. We discuss
the Hamiltonian truncation in more detail in Sec-
tion D in the Appendix.

4  Application to Hamiltonian simula-
tion

Our main results on the truncation of unbounded
Hamiltonians allow us to simulate such systems
more efficiently with a provable accuracy guaran-
tee. For concretenesss, we consider the problem
of digital Hamiltonian simulation, wherein the
dynamics of a quantum system are approximated
on a quantum computer by elementary gates, and
the cost of simulation is determined by the gate
complexity. While the majority of the past work
on Hamiltonian simulation has focused on quan-
tum systems with finite-dimensional local Hilbert
spaces, there are also systems of physical inter-
est whose local Hilbert spaces are infinite dimen-
sional. In such cases, it is typically necessary to
perform truncation, so that quantum states can
be represented and processed on a digital quan-
tum computer.

In Section 3 we established that time evolu-
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tion governed by the Hamiltonian H can be accu-
rately approximated by time evolution governed
by the truncated Hamiltonian H, if we choose
the truncation threshold according to (4). Here
we propose Hamiltonian simulation approaches
that take advantage of our results and discuss
the implications for expected costs on a quan-
tum computer. Unlike H, H acts nontrivally on
only a finite-dimensional subspace of the infinite-
dimensional Hilbert space at each site or link.
Furthermore, because each unbounded local term
in H is truncated separately, the truncation does
not affect the geometric locality of the Hamilto-

nian. Therefore, to simulate e~
—itH

we can instead

simulate e , which can be done on a quantum
computer using existing simulation techniques for
local Hamiltonians [9, 11, 28, 47, 48, 49, 50]. In
what follows, we consider simulations of the U(1),
SU(2) LGTs, as well as the Hubbard-Holstein
model, although the quantum algorithms we
present can in principle be extended to simulate
other gauge theories and bosonic systems within
our framework.

Simulating lattice gauge theories with near-
linear spacetime volume scaling. We propose an
algorithm to simulate the time evolution of the
U(1) and SU(2) LGTs in D spatial dimensions;
Hamiltonians of these models are described in
Eq. (17) in the Appendix. The goal is to sim-
ulate a lattice with N sites for time T with to-
tal error at most e. Our algorithm combines
the Haah-Hastings-Kothari-Low (HHKL) decom-
position [28], which provides a nearly optimal
approach for geometrically local Hamiltonians,
with the interaction-picture simulation method
[50], which gives further improved scaling with
the truncation threshold. We show that the
simulation can be done with gate complexity
O(NTpolylog(Age 1)), assuming that in the ini-
tial state the local quantum number (electric
field value for U(1) or total angular momentum
for SU(2)) on each gauge link is in the interval
[—Ao, Ao]. Thus we achieve an almost linear de-
pendence of the gate complexity on the spacetime
volume NT. We briefly outline the algorithm
here; further details are presented in Section E.1
in the Appendix.

We first use [28, Lemma 6] to decompose the
time evolution of the entire system due to H into
time evolution of blocks. Each block, denoted

by B, has size P = O(polylog(NTe™!)) and we
only need to implement its evolution for time
7 = O(1). There are O(N) such blocks and the
entire time evolution is divided into O(T') seg-
ments. We note that [28, Lemma 6] requires a
constant Lieb-Robinson velocity, which was guar-
anteed by [28, Lemma 5] since all terms in their
Hamiltonian were geometrically local with norm
upper bounded by a constant. In our case, how-
ever, there are terms in the truncated Hamil-
tonian with norm poly(A). Fortunately, these
terms with A-dependent norm act on either a
single lattice site (in the models with bosonic
modes) or a single gauge link (in LGTs). We
show in Section I in the Appendix that for Hamil-
tonians of this form, the Lieb-Robinson velocity
is indeed bounded above by a A-independent con-
stant as [28] requires.

When simulating each block B we use the in-
teraction picture Hamiltonian simulation tech-
nique suggested in [70] and developed in [50],
and the gate complexity for simulation up to
time 7 = O(1) is O(polylog(ANTe™1)). For
A we use the scaling (4). There are in total
O(NT) such simulations that need to be per-
formed, leading to a total gate complexity of
O(NTpolylog(Age™!)). The interaction picture
is useful because it allows us to express the time
evolution operator as a product of two operators.
One factor in this product is the evolution aris-
ing from the terms in the truncated Hamiltonian
H which have A-dependent norms, the terms in-
volving the electric field at each link. This evolu-
tion can be “fast-forwarded” [3, 26] because the
Hamiltonian is diagonal in a natural basis, and
the evolution operator is just the tensor product
of simple unitary operators, each acting on a sin-
gle link. The other factor in the product is the
interaction-picture evolution operator generated
by the time-dependent interaction-picture Hamil-
tonian, in which each term has A-independent
norm because the evolution induced by the elec-
tric field has been “rotated away.” As a result,
the cost of simulating the evolution of a block B
is polylogarithmic in A, and the cost of simulat-
ing evolution of NV sites for time 7T is nearly linear
in the spacetime volume NT.

Previous work on the quantum simulation of
LGTs such as [38, 61, 69] does not explain how
to choose the truncation threshold A to per-
form simulation with a provable accuracy. While
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this issue can be remedied by using our Hamil-
tonian truncation threshold (4), our result still
substantially improves over the previous results
O(N3/2T5/2) from [38, 69] and O(N3T?) from
[61].

Simulating bosonic systems and an Q(TQ) gate
complexity lower bound. Here we outline two
methods for simulating bosonic systems, us-
ing the Hubbard-Holstein model as an exam-
ple model. In the first method we again use
the HHKL decomposition combined with the
interaction-picture Hamiltonian simulation; see
Section E in the Appendix for a detailed dis-
The important difference from the
setting of LGTs is that, when simulating a
block B of the Hubbard-Holstein model, we can-
not get a polylogarithmic dependence on A.
Rather, the gate complexity to simulate a block is
O(v/Apolylog(ANTe™1)), because, as explained
in Section E.2 in the Appendix, the Hubbard-
Holstein Hamiltonian has multiple unbounded
terms and it is not known how to fast-forward
them simultaneously. Since there are O(NT)
blocks to be simulated, and the scaling of A
is given by (4), the total gate complexity is
O(NT(v/Ag + T)polylog(e™)).

In the second method we use the p-th order
Trotter product formula, which can be easier to
implement in practice. To obtain a tight er-
ror bound in this case one may use the com-
mutation relations among the Hamiltonian terms
[17, 19]. For the Hubbard-Holstein model we
use the canonical commutation relation between
the bosonic position and momentum operators
[Xa, Pa] = 4, and also invoke geometric locality
to tightly bound the error. A subtle issue with
this naive analysis is that the canonical commu-
tation relation no longer holds when acting on ar-
bitrary states due to the truncation of the Hamil-
tonian terms. However, we recover the commu-
tation relation by restricting to states with low
particle numbers. A detailed discussion of all the
issues involved can be found in Section F in the
Appendix. In the end we obtain a gate com-
plexity (5(N1+1/p(\/1TO+T)1+2/pT1+1/p€—1/p)’
nearly matching the complexity of the method
based on HHKL decomposition for large values
of p.

cussion.

Notice that the gate complexity of simulat-
ing the Hubbard-Holstein model has an almost

quadratic dependence on the time T, in stark
contrast with the almost linear dependence that
applies when all local terms in the Hamiltonian
have bounded norm [17, 28]. In fact, there exist
unbounded Hamiltonians which are impossible to
simulate with an almost linear scaling in 7. In
Section G in the Appendix we construct a class
of Hamiltonians acting on one bosonic mode and
N qubits for which simulating the evolution of
qubits for time T requires Q(NT?) gates in gen-
eral, for VN <T < 2N/2,

5 The eigenstate tail bound

Aside from studies of dynamics, classical or quan-
tum computers may be used to study the static
properties of ground states or low-energy states
in quantum systems involving bosons or gauge
fields. As in simulations of dynamics, we must
truncate the local quantum numbers to ensure
that local Hilbert spaces at sites or links are finite
dimensional. How well can we approximate en-
ergy eigenstates of the ideal untruncated Hamil-
tonian within the truncated Hilbert space?

Suppose that for each site or link, denoted by
v, the Hamiltonian H can be expressed as in
(5) and satisfies (6). Consider a nondegenerate
eigenvalue ¢ of H, with corresponding eigenstate
|¥), where ¢ is separated from the rest of the
spectrum of H by a gap J, and suppose that
the expectation value of the absolute value of
the local quantum number in the state |¥) is
finite, X\ = Y, |A (T [W) < oo. Our goal
is to find a truncation threshold A such that
HﬁEZ)A’A} |[¥) || < e. We show that this trunca-
tion threshold can be chosen to scale with ¢, 9,
and \ according to

AT = 20T+ O(xd Hog? (e ) +log(e ),
(12)
where  is a constant independent of system size.
A detailed proof of (12) can be found in Section
H in the Appendix. The polylogarithmic depen-
dence of the truncation threshold A on the trun-
cation error e arises because the distribution of
local quantum numbers in the eigenstate |¥) de-
cays exponentially. This contrasts with the poly-
nomial decay one can derive using Markov’s or
Chebyshev’s inequality.
The main tool used in our proof is an approx-
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imate eigenstate projection operator [30]

~ o T 1 2,42 - -
P. = —/ dte~ 39V g it gitH 13
c Verlor (13)

When o < 6§ and T > o~ !, this operator is
close to the eigenstate projection operator P. =
|W) (U|. We derive (12) by applying the approx-
imate projector P. to a suitable initial state and
using properties of the time evolution operator
et in particular the truncation threshold re-
sult (3). We may choose the initial state to be

H[(z)ngg,’\] |W), which by Markov’s inequality has
an O(1) overlap with |U).
eithH[(z)zi\,zi\]
a state with an appropriately chosen truncation
threshold, we obtain (12).

Note that (12) does not apply to eigenstates
that are degenerate due to symmetries of the
Hamiltonian H. Nor is it particularly useful
when applied to generic highly excited eigen-
states, for which the gap § may be exponentially

small in the system size.

By observing that
|W) can be well approximated by

6 Discussion

We have studied the task of simulating Hamilto-
nian dynamics for quantum systems on a lattice,
where local Hilbert spaces at lattice sites or links
are infinite dimensional. In these systems, local
quantum numbers on sites or links can be arbi-
trarily large in principle. For a large class of such
models, we derived upper bounds on how rapidly
these local quantum numbers can increase with
time, hence showing that time evolved states
can be well approximated in a truncated Hilbert
space in which each local quantum number is no
larger than a truncation threshold A. In particu-
lar, we showed that for a fixed evolution time T, a
precision € can be achieved by choosing A scaling
polylogarithmically with ¢!, as indicated in (3)
and (4). Leveraging this finding, we established
a threshold for truncating the Hamiltonian with
a provable accuracy guarantee and developed al-
gorithms for quantum simulation of LGTs with
gate complexity O(NTpolylog(Age')), where N
is the system size, assuming that the initial state
can be well approximated with truncation thresh-
old Ay. For a bosonic system like the Hubbard-
Holstein model, our algorithm has gate complex-

ity O(NT(v/Ag + T)polylog(e~1)). By applying

our bounds on the growth of local quantum num-
bers, we also showed that spectrally isolated en-
ergy eigenstates can be approximated with preci-
sion € using a truncation threshold polylogartih-
mic in €1, as indicated in (12).

Although formally the local Hilbert spaces are
infinite dimensional in the models we consid-
ered, our results show that at least for some pur-
poses these models can be accurately approxi-
mated by models with finite-dimensional local
Hilbert spaces of relatively modest size. Many
fundamental results have been derived for quan-
tum spin systems with finite-dimensional spins
on each lattice site, such as the exponential clus-
tering theorem [29, 31, 57],

the area law in one dimension [1, 30], and the
connection between local and global eigenstates
[2]. Perhaps the tools we have developed can
be exploited to extend some of these results to
systems with infinite-dimensional local degrees of
freedom.

There are certain models of physical interest
that do not immediately fit in our framework.
These include models that involve a quadratic
coupling between bosonic modes, such as the
Bose-Hubbard model (r = 1 in (6b)) and the dis-
cretized ¢* theory (r = 2); our analysis handles
the case where r < 1 in (6). Our framework also
does not apply to boson-fermion coupling mod-
els where anharmonicity is involved that leads to
r = 2. Nevertheless, the method we have devel-
oped already provides a unified treatment for a
wide range of bosonic systems and lattice gauge
theories, and we hope future work could study
other physical systems that have not been con-
sidered in our work.

For ¢* theory on a lattice, truncation thresh-
olds were previously analyzed using energy con-
servation and Chebyshev’s inequality [36], a
method that can be extended to other models
as well. Our results apply only to models that
satisfy (5) and (6). For models in this class, we
compare our methods with energy-based meth-
ods in Section K in the Appendix, finding that
our methods yield a more favorable truncation
threshold in the limit of short time, high preci-
sion, or large system size.

The energy-based truncation threshold in [36]
has the advantage of being time independent, and
it can also be applied to models that do not sat-
isfy (5) and (6), such as ¢* theory and other mod-
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els involving bosons with anharmonic couplings.
However, it has the disadvantage that the trun-
cation threshold scales polynomially rather than
polylogarithmically with ¢~!. Under suitable
conditions, can the truncation threshold scale as
polylog(e~!) in a broader class of models than
those satisfying (5) and (6), and are there models
in which polylog(e~!) scaling can be achieved by
a time-independent truncation threshold? More-
over, the energy-based truncation threshold pro-
vides an answer to Question 1 in the context of
truncating a quantum state, but it has not been
shown, at the same level of rigor, that the energy-
based method also provides an answer to Ques-
tion 2 in the context of truncating the Hamilto-
nian. The latter is however necessary if we want
to rigorously apply the energy-based truncation
threshold to Hamiltonian simulation. These are
open questions to be addressed in future work.
Another question that has yet to be answered
is how to control the error for observables in bo-
son and gauge theory simulations. For bounded
observables, once we can control the error in the
quantum state, we can automatically control the
error of observables. However for unbounded ob-
servables, such as the boson occupation number
and the electric field value, this simple approach
is not suitable. For local observables in lattice
models with a finite speed limit for information
propagation, one intuitively expects the observ-
able error to also have a bound that respects this
locality. We hope our approach can be extended
to address questions of this kind, ultimately lead-
ing to a theoretical foundation for studying quan-
tum systems with infinite degrees of freedom.
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A Motivating examples

We begin by introducing example quantum systems that we will analyze and simulate. These include
a general model for boson-fermion coupling, U(1) lattice gauge theory, and SU(2) lattice gauge theory.
We refer the reader to Section J for other common models that can be analyzed within our framework.

Boson-fermion coupling. We assume that there are Ny fermionic modes and N, bosonic modes in
the system. We label the fermionic modes by i, 7 and bosonic modes by «. The ¢; and b, denote the
fermionic and bosonic annihilation operators respectively. The Hamiltonian takes the form

HZHf—l-Hfb—f—Hb,

Hy = thc cj+ ZVZ]klc CjCrCl,
ij

Zg( )CTCJX +Zh” o i Ci P (14)

aij aij
1 1
a «a

where X, = (by + bl)/v/2 is the position operator corresponding to the bosonic mode «, and P, =
i(bl, — ba)/+/2 is the momentum operator. t = (t;;), ¢’ = (g (a)) and h(®) = (hgx)) are all Hermitian
matrices, and V' = (Vj;x1) is the electron repulsion integral tensor satisfying the usual symmetry. We
remark that the commonly seen Hubbard-Holstein model [33] and the Frohlich model [23] both take
the above form.

U(1) lattice gauge theory. For notation simplicity we consider only the (2 + 1)-dimensional theory.
Extension to the (34 1)-dimensional case is straightforward. The system consists of a square lattice of
N sites. We denote each site by x, and the lattice vector in the horizontal and vertical directions are
noted ny and ngy respectively. We use (x, n;) to represent the link between sites z and © +n;, i = 1,2.
The links are sometimes called gauge links.

On each site  we have a fermionic mode whose annihilation operator is denoted by ¢,. Each link
consists of a planar rotor, whose configuration space of states |#), with § € [0, 27| being an angle, is
equivalent to that of a particle on a ring. An orthonormal basis of the Hilbert space can be chosen to
be

[T (15)

for k € Z.
In Hilbert space of link (z,n;) we define operators E ,, and Uy, through

Eqyn, |k> =k |k> v Uz, ‘k> = ‘k - 1> : (16)
Then the Hamiltonian of the system is

H=Hy+Hgy + Hg + Hp,
Hy = gMZ 1)* ¢l
HG’M = 9gGM Z st x,ni(ba:—i—ni + h~C')7
Hp = QEZ g

Hp =gB Z(TrUp + h.c.),
P
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where > p denotes a summation over all plaquettes P. For P whose lower-left site is x, Up is defined
as
UP = Ux,nl Ua:-i—nl,ng UT UT

x+na2,n1 - T,n2" (18)
The trace Tr in (17) is not needed here but will be required in the setting of SU(2) lattice gauge theory.
The four terms Hys, Hoy, He, Hp describe the fermionic mass (using staggered fermions [44]), the

gauge-matter interaction, the electric energy, and the magnetic energy respectively.

SU(2) lattice gauge theory. The setup of the SU(2) lattice gauge theory is very similar to the U(1)
case. Here for simplicity we only consider the theory using the fundamental representation of SU(2).
Compared to the U(1) theory, each site  now contains two fermionic modes, whose annihilation
operators are denoted by gbé, I =1,2. We write ¢, = (¢., (bi)T. Each link consists of a rigid rotator
whose configuration is described by an element of the group SU(2) [44]. An orthonormal basis of the
link Hilbert space consists of the quantum states [jmm’), where j,m,m’ are simultaneously either
integers or half-integers with —j < m,m’ < j. Here j is the rotator’s total angular momentum, and
m, m’ denote the components of angular momentum along the z-axis in the body-fixed and space-fixed
coordinate systems.

The Hamiltonian takes the form (17), and is invariant under SU(2) transformations acting either
from the left or from the right, which may be interpreted as rotations of the rigid rotator with respect
to space-fixed or body-fixed axes respectively. The operators E%nl and Uy, are different from the
U(1) case. The operator E},  is defined through

B3 o, lgman') = j(j + 1) [jmm’). (19)
Because ¢, has two components, where each component is a fermionic mode, U, 5, is a 2 X 2 matrix,
where each of the 4 matrix entries is an operator acting on the link Hilbert space

Ui Usn,
Upni = (Uz’l ‘ 22 Z) . (20)

T,n; T,n;
An important property that we will use later is

(rmam| UL, [jamamb) = 0, if [j1 — jo| > 1/2, UL, || <1, (21)

1

which follows from rules for the addition of angular momentum, given that U, ,, transforms as the
j = 1/2 representation of SU(2). Here ||O|| denotes the spectral norm of an operator O. We also note
that relative to the basis {|jmm/)}, Ufc{/ni’s are sparse matrices because

<j1m1m’1]Uﬁ;Li]j2mgm'2) =0, if my —mg #1—3/20r mj —mh #1'—3/2, (22)

due to the conservation of angular momentum along the z-axis in the body-fixed and space-fixed
coordinate systems. Here | — 3/2 and I’ — 3/2 are the change of angular momentum as a result of
applying Uillnl Egs. (21) and (22) imply that the matrix representing Ualcl/m has at most three non-zero
elements in each row and column.

B The common structure

Here we identify a common structure in all the examples introduced in Section A. We first decompose
the entire Hilbert space H into a direct sum of subspaces V) with quantum numbers A € Z. The
projection operator onto each subspace V) is denoted by 1I. Then )., IIy = I. We consider a class
of Hamiltonians of the form

H = Hy + Hp, (23)

where

M\ HwlIly =0, if |)‘ - )‘/| > 1, ||HWH[7A,A]|| < X(A + 1)T7 [HRa H)\] =0, (24)
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‘ Model ‘ A ‘ r ‘
Boson-fermion | Bosonic particle number | 1/2
U(1) LGT Electric field value 0
SU(2) LGT | Total angular momentum | 0

Table 1: Local quantum number A and the exponent r for models discussed in Section B.

for some x > 0, 0 < r < 1. Here II|_5 5} = > 5<aIlx. In such a Hamiltonian, Hy changes the
quantum number A in the time evolution while Hg preserves it. (24) ensures that A is not changed
too quickly. The first part of (24) ensures that the local quantum number is changed by at most
+1 each time the Hamiltonian is applied, and the second part ensures that the rate of the change is
sublinear in the current local quantum number. The meaning of these conditions will be made clearer
when we discuss the leakage bound in Section C.

We check that all the models introduced in Section A satisfy (23) and (24). For the boson-fermion
coupling Hamiltonian defined in (14), fixing a bosonic mode «g, we can decompose the Hilbert space
according to the number of particles in the bosonic mode «g, which we denote by m. This means we
let A =m and

Ty, = ) (m], © 1. (25)

where [m), means the |m), -particle state of the mode, and I is the identity operator acting on the
rest of the system. We set IIy, = 0 for all A < 0. We define Hyy to be the sum of terms in (24) that
change the particle number in mode ag:

Hy = Z (giajOCICanO + h%ocgcjpao) , (26)
ij

whereas the rest of the terms in H are collected into Hg. Because of the fact that

HXCVOH[O,M}Ha HPOéOH[O,M]” < \/ 2(M + 1)7 (27)

where Iljg 5/ = SSM_ 11, one can see that (24) is satisfied if we choose r = 1/2 and
X = v2(max Tr|g!®| + max Tr|h(¥)]), (28)
o «

where |A| = VATA for any matrix A. Note that r is not determined by the highest order terms in
terms of the position and momentum operators, but rather the highest order terms that change the
local quantum number. For example, X C%O and Pgo each on their own will result in 7 = 1, but since in
the Hamiltonian they appear together, X 20 + Pgo preserves the local quantum number and therefore
does not contribute to how large r is.
Tr|A| is the trace norm of A and it is used here because || 3, Aijc}ch < Tr|A| for any Hermitian
matrix A = (A4;;). This can be proved for any matrix A using the singular value decomposition [59].
In the setting of U(1) lattice gauge theory, again we fix a given link indexed by (xg,ng) where
ng € {n1,n2}. Then we decompose the Hilbert space by the electric field value on this link, i.e. we
let A = k and define
I = [E) (K (29 ne) © 1- (29)

Then Hyy should be chosen as

HW = gGM(CZ);o Uxo,no¢xo+no + h'C') + 9B Z (TrUP + hC) (30)
P3(I0,n0)

Because of the fact that | Hw || < 4|gs|+ 2|gaa|, (24) is satisfied if we choose x = 4|g5| + 2|gam| and
r = 0. Here we have r = 0 because, unlike the bosonic position and momentum operators, Uy, », is a
bounded operator.
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In the setting of SU(2) lattice gauge theory, again we fix a given link indexed by (zg,ng). We
decompose the Hilbert space according to the total angular momentum on this link. This is to say,
we let A = 25 (j takes half-integer value), and

Iy = Z |jmm'><jmm'|(zovn0) ® I. (31)
—j<mm'<;

Here we require m,m’ to be integers when j is an integer and half-integers when j is a half integer.

Then Hy takes the same form as in (30). Eq. (21) ensures that (24) is satisfied if we choose x =

16|Ag| + 8|gaar| and r = 0. There is an additional factor of 4 in x compared to the U(1) case because

there are now four operators Uglf(; n contributing to the growth of the quantum number instead of one.
More generally, we define Ilg, where S is a set of integers, as

IIg = > T, (32)
AES

In the examples introduced above, we have focused on the quantum numbers on a single fixed bosonic
mode or gauge link, and decomposed the Hilbert space accordingly. In fact this procedure can be
done for every mode and link. Therefore we sometimes need to designate projection operators for
each mode or link. In the boson-fermion coupling situation, we denote by H&‘i‘ ) the projection operator

into the subspace with m particles in the bosonic mode a. Similarly we define Hga) for any integer set
S. When we need to constrain the particle number on all modes, we define

e = [T oY, (33)

As a general rule, if II is any projection operator, we define II = I — II. For lattice gauge theories we
adopt similar notations. For example we use ng,n) to denote the projection operator into the subspace
with the quantum number taking value in set S on gauge link (x,n). Moreover, we sometimes use v to
index both the bosonic mode and gauge links when we discuss the two scenarios together. Therefore
Hg') can mean either H(Sa) or ng’n) depending on the context.

C Truncating an evolved quantum state

Our first goal is to answer the following question: suppose we start from an initial state with quantum
number A between +Ag, what is the probability that |A| grows beyond some given A as the state
evolves for time t?7 To be more concrete, we want to bound

Hﬁ[fA,A]eiitHH[on,Ao] : (34)

when H has the structure (23). We call this quantity the leakage. As discussed in the main article,
this upper bounds the error of truncating the quantum state at time ¢ when the initial state has a
quantum number between —Ag and Ag.

C.1 The short-time leakage bound
We first establish a bound on the leakage defined in (34) for a short time ¢:

Lemma 1 (Short-time leakage bound). Given Hamiltonian H = Hw + Hp satisfying (24) with
parameters x and r, we have

1
< 2A—1(A!)1—r

[N W

Jor any 0 < |t| <1/(2x(Ao+1)") and integers Ao, A > 0, where IL_xg_a ag+a) = 1 —I(_ag—A Ag+A)-

Accepted in (Yuantum 2022-09-13, click title to verify. Published under CC-BY 4.0. 20



Proof. This proof is based on rewriting the time evolution using the interaction picture, and truncating
the Dyson series of the new time evolution. Below we only consider ¢ > 0. The proof can readily be
extended to t < 0 because we only need to replace H by —H, and the structure in (24) is preserved
by this transformation. First we define

Hyy (t) = ™R fyy e~ HR, (35)
Then writing the time evolution e in the interaction picture, we have
efitH _ efitHRTefi f(f HW(S)dS7 (36)

where T is the time-ordering operator. Since e "7 commutes with ﬁ(_ Ao—A,Ag+A), We only need to
bound

HH( Ao—A,A04+8) T TetJo () | (W (37)
. rt H d
To this end, we consider the partial sum of the Dyson series of Te_’fo w(s)ds,
A-1 L [t t3 to
S(A) = 3 (i) /O dty - - /0 dty [t H(t) - Huw (t2) Huv (1) (38)

In order to bound the error from replacing the exact time evolution with this truncated Dyson series,
we need to estimate the norms of terms of the form

Hyy (ty) - - - Hw (t2) Hy (t1) I p A)- (39)
Noting that Hyy(t) can only change A\ by £1, we have
M_a—1a+Hw (O _p a) = Hw ()T 4], (40)
which implies by (24) that
[ Hyw (I g Al = [[Hw I g o)l < x(A +1)" (41)

By repeatedly applying (40), we have

k
Hiw (1) -+ Hw (t2) H ()T pq H(H[-Ao_j,Ao+ﬂHw<tj>H[_Ao_j+1,Ao+j-u)- (42)

Then applying (41),

HHW(tk) < Hyy (t2) Hw (t1)T1_ g A0

k
< H1 T oo o ()T pg 1m0
=

(43)
' T
Ap!
From the above inequality, we have
ot 0
H <7~€—7, fo HW(S)dS o S(A)) H[_AO’AO] Z < AO + k) )
0.
Z Xt Ao + 1) )
kl 1—r
= (44)
1 <01
< AN 2 o
(AL = 2k
B 1
= 2aian
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where in the second inequality we have used the fact that

(Ao—i—k)!_Ao—l-le—i—Q Ao+ k&

— . < (Ag +1)* 4
AolE! 1 2 R = ot 17, (4)
and in the third inequality we have used ¢t < 1/(2x(Ag +1)").
Note that o
I Ag—an0+2)S (AN _pg a0 =0 (46)

because of (40). Therefore,

— = —1 ¢ s)ds
HH(—AO AgrayTe Do Bt ZHH<—A0—A,A0+A> (Te Jo ) —S(A)> I A.A0)
< 1
— 2A—1(A!)1—r
(47)
This finishes the proof. O

C.2  The long-time leakage bound

The long time bound is based on the following decomposition.

Lemma 2. Let Pj, P; be projection operators such that Pj+ P; =1, j =0,1,...,J. Then for any
O=th<th1 < ---<tj=t,

P thPO sze—ztt HP H(_Zt1'+1 JHP) (48)
which implies
J
[Py T Roll < 37 |[Pje =t Py . (49)
j=1

At a high level, this lemma suggests that the total leakage (quantified by the spectral norm) is upper
bounded by the sum of the leakage in each time step. This lemma can be easily proved by induction
on J. A more intuitive way of proving it is to write

J—-1

e M =T] ((Pj'+1 +Pj’+1)€_i(tj/“_tj')H> ; (50)
71Z0

and expand the product on the right-hand side into a sum of terms, each of which is a string of Pj
and Pj interspersed with e ~ilty 41710 H  We then recombine these terms according to where the first
P,/ appears, or if it does not show up at all. The sum of all terms for which the first P, appears in
the j-th place is

J
e*i(tftj)HFj H (e_i(tj/+1_tj')H_Pj,> efi(tlftQ)H‘ (51)

We then sum over j, and multiply P; and Py to the left and right respectively, to get the right-hand
side of (48).
We now state our long-time leakage bound:

Theorem 3 (Long-time leakage bound). Let H = Hy + Hp be a Hamiltonian satisfying (24) with
parameters x and r. Defining

A(t) = Ao+ [ ((AF7 + 21011 (A — 1) ™7 — Ao) (A — 1) (52)

A—-1
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Figure 2: The truncation threshold A(t) needed to keep the error below € for boson-fermion coupling (left) and lattice
gauge theories (right). Note that A(t) grows quadratically for the former and linearly for the latter. The truncation
threshold is obtained, according to (52), in the boson-fermion coupling setting for the Hubbard-Holstein model (86)
with ¢ = 1, and in the lattice gauge theory setting for the U(1) lattice gauge theory (17) with gp = g = 1/6.

for any t € R and integers Ag > 0 and A > 1, we have

= T+ 2t (1 — ) (A — 1)™ — Ao)/(A = 1)]
— 2A71(A!)17r '

(Y el

Below we will focus on the case of t > 0. The ¢t < 0 case can be dealt with in the same way because
of the reason explained in the proof of Lemma 1.
In Figure 2 we plot the truncation threshold A(f) needed to ensure the leakage

< ¢, for the boson-fermion coupling setting and the lattice gauge the-

HH[—Aa),A(me’itHH[—Ao,Ao}
ory setting. We can see that A(t) grows quadratically with time for the former and linearly for the
latter. Moreover, very small leakage can be achieved by only slightly increasing A(t). This follows
from the exponential suppression of leakage that we will describe in Theorem 5.

The basic idea of the proof is to partition the time evolution into small segments, and apply the
short-time bound in Lemma 1 to each segment. We denote by T}, for j > 0, the intermediate times
where we make the partition. First we define the instantaneous quantum number

Aj=Ao+j(A-1), (53)

and then choose T} to be
1

Ti=Tf 4 —
T (A 1)

(54)

From this definition we have

1
T; > Ao+ (A =1 — A"
02 5oy (o +i(d = 1) = Ay, (55)
which can be proved using the inequality
1 1 Ao+(G+D)(A-1) o

(56)

> —.
(Ajr+1)" 7 A=1J/xotja-1) W’
To establish the long-time leakage bound for arbitrary time ¢, we first prove the following lemma:

Lemma 4. Let H = Hy + Hg be a Hamiltonian satisfying (24) with parameters x and r. Given
integers Ag > 0 and A > 0, define Aj and T; as in (53) and (54). For any Ty—1 <t < Ty with integer

J >0,
J

< 2A71(A!)177‘ :

|Tay e T g g (57)
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Proof. We choose t; =Tj for j =0,1,...,J — 1, and t; = t. By Eq. (49) in Lemma 2, we have

J
HH[*AJ,AJ]eiltHH[*Ao,Ao] < Z HH[*Aj’/\j]eil(tj7tj71)HH[*Ajf1,Ajf1] . (58)
=1

Because of (54) each t; — ¢;_; is short enough for us to apply our short-time bound Lemma 1. This
completes the proof. O

With this lemma we can prove the theorem by appropriately choosing J.

Proof of Theorem 3. We choose J to be the first integer that makes Ty > t. By (55), we have

T =[5 (A7 + 200 - r)(A - 1) — o) . (59)

The claimed bound then follows from Lemma 4. O

Theorem 3 might not be very straightforward to apply in many situations because it involves an
extra parameter A. A more versatile version would be

Theorem 5. Let H = Hy + Hr be a Hamiltonian satisfying (24) with parameters x and r. For any
t > 0 and integers A > Ay > 0,

([N I

< 1( t, A A) X Q o (l)r
poly exp| Q| 1.
Xt 20, 2(1—7")Xt+1

Proof. In Theorem 3 we choose A so that

AT AT

A= b(l—r)xt—i—l

|+1 (60)

If A =1 then the claimed bound holds trivially since Hﬁ[_ A, A]e_”H [ Ag,A0]
Theorem 3. For the A(t) defined in Theorem 3 we have

<1. If A >1 we use

At) = Ao+ [L ((AG + 21 = r)(A - 1) — Ao) [(a=1)

A1
<ALVt — ) (A —1)TTF + A1 o
< (ALY 2yt — 1) (A — 1)+ (A — 1))

<A,

where in the third line we have used the inequality that a? +b < (a +b)? when a > 0, p > 1 and b (to

be chosen as A — 1) is a non-negative integer. Using the fact that 212 (A!)_l/2 = e U the claim

follows immediately from Theorem 3. O

<e€

If we want to ensure that truncating at a threshold A has an error Hﬁ[—A,A]e_itHH[—Ao,Ao} ,

then by Theorem 5 we can choose
AT = AL 4 O((xt + 1)polylog(e™1)).

This is the scaling given in (3) of the main text.
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D Truncating the Hamiltonian

In this section we consider the problem of replacing an unbounded Hamiltonian H, such as one
describing boson-fermion interactions or lattice gauge theories, with a bounded Hamiltonian, while
keeping the error in time evolution small. More precisely, we want to construct some bounded H such

that
(efitﬁ . efitH)HaH

[—Ao,A0] (62)

is sufficiently small.

In the previous section we have focused on a single bosonic mode or gauge link, but here the
truncation needs to be performed for every bosonic mode or gauge link, and we assume there are N
of them in the system. To simplify the discussion, we use v to index either bosonic modes or gauge
links, replacing the indices « and (z,n). Therefore we have

N
ng' = [ n%. (63)
v=1

)
S

Note also that all projection operators 11y’ commute with each other. Then for each v, there is a

decomposition of the Hamiltonian H = HI(/;;) + H}(%V).
We will establish the following bound.

Theorem 6 (Hamiltonian truncation). Let H be a Hamiltonian such that H = HI(/{;) + HI(;L,V) satisfies
(24) with parameters x and r for every 1 <v < N. Assume that all projection operators Hg\,,) commute
with each other. For any integers A > Ay > 0, define

E[ — Ha11~ _ HHall

[—ALA] [—AA] (64)

Then for any t € R,

—itH —itH\7rall
(e —¢€ )H[—AO,AO]

JNACK ~ o AT oAT
< VN A(A)poly(x|t], Ao, A) exp | =9 M= <1)) (65)

where

AN = ||[a sty Et T (66)

We recall that » = 1/2 for boson-fermion coupling and r = 0 for lattice gauge theories. We also
note that for both boson-fermion coupling and the lattice gauge theories, A(A) can be bounded by a
polynomial of the Hamiltonian coefficients and A. This is because

[H, H?EA,A]HH?EA,AJ = (HIIY, 7)) — (I H)?, (67)

and in all examples we discussed in Section A, the norm of H Hé[‘ll AA] is bounded by a function that
is linear in all coefficients, and linear or quadratic in A for boson-fermion coupling and lattice gauge
theories respectively.

Remark 7. For the boson-fermion coupling in (14), to ensure that the error in truncating the time
evolution (62) is below €, Theorem 6 implies that a threshold of

A = (/&g + O((xlt] + polylog(coe, Ao, |t], 1)) (68)

suffices, where coef includes all the coefficients in the model (14) as well as the number of bosonic and
fermionic modes.

Accepted in (Yuantum 2022-09-13, click title to verify. Published under CC-BY 4.0. 25



Similarly, for U(1) and SU(2) lattice gauge theories, it suffices to truncate the electric field and total
angular momentum, for the two situations respectively, at

A = Ao + O((x|t| + 1)polylog(coef, Ag, |t],e™1)), (69)

where coef includes all the coefficients in the models (17) as well as the number of lattice sites. The
values of x in all cases are discussed in Section B.

To establish Theorem 6, we use the following properties of the truncated Hamiltonian
Hall HHall .
[_AvA] [_AvA]
(H — T8, A HIE, (I g =0, (70)
1l 1l 1l
{H A A H H?A,A]} g0 =0, (71)

which follow immediately from the fact that for each v, H can only change the quantum number A
by +1.

Because we are now studying the whole system rather than a single mode or link, we need to bound
the total leakage from the leakage at each individual v. This is done through a union bound, as given
in the following lemma:

Lemma 8. Let H(;) be projections all commuting with each other. For any operator A and set S C Z,
we have

all ,||2 N —=(v)
s’ < 3 s (72
v=1

where ﬁgﬂ =1 -1
Proof. Because H(;) commute with each other, they can be simultaneously diagonalized, and by the

union bound we have 1
M = 2T g, (73)

which in turn leads to

all —all

s = Jlarmsta <

(74)

AT A| < 3| A i

where the ﬁrst step can be proven using the singular value decomposition, and we have used the fact
that ATH 'A and ATHEg 'A are all positive semidefinite for the later steps. O

Note that the above union bound actually holds even when the commutativity assumption about
H(;) is dropped; see [68, Lemma 2] for details. With these we are ready to prove the main result of
this section.

Proof of Theorem 6. Using the formula for the error of the first-order Trotter decomposition [72,
Eq. (3.4)], we have

eitfle—z‘tH _ e—z‘t(H_ﬁ) " /t ds; /51 dss eislf_je_i(sl—sQ)H[ﬁ7H]e—i82H€—i(t—81)(H—ﬁ)‘ (75)
0 0

We then use this, along with invariance of the spectral norm under multiplication by a unitary operator,
to bound the truncation error as:

—itH —itH \ ypall
(e —-¢ > [—Ao,A0]

(1 ey,
o—it(H— H 1l
< | (1= )

+/ dSl/ d82
0 0
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Now if we choose A > Ag + 1, then by (70),

(I _ e—z‘t(H—ﬁ)> H?EAO,AO] =0. (77)

As a result the second line of (76) is 0. We now only need to bound the integrand in the third line.
For this integrand we have

‘ [ﬁ’H}e—inge—i(t—sl)(H—E)H?EA()’AO] _ H[ﬁ»H]e_mHH?EAO,AO]
<||ta, gty et (78)
o[ T ettt
for some A’ to be chosen. We choose A’ = A — 2. With this choice and (71) we have
[H, )T}, = 0. (79)

This eliminates the right-hand side on the second line of (78). Therefore we are only left with the
third line of (78) to deal with.
We apply Theorem 5, as well as Lemma 8, to get

A/l—r o AlfT‘
< \/Npoly(xt,Ag, A) exp (—Q (0>> , (80)

—all

HH[ A A e*’L’SQHH

all
[=A0,A0] 21 —r)xt +1

where we have used the fact that so < t. Substituting this bound into (78) and then (76), we have
it H itH \ ryall X 1 AT AT
H (el _ e ) 5 Aol < VN A(A)poly (xt, Ao, A) exp <—Q ()) : (81)

21 —r)xt+1
In the above derivation we used the fact that A’V = (A — 2)1=" = A" 4 o(1) as A — oo. This
completes the proof of the theorem.

O]

One can ask the following question about the proof above: can the energy-based truncation threshold
proposed in [36], and discussed in detail in Section K, be justified as a truncation threshold for
Hamiltonian truncation, through a proof that is similar to the proof above? We remark that this may
require different assumptions and the proof will need to be substantially modified. If one were to use
the above proof strategy, together with the energy-based truncation threshold, to derive a truncation
threshold for the Hamiltonian truncation, then an important obstacle is bounding the third line in
(78). This line is bounded, in the proof above, through

| ETE e e 2y | < L [T e 00

On the right-hand side, H[Izj: ,H]H grows polynomially with the truncation threshold A, while

—all
H H[ ALAE ZS2HH?EA0

cays faster than the former and consequently we can reach an arbitrarily high precision. If we could
only use the energy-based truncation threshold, then the latter term only decays polynomially with
A’, and as a result a careful comparison between the rates of growth and decay of the two terms would
be needed, and we could only reach an arbitrarily high precision when the latter decays faster than
the former. This would require further assumptions not included in our framework.

Moreover, the most appealing feature of the energy-based truncation threshold is that it does not
depend on time. However, suppose one could overcome the above mentioned difficulty; then the energy-
based quantum state truncation threshold would lead to a time-dependent Hamiltonian truncation
threshold, because of the integration over time in (75), and thus the above appealing feature no longer
holds.

‘ decays subexponentially with A’. Therefore asymptotically the latter de-
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E Hamiltonian simulations using the HHKL decomposition

In this section we consider performing Hamiltonian simulation for U(1) and SU(2) lattice gauge theories
and boson-fermion coupling. The basic idea is to simulate the truncated Hamiltonian H defined in
(64) as opposed to the unbounded H, with the truncation threshold A chosen according to (68) and
(69) for boson-fermion coupling and lattice gauge theories respectively.

E.1 Simulating lattice gauge theories

In this section we propose an algorithm to simulate the time evolution of the (D + 1)-dimensional
U(1) and SU(2) lattice gauge theories whose Hamiltonians are of the form (17). The goal is to
perform simulation of a square lattice consisting of IV sites up to time T with an error at most e.
This algorithm is based on a combination of the HHKL decomposition [28] and interaction picture
Hamiltonian simulation [50]. We will show that the simulation can be done with gate complexity
O(NTpolylog(AgNTe™ 1)), where € is the allowed error, assuming that the initial state is in the span
of states whose quantum number is in the range [—Ag, Ag] for each gauge link.

As mentioned above, we will be simulating H instead of H, and the resulting error has been
analyzed in Section D. We use Hp, to denote the truncated electric field part of the Hamiltonian, i.e.
H E = H?EK A H EH?EK Ay and we adopt similar notation H M fIGM, and H B for the other three parts.
Moreover we denote o) o)

2 z,n 2 z,n
E;., = H[fK,K]Exv”H[fK,X]' (82)

Note that the Hamiltonians for lattice gauge theories, both the original H and H , consist of geo-
metrically local terms, and to achieve a linear scaling in both system size and time we consider using
the HHKL decomposition developed in [28].

E.1.1 The HHKL decomposition

We first use [28, Lemma 6] to decompose the time evolution of the entire system into evolution of
blocks, each of which, denoted by B, has size /2 = O(polylog(NTe!)) and we only need to simulate
its evolution for time 7 = O(1). The entire time evolution is divided into O(T') segments and there
are O(N) such blocks within each segment.

The original [28, Lemma 6] requires that all the local terms in the target Hamiltonian have norm
bounded by a constant. However, local terms in H have norm depending on the truncation threshold
A, which scales with the system size IV, time T, and allowed error e. We address this issue as follows.
The only local terms that are not bounded by a constant are the electric field terms in H E,i.e g EEfm
for each (z,n), and each of these terms only acts on a single gauge link. We call such terms, i.e.
terms that act only on a single lattice site or gauge link (which can be seen as a lattice site as well
for this purpose), on-site interactions. In Lemma 13 of Section I we show that on-site interactions do
not change the Lieb-Robinson velocity. Therefore, even with the terms in Hpg, the system still has a
constant Lieb-Robinson velocity, and as a result we can invoke [28, Lemma 6] to decompose the time
evolution.

E.1.2 Simulating the blocks

We now consider simulating the dynamics of each individual block B of size ¢ for short time 7. The
Hamiltonian for B, which we denote by HB, includes all the local terms in H that only act on sites
and links within the block B. As discussed in Section A, each local term can be represented by a
sparse matrix with respect to the basis discussed in Section B, and can therefore be encoded by a
quantum walk operator [8, 10, 18]. A sum of these terms can be encoded in an unitary using the
linear combination of unitaries (LCU) method [10, 18]. In this way we have an encoding (known
as “block-encoding” or “standard-form” in [24, 49]) of the Hamiltonian HB, ie. a unitary with
HPB as a matrix block, with a subnormalization factor O(PA?). Using the Hamiltonian simulation
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algorithm for encoded Hamiltonians [49], we can then simulate the time evolution of the block B
with gate-complexity O(¢£2PA%1) = O(A%polylog(NTe™ 1)), which results in a total gate complexity of
(5(N T(Ao+T)?polylog(e~!)). This is however not the best method in terms of asymptotic complexity.

The polynomial dependence on A can be improved to be poly-logarithmic using the interaction-
picture simulation technique developed in [50]. We group the local terms in B into HE Ve HG e HE B
and ﬁ B depending on whether the term describes fermionic mass energy, gauge-matter interaction,
electric field energy, or magnetic field energy. Then the polynomial dependence on A comes only
from HE. We note that the time evolution under HZ can be fast-forwarded, i.e. the number of
gates required to implement it has a poly-logarithmic dependence on the evolution time multiplied
by the Hamiltonian norm. To be more specific, the time evolution due to each electric field term

~2n for time ¢ can be implemented with gate complexity O(polylog(f\t)) because this term is
represented by a diagonal matrix in both U(1) and SU(2) settings (see (16) and (19) for the two

settings respectively). And all of these terms act on different gauge links and therefore commute with

each other. To implement e ~itH we only need to evolve these terms separately, and thus pay a cost

of O((Ppolylog(At)) = O(polylog(NTAte1)). B
Now instead of directly simulating the Hamiltonian HZ, we simulate

AB(t) = eHE(HE 4+ HE,, + HE)e tHE. (83)

The original time evolution e~## ® and the interaction picture evolution are related through

e—itﬁB —usHBT fzf dsHB(s (84)

It then suffices to implement Te" fot dsHP (8), namely the time evolution due to the time-dependent
Hamiltonian HB(s). We accomplish this using the truncated Dyson series method in [50, Corollary 4].
The time-dependent matrix encoding in [50, Definition 2] can be constructed using the the encoding
of the local Hamiltonian terms as well as the fast-forwarding of H g discussed above. This yields a
gate complexity O(£2P7polylog(N T/N\efl)) = O(polylog(N T/NXefl)) for implementing the interaction
picture time evolution and consequently e~ " can be implemented with the same gate complexity
scaling. Note that here we want to keep the error for simulating this block to be at most O(N 1T~ 1¢)
instead of e. This however does not significantly increase the asymptotic scaling because the scaling
with respect to the allowed error is poly-logarithmic.

There are in total O(NT') such simulations to perform for all the O(N) blocks and O(T) times
steps. Therefore the total gate complexity for implementing the time evolution of the entire system is
O(NTpolylog(NTAe™')). Using the truncation threshold given in (69), we have that the total gate
complexity for simulating the U(1) or SU(2) lattice gauge theory with N sites up to time 7" and allowed
error € is O(NTpolylog(AgNTe 1)), provided that the initial state is in the support of H?BAO,AO]’ Le.
the quantum numbers on each gauge link are in the interval [—Ag, Ag).

We remark that in using the HHKL decomposition, we need to preserve the locality of fermionic
operators after the Jordan-Wigner transformation. This can be done by introducing auxiliary fermionic
modes as discussed in [28] using the method developed in [74].

E.2 Simulating boson-fermion coupling

In this section we consider simulating the Hubbard-Holstein model [33], which is the simplest model
describing the electron-phonon interaction. This model is defined on a D-dimensional lattice, and each
side of the lattice contains L sites where L = N. Each site « in the lattice contains two fermionic
modes ¢; , (with o denoting either spin up and down) and a bosonic mode b,. We are interested in
the case where D is a constant. The Hamiltonian is

H:Hf+Hfb+Hb, (85)
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where Hy is the Hamiltonian of the Fermi-Hubbard model:

N
1
Hy=— Z (C:TE,JCZ‘/,O' +hec)+U Z(nm¢ - 5)( el — = uZnI, (86)
(z,x'),0 z=1
and
N N
Hfb:gz bT +b nx,T—i—nx,i—l) HbZWQZblbx, (87)

=1

are the boson-fermion coupling part and bosonic part respectively. The lattice sites are indexed by =z
and 7/, and spins are indexed by o. It is easy to verify that this model satisfies the general form of
boson-fermion coupling in (14).

Here, we propose an algorithm that simulates the above model up to time T and error ¢ with gate
complexity O(NT(v/Ao+T)polylog(e~1)), assuming the initial state has no more than Ay particles on
each bosonic mode. Just like in the previous section the algorithm is based on HHKL decomposition
[28] and interaction picture Hamiltonian simulation [50].

First we replace the exact Hamiltonian H with the truncated Hamiltonian H in (64) and simulate
the evolution of H. The resulting error is analyzed in Section D. We also denote different parts of the
Hamiltonian after truncation by H [ H b, and ﬁIb.

We apply the HHKL method to decompose the entire time evolution into evolution of blocks, each
of which is denoted by B, for short time 7. Here again we encounter local terms whose norms are not
bounded by a constant, and in this case these terms are contained in H rp and I;Tb. With the help of
Lemma 13 however, we can still apply the HHKL decomposition because H b and H, are both on-site.
So far the algorithm proceeds in a similar way as that for the lattice gauge theories.

Then we apply interaction plcture Hamiltonian simulation to simulate the evolution in each block
B. We denote by HB 7 HE b and HB ,, the fermionic, coupling, and bosonic terms respectively. Here, the
terms in HE , can still be fast-forwarded the same way as the electric field terms in lattice gauge theories.
However, it is not known whether the boson-fermion coupling terms in H ?b can be fast-forwarded.
Therefore when we simulate the interaction picture Hamiltonian

HE = 5 (HF 4 H5)e (88)

the dependence on the truncation threshold is not poly-logarithmic. Rather a factor of VA shows up
in the subnormalization factor of the encoding of the Hamiltonian because

Hna;lA](bT + b)) (Mgt + Ny — 1)Ha“~ | <2VA+1 (89)

There is some subtle difference between the subnormalization factor and the spectral norm, but in the
present case they have the same asymptotic scaling. The number of gates required to simulate the time
evolution of a block B for time 7 is then O(EQD\/XTpolylog(INXNTe_l)) = O(\/Xpolylog(ZN\NTe_l))
with a target accuracy of O(N~1T~te) for each block.

We need to perform O(NT) such simulations and the number of required gates is therefore
O(N T\/Xpolylog(eil)). The truncation threshold A can be chosen according to (68). As a result
the total gate complexity for simulating an N-site Hubbard-Holstein model for time T up to error €

is O(NT(v/Ag + T)polylog(e1)), assuming the initial state has at most Ao particles in each bosonic
mode.
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F Simulating boson-fermion coupling using Trotterization

In this section, we consider a generic Hamiltonian of a fermion-boson coupled system. We assume
there are Ny fermionic modes (labeled by i, j) and IV} bosonic modes (labeled by a). We have

6
H=> H,
=1
= th’jCT-Cj, Hy =) Vijning,
Y (90)
H; = Zg( )CTC] Hy = Z hl(?)c;rcjpa,
aij aij

1 1
=52 waXs He=3 ) waly,
« «

where X, = (by + bL) / V/2 is the position operator corresponding to the bosonic mode o, and P, =
i(bl, —ba)/v/2 is the momentum operator. Matrices t = (t;;), V = (Vi;), () = (gi(]q)), and h(®) = (hl(Ja))
are all Hermitian. Such a Hamiltonian is in general not geometrically local, and therefore the HHKL
decomposition we have introduced in the previous section is not directly applicable here. Instead, we
consider performing quantum simulation using Trotterization, which can be very efficient when many
terms in the Hamiltonian commute [19] and can be easier to realize in practice.

The Hamiltonians introduced above belong to a subclass of (14) as the fermion interaction term has
two indices instead Of four. We impose this restriction to ensure that this term can be fast-forwarded.
We also require _;; 9ij )cgcj to commute with each other for all a, and require the same for 3, hz(?)c;rcj
for all c. These requirements are equivalent to

(9, g@)] = [, )] = 0, (91)
for all bosonic modes a, o/, where ¢(®) = (gl(]a)) and h(® = (hl(;l)) Note in particular that this holds
for the Hubbard-Holstein model, since (n,+ + n, | — 1) commutes with each other for all sites x.

This decomposition of the Hamiltonian into H,’s and the above requirements are to ensure that all
the H,’s can be fast-forwarded. More precisely, the evolution e~ "*Hy due to the truncated Hamiltonian
terms can be implemented with gate complexity that depends poly-logarithmically on ¢. The fermionic
part e~ can be implemented using a series of Givens rotations [39]. The circuit implementation
becomes more challenging when a boson is involved. However, with a suitable particle number trun-

cation, we can still implement the time evolution of these terms. We denote by H., the truncated
Hamiltonian terms:

_ 7rall all
Hy =T Hy I (92)

for some A to be chosen. The coupling parts e 2 and e "3 can be implemented using the technique
described in [51, Section IV], where the boson is represented using the eigenbasis of X, combined with
the Givens rotation technique. We can implement the coupling term associated with each bosonic mode

separately because of our requirement (91). The bosonic parts e —itH, and e —itHs are straightforward
to implement using the same technique described in [51, Section IV]. See also [66] for alternative
implementations of the bosonic operators and their cost comparison.

The rest of this section is devoted to analyzing how many times we need to apply e~* in order to
simulate the time evolution e~ using Trotterization, starting from an initial state that lies in the
support of H[o Ao] with no more than Ay bosonic particles on each mode «. Up to a constant-factor
difference, this is also the number of Trotter steps required to reach a target precision, which in turn
determines the gate complexity of Hamiltonian simulation.
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F.1 Sources of error

There are two sources of error that we need to deal with. The first source of error comes from the fact
that we are evolving the system with H instead of H, and this is already analyzed in Theorem 6. The
second source of error is the Trotter error, which will be our focus here. A simple bound for the Trotter
error is readily available if we ignore the commutation relation between pairs of the Hamiltonian terms.
But here we aim for the commutator scaling described in [19], which can be much tighter when many
terms in the Hamiltonian commute.

There is a technical issue that prevents us from directly applying the result of [19]. After truncation,
the commutation relation between the projected position and momentum operators

— « J— «

X, H[o A]X H[ AP P, H[ }P H[o A (93)
is different from the canonical commutation relation between the exact position and momentum op-
erators. To address this, we use the fact that the exact commutation relation is recovered when the
particle number is some distance below the truncation threshold A, and this in turn requires carefully
tracking the particle number under the exact and truncated time evolution respectively.

Our proof uses the following telescoping lemma:

Lemma 9. Let II be a projection operator and Uj, ﬁj (7 =1,2,...,J) be unitary operators. We have

J o J J | j-1
[10 -1 | o <> (0 -u) [ T[T vy |1
j=1 j=1 j=1 j'=1
Proof. This inequality follows immediately from the identity
J J J J N j—1
H -1Tui=>| II Uy (Uj - Uj) IIRZ2E
j=1 j=1 j=1 \j'=j+1 i'=1
which can be proved by induction on J. 0

Our goal is to simulate the dynamics up to time 7. We achieve this by dividing the entire time
evolution into R = T'/7 steps, each of which has duration 7 and is simulated by a p-th order product
formula S(7). Then the Trotter error can be bounded as

~ R ~
(e TR — SRS gl < S 1(S(r) — e ti-r Al |

R
<> l(s(r) - e_”H)H?H —~i(j— I)THHau

0,04]€ 0,A0] |

1
& 7’LTH (j*l)‘l'ﬁ all (94)
+> NS(r) - )H[o ALE” 1T A

< RI(S(r) — "L, |
R ~
Trall —i(j—1)7 a,
+2~21”H?0,Aa16 DT I,
]:

where ﬁ?& A= I - H?&l Ay is the complementary projection with Aj, to be chosen later. Here in the
first line we have used Lemma 9, and in the second and third line we have used the decomposition

—i(j—=D)rHyra a j—1)THTa 1 T B
eI ) = T e OV T e O (95)
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By Theorem 5 and Lemma 8 we have
[Ty e 0 DI, | < V/Nopoly (XT, Ao, Ap)e™ (VA= VA0)/6T+1)), (96)

where  is given in (28). We now only need to bound |[|(S(7) — e‘”ﬁ)ﬂ?&l/\ ]||

F.2 Trotter error with bounded particle number

The main result of [19, Theorem 3] is a bound on the Trotter error in terms of the spectral norm of
nested commutators of Hamiltonian terms. That bound does not take into account the fact that the
initial state has a finite number of particles and is thus not suitable for our purpose. Instead, we use
an exact representation of Trotter error, which is provided in Theorems 3 and 5 of [19].

In [19, Theorem 3] they derive the following expression for the Trotter error:

S(r) —e il = / dre = H G (2T (7y), (97)
0

and by [19, Theorem 5|, T'(71) can be written as

Ly p ﬁ
T(m) = Z Z ZTffq draClye(T1 — )91
9|=p+1 £=1 g=1 0 (98)
U“é(TlvTQ)[H’Yp+17 : [H’ysz ] ’ ']U’yg(Tl,Tg),
where

_ By
Use(T1,72) =€ —icyeoT2Hyeo H e_w“”nHV"” (99)

v=1

is a product of operator exponentials. In the above equations I;Fg,, € {ffl, H,, .. ﬁ5} y =
(71,725 - - - s Yp+1) is a string of indices for Hamiltonian terms, and Lz, Cyyq, 50, and Rs, are constants
that only depend on the Trotter formula but not on the Hamiltoman or time variable 7. Also Cyyq is
non-zero only when 7,41 = v, = - -+ = Yp—q42, but this property does not affect the asymptotic gate
complexity and will thus be ignored in the subsequent analysis.

With this exact representation of Trotter error, we have

T1
I50) - Pl < Y30 | anet ™ [7 anaiCul(n = !

|¥|=p+1£=1g=1
X H[ Yp+15 " [HV27H } "]U’W(Tlﬂ—?)nf‘(%}/\é)]”

Z ZZ/ drt™ / dra|Cyeq|(m1 — m2)1

|7| =p+14=1q=1
(H[ Yp+10 " '[H’YQ?H%]” ] a(%IA’ H
1

11
| [Hopirs - [Hos Ho] == T, a1y Use(r1, 72) g )
(100)
where we have used the decomposition
—all
Use(r1, 7)1 a0y = Tt Use(r, m2) LG oy + Tg ayy Use (70, 72) TG 0 (101)

for some A to be chosen later. Since 7= O(1) (7 should be chosen to be much smaller than constant

to suppress Trotter error) and ZV 7o |c5ev| is a constant, we have from Theorem 5 that

I oy
HH?OA’]UW(TLTQ)H[OA’ | = poly(x, Ay, Ap e~ (VA= VA)/ (1) (102)

Accepted in (Yuantum 2022-09-13, click title to verify. Published under CC-BY 4.0. 33



Here Usy(71,72) involves a constant number of operator exponentials each of which is generated by a
term ﬁy from the Hamiltonian. We note that Theorem 5 applies to each operator exponential because
ITL, also has the structure described in Section B. Thus we can apply Theorem 5 a constant number
of times to arrive at inequality (102).

We now follow [19] to define

&comm(A) = Z H[HVpH’ o [Hw’ H"/l] o ]H : (103)
1¥|=p+1

There is a A dependence because the truncated Hamiltonian depends on the threshold A F urthermore,
we define

Beomn (A, M) = 37 |[[Hopy -+~ [Hogy Hoy |-+ 1MLy (104)
[7l=p+1
Then by (100) and (102)
1(5(7) = € )| = Olicomm (R)7* poly (. Ap, Ap)e”HVAVED/OED)

+ O(Beomm(A, Af)TPFL).
Combining this with (94) and (96), we bound the total error from the Trotter decomposition as
(e~ TH — S(r) )T Il < Ry/Nypoly (XT, Ao, Ap)e™¥(/A=VE0)/ (6T +1)
+ O@eomm (AT RPpoly(x, Ap, Ap)e™ VA=V (106)
+ O(Beomm (A, A)TPHR™P),
where we have used the relation "= RT.
We now choose Aj, A}, A, and R so that the right-hand side of the above inequality is at most e,
while simultaneously keeping the truncation error from Theorem 6 below e.
There is one other constraint in our choice of parameters: we need to ensure the canonical commuta-
tion relation of X, and P,, when replaced by X, and P,, holds exactly when evaluating 5comm(A A)).

Note that in ﬁcomm(A A’) there are at most 2(p + 1) truncated position and momentum operators
multiplied together because each Hamiltonian term is at most quadratic in these operators. Thus, if

A=A +2(p+1), (107)

then we can simply treat X, and P, as if they satisfy the exact canonical commutation relation
when evaluating ﬁcomm(A A}). We recall that A is the particle number truncation threshold for the
Hamiltonian. To be more specific, this means

(Hypirs s [y Hy ] gy = [H

Tp+1? Tp+10 "

' [Hvza H’h] o ']H?(%}A’l] (108)
when (107) is satisfied.
With this extra constraint and (106), we choose
VA = /Ao + O(xTpolylog(coef, e 1)),
VAL = VA + O(xTpolylog(coef, e 1)),
\/X = /Ay + O(xTpolylog(coef, e 1)),
R = O(T" /P (Beomm (A, A}))/Pe /),

where coef denotes all the coefficients ¢, V, g, h,w in the Hamiltonian H, and C is defined in (28). This
choice of A will also ensure that the Hamiltonian truncation error is upper bounded by e by Theorem 6.
In choosing these parameters, we have omitted the scaling with dcomm (A). This is because Geomm(A)
is upper bounded by a polynomial of A and the Hamiltonian coefficients, and it gets absorbed into
the poly-logarithmc factors.

(109)
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F.3 Bounding the nested commutators

It now remains to bound Beomm (A, A}). Suppose we are given a series of indices of Hamiltonian terms
Y1, Y2, - - .. We will show that

N(Hopr o [y Hop) - Mg | < AL ARZD - AD B (110)

Tpt+1 Yp+1 Yp—1 Y2 T

where

A(q):2qmaXZ\tij] B = Z\twl A‘q>—4qmax§j%| B, = erml
_2qmax2\gl(])\\/A’7+l+qmaXZ]gw A’ +1))712,

A( ) = 2qmax2\h h/ 2(A1+1) +qmaxZ]h(a (AL +1))7Y2, (111)

By =Y |9 h/ﬁ By =3 |0 \/Tﬂ)

aij aij

qu):Aéq):qmgxwaL Bs = Z\wa| (A} +1).

At a high level, A(q) s quantify the growth of the nested commutator when the nesting layer increases
by one, while B,’s are chosen to handle the base case when there is only one operator.
Once we have established (110), we define

A=AP 4.4 AP B=Bi+---+Bs, (112)
then B N
Beomm(A, A) = O(APB). (113)
This implies that we need
R=0 (AB'rpi+t/netir) (114)

Trotter steps by (109). In the above analysis we treat the order p as a constant. The gate complexity
depends on how we implement each e *H». For concreteness, we analyze the gate complexity of
simulating the Hubbard-Holstein model in the next section, although the approach may be extended
to simulate other quantum systems within our framework.

We now derive the bound (110) for an arbitrary nested commutator. We first note that a nested

commutator multiplied to a projection operator [H > [HW,H NER ]H[o A7) can be written as a

linear combination of products of at most ¢ fermionic operators c;[cj, and at most g projected bosonic
position or momentum operators, multiplied to the projection operator at the end. This can be proved
inductively. We introduce some notations to formalize this observation. For convenience we denote

X ¢=0
Y ’ 115
a-{5 ) (119
We first define a set of index strings:

2 =1{(0,7,d,9 : lil = ljl < q,1dl = [T < g}, (116)

where 7 and ; are strings of fermionic mode indices, & is a string of bosonic mode indices, and ¢'is a
string of 0’s and 1’s. Then the claimed expansion is formally given by

(Hyyo [Hog o) S = 3 qu)]a o TT chen TT @aT00, (117)
(i ,f,&,f)eEq k=1 k=1
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(9)

for some coefficients S (780" This can be readily proved by induction on gq.
Now we define

So= S 1S9 j(2(A] + 1))z, (118)

- _ (7'7]70‘75)
(z,g,a,@é:q

Then by the triangle inequality and the fact that || Xo|[, || Pall < 1/2(A} 4 1), we have

I[Hyys - [Hogo Hoy] -+ g 0| < S (119)

Therefore we only need to show
Sy <ALt ALB,,. (120)
This is done inductively by examining the commutator { Hk 1 c;rk Cji, H'a‘ ] H?&l A for each -,

which gives an upper bound for S;;1 that depends on S,. Combined with the fact that ||fL,|| < B,
we will establish (120).

For simplicity, we only provide the proof for the induction step when 74,41 = 3 corresponds to one
of the boson-fermion coupling terms, which together with v,41 = 4, are the most complicated ones to
analyze among all the possible choices of v,41. We have

all

||
[H3, H Nan H Q

|&i|
?(%IA’I] = Z [gz(] ¢ CJXOH H Czkcjk H Q

o a7
aij
- |éi|
= Zgij cf i H € Cir | Xa H Q4 H?élA (121)
aij
() i T i at 1l
"‘ZQ Hcikcjk G Cj Xa,Hijk ?OA’]v
aij k=1 k=1
where we have used the identity that for any operators O1, O2, O3, Oy,
[Ol ® 02,03 ® 04] = [Ol, 03] ® 0904 + 0103 ® [02, 04]. (122)
We then apply the commutation rule
[cZch, c};cl] = czcléjk — CLCjéil, (123)

so the second line of (121) becomes

/i ||

11
j- ]‘ | (Z gz(zclizc;rcﬂk/ Zg]k/] Zk/ ) Cuc]lX H ng HaO A' (124)
ai

In the above sum of products of fermionic and bosonic operators, the number of bosonic operators in

(a) ()

the product is increased by 1, and the absolute value of the coefficients Yii,,

and ¢: ’. add up to at most

I’

2qmax; Y, |gij |. Therefore the contribution to Sq41 is at most 2¢gmax; ", \gla)],/ (A]+1)S,
For the third line in (121), we have

|4
SEil Sk/+1 Sk —1 a1 yrall
Zgl (H Cuccjk) G Z Oa Qg §k’ 1Qa\al Qak’ﬂ oy Q) H[O Al

aij k=1 k'=1
B (125)
[e%
Slal Sk/+1 Sk —1 s1 trall
B Z <H Clkcjk) o Z g” gk/ 1Qa|&\ ”‘Qak’Jrl Qg " H[O A
%] k'=1
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where we have used the canonical commutation relation between X, and P, on )N(a and f’a. This
is justified because the nested commutator is multiplied to the projection operator H?&l A and we
A

have imposed the constraint (107). The sum of the absolute value of the coefficients is at most
o

qmaxe Y, \g§j
the contribution to Sy11 is at most g maxq 37, |g§;~l)|(2(Aﬁ +1))71/28,.
Combining our analysis for the second and third lines of (121) we have

)\ and the the number of bosonic operators in the product is reduced by 1. Therefore

Syt < 2qmax D 1ofF[y2(M + 1)S, + amax 1o [(2(A] +1))7128, = AYVS,, (126)
at i

if v44+1 = 3. The commutators with the other fly’s can be analyzed in a similar way. The proof of
(110) is now completed.

F.4 Simulating the Hubbard-Holstein model with Trotterization
We recall the definition of the Hubbard Holstein model given in Section E.2: The Hamiltonian is
H:Hf—l—Hfb—i-Hb, (127)

where Hy is the Hamiltonian of the Fermi-Hubbard model:

N N
1 1
Hp=— Y (chocoothe)+UD (g — (et —5) — > na, (128)
(x,x’>7g r=1 r=1
and
N N
Hpy =g (bl +by)(ngt +ney —1) Hy=wy Y _ blbs, (129)
=1 =1

are the boson-fermion coupling part and bosonic part respectively. The lattice sites are indexed by
x and 2/, and spins are indexed by o. As in Section E.2, we assume for simplicity that all model
parameters except for the system size IV, i.e. ¢, wg, U, u, are all constants. We consider the case
where the time evolution starts with an initial state that has at most Ag bosonic particles at each site.

We note that this Hamiltonian satisfies the general form of boson-fermion coupling Hamiltonians
given in (90). Therefore we can directly apply our above analysis to analyze the number of required
Trotter steps. First we note that all the quantities involved in A given in (112), i.e.

el 1V max 37 1gi5”| max 3 (55| max 3 Jgi”], max D 1G], max fwal,
ai i i

at

are upper bounded by some constants. This follows from the sparsity of the coefficient matrices ¢, V,
g\, b (in fact A® = 0 in this model). Similarly, all the quantities involved in B given in (112),

ie.
S ltigl oWVl 2olais” s SIS, Dl
) 1] a

aij atj

are all O(N). Therefore we have
A=0(/A}), B=O(NA). (130)

Then by (114) the number of Trotter steps required to simulate the Hubbard-Holstein model is

R=0 (\/A’I(NA’I)l/pT”l/pel/p> : (131)
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Note that A} has the asymptotic scaling described in (109). Taking into account the fact that for the
Hubbard-Holstein model Tr|g(®|, Tr|h(®)| = O(1), which implies further that x = O(1), we have

2

A = (\/ Ao+ @(Tpolylog(Ne_l))) : (132)
which gives
R =0 (N'YP(/Rg+ )2ttt /netir) (133)

Each Trotter step can be implemented with O(Npolylog(AgTe 1)) gates, and therefore the total gate
complexity is
1) (Nl-i-l/p(‘ /Ao + T)1+2/pT1+1/p6—1/p) ) (134)

For large p, this almost matches the gate complexity derived in Section E.2 based on the HHKL
decomposition.

G A gate complexity lower bound for simulating bosons

In Sections E.2 and F, we have discussed the gate complexity of simulating the Hubbard-Holstein
model. One distinctive feature is that the scaling with respect to time is almost quadratic, instead
of being almost linear for simulating bounded Hamiltonians. In this section we construct a class of
Hamiltonians acting on a single bosonic mode and a register of qubits, for which performing simulation
up to time T will require at least Q(T 2) gates. This shows that simulation involving bosons cannot
in general be expected to have a linear dependence on time. Note that here by simulation we mean
simulating only the qubit part of the boson-qubit coupled system, and as a result we only need to deal
with a finite-dimensional Hilbert space.

Specifically we consider the time evolution of a bosonic mode coupled to a register containing N
qubits. We will label the bosonic mode by a subscript 8 and the qubit register by a subscript q. A
product state is written as [¢) 5 |#),, where [¢)) 5 is the state of the bosonic mode, and [¢),, is the state
of the qubit register. We call this qubit register the g-register because later we need an additional
qubit register. When simulating the time evolution of this system, we consider a unitary circuit W
acting jointly on an ancilla register, which we label as anc, and the g¢-register. We will also denote by
|A) 5 the e-particle state of the bosonic mode.

Theorem 10. For any integers N and T such that 1 < VN <T< 2N/2, there exists a boson-qubit
coupled Hamiltonian H = Ub+blUT, where b and bt are the bosonic annihilation and creation operators
respectively, and U is a unitary acting on the bosonic mode and N qubits (the q-register) that preserves
the bosonic number. If a quantum circuit W satisfies

| (015 (01, €™ (Ig @ 0)e ™ 10) 310}y — (Olane (B, W (Jane ® OYW |0}, |6), | < 0.1 (135)

for all ]gb>q, then W must use at least Q(NTQ) 2-qubit gates. Here, Iz and Iy are the identity operator
on the bosonic mode and the ancilla register respectively, and O = |0) (0| ® I is the projection onto the
|0) state of the first qubit of the q-register.

The quantum circuit W may use an arbitrarily large number of ancilla qubits, and gates in W may
be non-local and come from a possibly infinite gate set.

In essence, this theorem asserts the existence of boson-qubit coupled systems whose single-qubit
measurement statistics after evolving for time 71" require SNI(N TQ) gates to approximate to constant
precision.

To prove Theorem 10 we need to use the following lemma:

Lemma 11. Let H = Ub+ biUT, where U = 332, IA) g (Alg @ Ux. Then

e—itH |0>ﬁ |¢> _ e—t2/2 f: (_Zt))‘ |)\>6 (ﬁ U,:[ ‘(ﬁ))
& e (L
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Proof. Denoting b= Ub, we have s
0,01 = [b,b] = 1. (136)

Therefore b and b can be treated as a new pair of annihilation and creation operators. By the
Kermac-McCrae identity we have

o—itH _ o~ %1% —ithl —ith (137)
This can then be used to prove the lemma by using the Taylor expansion and the fact that

10 |6) = 0 5 |6) (138)
O

Proof of Theorem 10. First we consider a quantum circuit U, that acts on N qubits and has depth
T2. Tt can then be written as

T2-1
Uare = [] UL, (139)
m=0

where each Uy acts on N qubits and has depth one. We also define Uy = I for all A > T?2. Then we
let the unitary U in the theorem be

U= imﬁ (A ® Un. (140)
A=0

Note that by construction we have [U, |A) 5 (A|5] = 0 and therefore U preserves the particle number in
the bosonic mode.

We will show that by running time evolution e 7" for T" = ©(T) starting from |0) 519), and
performing measurement on the first qubit in the g-register, we will be able to approximately sample
from the distribution generated by running U, and then measuring the first qubit (note that Ugire
acts only on register ¢). In this procedure we trace out the bosonic mode and focus only on the qubits.

By Lemma 11, we have

e—iT’H |0>B |¢>q _ e—T’2/2 i (_ZT’)A |/\>5 (ﬁ U];f |¢>q> . (141)
VAl k=0

A=0

Now note that for any summand on the right-hand side with A > T2, we have

A1
g <H Ui |¢>q> = [A)g Ueirc [6) - (142)
k=0
As a result we can write

e TH10) 5 |6), = [91) 5, + Al) g Ueire [), (143)

where |\I/J->ﬁq is the sum of the first T2 terms on the right-hand side of (141), and

1/2
efT’2/2 o0 (T e & T2\
9= . S s, Az(eT > M) . (141)

A=T2 A=T2

Note that the normalization factor A is chosen so that [[[¢)4 ]| = 1. In the above quantum state

e H |0) 519), the bosonic particle number satisfies the Poisson distribution with mean T". Because
the Poisson distribution decays rapidly away from the mean [14], we can choose 77 = ©(T') so that

T2-1
1T, |17 = T 3 > < 0.0025 (145)
ba e
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and consequently
e 10} 5 ), — 1) 5 Ucire |8), |
< [e™ ™ H10) 4 |¢), — A1) g Ucire [0)g || + (1 — A) (146)
< 2| [ ), | < 0.1,

where in going from the second line to the third line we have used the fact that | | @) gell + A<
Therefore

| (0] (@l e (15 © O)e T H|0)416), — (9], UlieeOUsirc [), | < 0.2, (147)

where O = |0) (0| ® I. If a circuit W as described in the theorem satisfies the inequality (135), then
by the triangle inequality

’ <0|anc <¢|q WT(IanC ® O)W |O>anc |¢>q - <¢|q U(j,rircOUCirC |¢>q | < 0.3. (148)

This means the measurement outcome generated by running the circuit Uge can be simulated by
running the circuit W.

With the above setup, we then use Uy, to compute Boolean functions in the sense defined in [28]: for
a Boolean function f : {0,1}¥ — {0,1}, we say U computes the Boolean function with high probability
if measuring the first qubit of U |x1z5---2zn0---0) yields f(z) with probability at least 2/3. We also
say U computes the Boolean function ezactly if measuring the first qubit of U |x12z5 -+ - xn0- - 0) yields
f(x) with probability 1.

By (148), we know that if U, computes a Boolean function f exactly, then W computes the same
Boolean function with high probability. By [28, Lemma 8], we can choose Ugir acting on N qubits

and with depth T to compute 2QT*N) different Boolean functions exactly. If W uses G 2-qubit gates,

then by [28, Lemma 8] different W' can compute at most 20(Glog(N) different Boolean functions with
high probability. Therefore G = Q(T?N), which completes the proof. O

H Quantum number distribution tail bound in eigenstates

If we would like to prepare an eigenstate of a Hamiltonian of the form (23) on a quantum computer,
then we need to be able to store this eigenstate using a finite number of qubits. This reaffirms the need
to truncate infinite dimensional Hilbert spaces. A natural approach is to truncate the local quantum
number A, which, as discussed in Section B, is the local bosonic particle number in the setting of
boson-fermion coupling, the electric field value in the setting of U(1) lattice gauge theory, and the
total angular momentum in the setting of SU(2) lattice gauge theory.

In this section, we will show that the probability of a spectrally isolated eigenstate having a local
quantum number beyond a certain threshold can be bounded, and we call this the tail bound. This
tail bound justifies cutting off the part of the Hilbert space with local quantum number beyond the
threshold, thus enabling us to store eigenstates using a finite number of qubits. We describe the result
in the following theorem:

Theorem 12 (Quantum number distribution tail bound). Let H = Hyw + Hpr be a Hamiltonian
satisfying (24) with parameters x and r. Assume that |¥) is an eigenstate of H corresponding to
an eigenvalue € with multiplicity 1, and that € is separated from the rest of the spectrum of H by a
spectral gap §. Moreover, we assume the absolute value of the quantum number distribution has a
finite expectation

D IA(P|IL W) = A < cc.

A

Then for any € > 0, we can choose A satisfying
AT = 20T+ O(xd Hog? (e ) + log(e ),

such that [[TI_x o7 [¥) || < e
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Proof. We define the projection operator into the e-eigensubspace by
P = |¥) (¥]. (149)

This projection operator, and its approximator to be introduced later, will be the main technical tool
in this proof. We first apply a projection operator to truncate the eigenstate |¥):

alC) = H[—QX,QZ\] ), (150)

where |¢) is a normalized quantum state and a = [[II_,5 55 [¥) || > 0. Because of the assumption
SO (T[T | W) = X, we have by Markov’s inequality that

(W _g5 251 ¥) = 1/2, (151)
and therefore
a = [P _y55¥) > 1/V2. (152)
This further implies
[{P1C) | = (WITL_y505)|¥) fa = @ > 1/V2. (153)

We then apply an approximation of P. to |(). Note that P: |() is exactly the eigenstate |¥) up to
a constant factor. Therefore applying an approximation of P. will yield a quantum state that is close
to the eigenstate. The approximation of P. is constructed as

~ g T 1242 . .
P. = —/ dt e 20t gmietitH 154
: V2m J-T ( )

We will show that ]55 is close to P. when ¢ is small and T is large. First we have

~ _(H—6)2 _(H—s)2 ~
P.—P. = (Pa—e 202 )—i— (e 202 —P€>

_(H=—e)? o 1 2.2 i o (155)
— P€_€ 202 +7/ dt e 20te zateth’
V2 Jit|>T
where we have used the identity
(H—¢)? o , .
e 202 = - U27T / dt e—%02t2e—zeteth. (156)
V — 00
For the first term on the second line of (155), we have
_=o)? _ 82
|P.— e S| < e, (157)

and for the second term we have
242 _ 22

o 1 L o 12,2 2 s
— dt e 27 it || < —/ dt e7 270 </ Ze 2, 158
H\/Qw /t|2T H T2 Ji>T VT (158)

where we have used [16, Theorem 1] for the second inequality. Denoting the sum of these two bounds
by €1, we have

~ _ﬁ 2 _0'2T2
|P: — Pe|| <e 2% 4 —eT T =en (159)

We choose o and T so that e; < 1/2v/2. N
By applying the approximate projection operator we obtain a quantum state |¥):

BlU) =P |¢), (160)
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where |¥) is a normalized quantum state and 8 = || P-[¢) || > 0. We have

1B = 1P () NI = 2 1S | = 1P 1€) ] < |Px = Pe|| < e, (161)
and as a result
BP0 N —er = [{TIO) | — e > 1/2V2, (162)
We then demonstrate that |¥) is close to |¥), which follows from

@) = @) || = |87 P [¢) — [¥) ||
< BB = Pl + (87 P (C) — W) |
=B P = P+ B = PO TP 1) | (163)
<pla+ BB =P C) ]
< 2,87161 < 4\/561.

We now consider the local quantum number tail bound for |\TJ> For any A > 0, we have

TTan [9) [ = B YT an P10 |
= BT p ) P o505 1€) |
< BT g ) PeTT o5 o
(164)

1

< _9 /T dat 6_202152”ﬁ[_A A]eitHH[,QS\ QX]H
B2 St ’ ’

1-=r _ (9 \1-r
< poly (A, A, xT) exp (-Q (2(1 = r)(j;)+ 1))

where we used the fact that 19505 |¢) = |() going from the first line to the second line, and
Theorem 5 in deriving the last line.
Now combining (163) and (164) we have

_ . _—
T a) [0) ] < 4V2 (e > +\/;e_ 2T>

1-r _ (oy\1-7
+ poly(\, A, xT') exp (—Q (2(1 - r>(j;)+ 1)) )

(165)

Therefore to ensure |[I[_ A |¥) || < € we can choose o and T' to scale like

o =0(5/\/log(e7)), T =0(c "/ log(e 1)) =05 'log(e™)), (166)

and choose A to be N
AT = (2017 + 0 (log(¢ ) (2(1 - 1)XT + 1))

167
= @V + 0 (x0  og?(e™) + log(e 1)) . e

| Lieb-Robinson velocity with on-site interaction

In this section we show that the Lieb-Robinson velocity is unaffected by any on-site interaction. This
fact has been proved in [58, Section 2], although their result is not completely in line with what is
required in this work. Therefore we provide our own theorem and proof in this section. We use
the notation in [28, Lemma 5]. We consider a lattice A, with dist denoting the lattice distance. A
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Hamiltonian is geometrically local if and only if it is a sum of terms supported on lattice sites that
are within a ball of constant radius in terms of the lattice distance, and the norm of each term is
also bounded by a constant. By an on-site interaction, we mean an operator that can be written as a
sum of terms each of which is supported on a single site. More precisely, an operator O is an on-site
interaction if and only if

0=> 0, (168)

pEA

where each O, is supported on site p.
For any time-dependent Hamiltonian A(t), we use U/ to denote the evolution under this Hamiltonian
for time t, i.e.,

. rt
UA = Tt Jo dsA(s) (169)

Lemma 13. Let H(t) = h(t) + B(t) be a Hamiltonian on lattice A, where

h(t) =Y hx(t)

XCA

is geometrically local, and B(t) is an on-site interaction, i.e. B(t) = 3,5 Bp(t). Assume that (o =
maxp¢ Yz, |hz(t)|| is a constant. Then there exists constants v > 0 and p > 0 such that for any
X CQCA, we have

U 0x (U = U 0x (U"™)!]| < O(X]l|0x e™),

provided t satisfies vpp|t| < £. Here, £ = dist(A \ ©Q, X) and

t)= > hx(t)+ ) Byt

XCcQ peQ
Moreover vpr and p do not depend on B(t).

Proof. Define
hi(t) = (UP) (UL, (170)

Then by switching to the interaction picture, we have

ull = uPul. (171)
Similarly,
Ulte = ylayre, (172)
where
)= By(t), hra(t)= U Y hx (@)U (173)
peE Xcn
Note that we have the identity
hro(t) = (UF)T S hy(t = (UL hx(UP (174)
XCc XCc

because all the terms in B are on-site. This would not hold if there were terms of B acting across the
boundary of 2. The above equation tells us that the local terms of hyq(t) agree completely with the
local terms of h;(t) in the region €.

We now consider the time evolution with h(t). Note that hy(t) is a geometrically local Hamiltonian,
and is the sum of terms (UP)Thx (t)UP. For these terms we have

max E II( Ut Thz( )Ut I = max E lhz ()| = Co- (175)
7 p7
Z3p Z3p
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Therefore by [28, Lemma 5|, for any operator Ox supported on X C A, we have

_ ~ =~ (26o]t])"
Wl OxUl — ) 0xU ) < |x]10x | 29 (176)
if Q is such that X € Q and ¢ = dist(A \ 2, X).
Choosing B
Ox = (UP)OxUY = (U )T Ox U™, (177)
we obtain B
(U)TOx UL = (U U Ox VU = (U Ox U, (178)
where we have used (171). Similarly,
(") Ox U = (U (P OxU Uy = Uy oxuf™, (179)
where we have used (172). Substituting (178) and (179) into (176) gives
2Go|t])*
v ox (i) - vox oy < BT (150)

which is the same as Eq. (4) in [28, Lemma 5]. The existence of constants vr,r > 0 and p > 0 follows
immediately as in [28, Lemma 5]. Note that vy and p depend entirely on (y, and since (y does not
depend on B(t), vpr and p are independent of B(t) either. O

Here we compare this result with that of [28, Lemma 5]. Note that in our setup, h(t) is a geomet-
rically local Hamiltonian satisfying the requirements in [28, Lemma 5], but this is not true for H(¢),
since with B(t) its local terms can be unbounded. The above lemma means that adding an on-site
interaction does not change the Lieb-Robinson velocity. Heuristically, on-site interactions can cause
variables to vary rapidly on site, but they don’t affect how rapidly information propagates from one
site to another.

In Section E.1 we considered simulating time evolution due to the truncated version of the Hamil-
tonian in (17), which we denoted by H. There we perform simulation using the HHKL decomposition
[28], and the cost of simulation depends on the Lieb-Robinson velocity. In the context of Lemma 13
we set _ B N

h(t) = Hy + Hay + Hp, (181)

which is time-independent in this case, but we nevertheless keep the time dependence in order to be
consistent with Lemma 13. For H(t) in Lemma 13 we have H(t) = h(t) + Hg. We note that h(t)
is a geometrically-local Hamiltonian, and the corresponding (p is a constant. Also we note that Hp
is on-site and thus does not contribute to the propagation of operators. Therefore they meet the
conditions in Lemma 13. By Lemma 13, the Lieb-Robinson velocity of evolving with H is the same as
the Lieb-Robinson velocity vy g of evolving with A(t) and is therefore a constant. The same reasoning

applies to the Hubbard-Holstein model in Section E.2.

J  Other examples of applicable models

In this section we briefly discuss some other example models that can be analyzed within our frame-
work. We have introduced a generic Hamiltonian (14) describing boson-fermion coupling, and analyzed
in detail how to quantumly simulate a specific model of the form (14), namely the Hubbard-Holstein
model, which describes electron-phonon interaction. Another common model describing electron-
phonon interaction is the Frohlich model [23].

The Fréhlich model. The Hamiltonian of this model can be written as

14 1 —ig-F x7 _igF
H = LB S a0l + o S0 ) 152
q q
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where ¢ denotes the bosonic momentum, b, is the bosonic annihilation operator, 7 and P are
electron position and momentum operators respectively. In (14) we wrote the fermionic part in second
quantization and the bosonic part in first quantization. We therefore rewrite (182) accordingly. We
use cp, to denote the annihilation operator for an electron with momentum k and spin ¢. Then,

1 49 o
ipel = Zekclgckav e el = Z CJ]L,qO-Cko- (183)
ko
For the bosonic part we have b, = %(Xq + iP;), and therefore we can rewrite the Hamiltonian as

H = Zakckackg qu X2 +P2 —i—ZZ Vchk qoCho T V b Ck+qack?0) (184)
ko q ko

We thus see that the Hamiltonian is of the form (14), and therefore has the structure described in
Section B. The number of particles in each bosonic mode under time evolution and energy eigenstates
can be analyzed using the results in Sections C, D, and H.

We also observe that the ab initio Hamiltonians describing electron-phonon coupling [25], if no
anharmonic terms are included, can also be analyzd within our framework due to its similarity to the
Frohlich Hamiltonian.

Besides boson-fermion coupling, spin-boson coupling can also be analyzed within the framework
of this work. As an example, we consider the Dicke model which describes light-matter interaction
[22, 32].

The Dicke model. The model Hamiltonian can be written as

H=wb'b+w, ol + —= lH—bT oy, 185
3 Wi Z (185)

=1

where of and o7 are the Pauli-X and Z matrices respectively acting on site ¢, and b is the annihila-
tion operator for a bosonic mode corresponding to photons. We note that this Hamiltonian has the
structure described in Section B. We choose

N N
Hy = \ﬁ b+ of, Hrp=wbb+w.d of. (186)
=1 =1

Then Hp preserves the bosonic particle number, Hy, changes the bosonic particle number by +1, and

| Hw g p)l| < 29VNVA+1, (187)

where Il 4] is the projection operator into the subspace with at most A bosonic particles. Therefore

(24) is satisfied if we choose x = 2gv/N and r = 1/2. We thus see that this model can also be analyzed
within our framework.

K Comparison with the energy-based truncation threshold

In Ref. [36], to simulate the ¢* theory, a truncation threshold is chosen for the field value at each
lattice site based on energy conservation and Chebyshev’s inequality. This is a very general method
and can be applied to the systems studied in this work. Here we compare the truncation threshold
obtained using that method with the one in this work in two settings. In the first setting we consider
a single bosonic mode, and in the second we consider the Hubbard-Holstein model consisting of N
sites. We find that the truncation threshold in this work tends to be lower than the energy-based one
if the truncation is made for short-time evolution of large systems with high precision.
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K.1 A single bosonic mode
We consider a system of a single bosonic mode with the Hamiltonian
H =0b+b" +wb'b. (188)
In this setting, the particle number expectation value can be bounded by the energy as
E = (H) > wo (db) — | (b+ ") | > wo (bTb) — 21/ (bTb) + 1, (189)

where the second inequality follows from the Cauchy—Schwarz inequality. As a result,

2
iy < <w0_1 +/1+wp B+ w()—?) 1 (190)
Denoting the quantum state at time ¢ by |¢(t)), we have by Markov’s inequality that

(A+1) (WO (1)) < (b76). (191)
Note that [[TIjg o1 [1(8)) [|* = (1(¢)[Tg o)40(2)). Consequently if we want to keep [T a1 [4(2)) || < e, it

suffices to choose
2
(wo_l—i—\/l —|—w0_1E+w52) -1

A+1> . (192)
€
This is the energy-based truncation threshold.
We further consider the case where we start with at most Ay particles. Then we have
E < wp (b'b) + 24/ (b1b) + 1 < wolg + 2¢/Ag + 1. (193)
Substituting this into (192) we have
2wy b+ VA F1)2—1
I 0t -1 (194)
€
This can be directly compared with the truncation threshold (68) in this work
2
A = (VAo + O(Tpolylog(e ™))", (195)

We can see that although the energy-based threshold has the nice property that it is independent of
T, if T is not too large and high precision is required, the truncation threshold in this work is lower,
which corresponds to fewer qubits needed and smaller simulation error.

K.2  The Hubbard-Holstein model
We then consider the Hubbard Holstein model introduced in (85). We rewrite the Hamiltonian as

H=Hy+ Y (9(be +b]) (at + g, — 1) + woblbe) (196)
Note that for any z,
2
(g(bx + b1) (Mt + nay — 1) + wobliby) > wo (blba) — 2|gly/ (bhba) +1 > —Z— — wo. (197)
0

As a result :
E=(H) > g(by +bL,) (a4 +nar — 1) + wobl, by

+ Epo+ Z (g(bw + b;)(nx7¢ + Ny — 1)+ woblbx)

2
> wo (blubar) — 2lg1y/ (blbar) + 1+ Bro — (N = 1)(Z + w),

wo
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where Ey g is the ground state energy of Hy. Therefore
f [t g*
wo (b bar) — 2|g]\/(bhiby) + 1 < E— Epg+ (N — 1)(“)—0 + wp). (199)

Now we assume all parameters in the model, except for wy, are constants, and we only consider the
scaling with respect to the system size. Consequently, |E¢o| = O(NN), which implies

wo (b, by — 2|g[\/ (B b) +1 < E+ O(wy ' N). (200)

Therefore we can bound the particle number expectation value on site z':
(b,ba) < O(wy®N + wy 'E). (201)

Again we denote the quantum state at time ¢ by [t (¢)). The projection operator into the subspace

with at most A particles in bosonic mode x is denoted by H[(g’)A] and we denote H?& N IL H[(é)A]. In

order to ensure o
[TLo,a7 [ || <€, (202)

it suffices to require that
TG A [ (8)) | < N~72%, (203)

for all 2’. Using (201) and Markov’s inequality, we thus need to choose the truncation threshold A to

scale as oy .
A:O<w0 N2+ w; NE)l (204)

€2

We compare this energy-based truncation threshold with the one derived in this work in (68), which
for the Hubbard-Holstein model is

A = (VA + O(Tpolylog(Ne ™)) (205)

We see that besides the advantage mentioned in the single mode setting there is also an exponentially
better scaling with respect to the system size.

In Figure 3 we compare the truncation threshold A computed using the method of this work and the
energy-based method of [36] for the Holstein model, which is a special case of the Hubbard-Holstein
model with U = 0, with parameters chosen according to [43]. We assume the initial state is a tensor
product between the fermionic ground state and a quantum state of the bosonic modes that has at
most Ay = 4 particles in each mode. We clearly see that when the system size becomes larger or
when the precision requirement is higher, our method yields a lower truncation threshold than the
energy-based method.
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Figure 3: The truncation thresholds A required for Hubbard-Holstein model of different sizes N (upper left) and to
achieve different precisions (upper right). The curves below show the A obtained in this work and the horizontal
lines above show the A obtained using the energy-based method. The model parameters are chosen according to
[43]: wo=1,9=0.5,U =0, = 0. We assume the initial state has at most Ay = 4 particles in each bosonic mode.
In the upper left panel we set ¢ = 1072 and in the upper right panel we set N = 100. The panel below shows the
cross-over of the two truncation thresholds using the two methods for N = 5 and ¢ = 0.1. The truncation thresholds
in this work are computed by using (52) and choosing the smallest integer A to satisfy the precision requirement.
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